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ABSTRACT

Liquefaction-induced lateral ground displacement has caused significant damage to pile foundations during past earthquakes. Ground displacements due to liquefaction can impose large forces on the overlying structure and large bending moments in the laterally displaced piles. Pile foundations, however, can be designed to withstand the displacement and forces induced by lateral ground displacement. Piles may actually “pin” the upper layer of soil that would normally spread atop the liquefied layer below it into the stronger soils below the liquefiable soil layer. This phenomenon is known as the “pile-pinning” effect. Piles have been designed as “pins” across liquefiable layers in a number of projects, and this design methodology was standardized in the U.S. bridge design guidance document MCEER/ATC-49-1. A number of simplifying assumptions were made in developing this design procedure, and several of these assumptions warrant re-evaluation. In this report, some of the key assumptions involved in evaluating the pile-pinning effect are critiqued, and a simplified probabilistic design framework is proposed for evaluating the effects of liquefaction-induced displacement on pile foundations of bridge structures. Primary sources of uncertainty are incorporated in the proposed procedure so that it is compatible with the Pacific Earthquake Engineering Research (PEER) Center performance-based earthquake engineering (PBEE) framework.

A detailed description of the problem and of the current approach to evaluating liquefaction-induced bridge damage is first presented. The PEER-PBEE methodology is described, with emphasis on the components of the method that are more pertinent to the problem under study. Several preliminary evaluations are performed before the proposed simplified procedure is applied. These preliminary assessments include the estimation of the seismic hazard at the site, a liquefaction triggering assessment, and an evaluation of the liquefaction-induced flow failure potential at the site.

The details of the application of the PEER-PBEE methodology to the case of bridges founded on piles affected by liquefaction-induced lateral ground displacement are then provided. A procedure to estimate residual lateral displacements at the abutments for a given intensity of the ground motion is described, followed by a discussion of the structural models that can be used to evaluate how these displacements influence the response of the bridge superstructure. With these assessments of bridge response, which are couched in probabilistic terms with key sources of uncertainty characterized, well-defined damage states of the bridge system and its
components can be estimated. Lastly, procedures for the final estimates of repair costs and
downtimes for the most likely damage conditions are presented.

The proposed procedure is applied to a realistic bridge example that was developed by
PEER and Caltrans engineers to illustrate the use of the method and the insights that can be
generated from its application to a bridge evaluation at a site with potentially liquefiable soil.
Three alternative models are available in the estimation of repair cost ratios and downtimes for
the different hazard levels included in the analysis. They are the first-order reliability method, the
point estimate method, and the simplified coupled model. Some of the most useful insights
developed through the application of the proposed method are the identification and
quantification of the parameters most affecting the uncertainty in the assessment of the seismic
performance of a bridge. The ground motion hazard, which was defined by the spectral
acceleration at the degraded period of the potential sliding mass at the abutments, is the most
important source of uncertainty. It is followed by the uncertainty in estimating seismic
displacement at a specific ground motion hazard level and the uncertainty in estimating the
residual undrained shear strength of the liquefied soil.

The proposed simplified procedure is validated through its application to three important
“case” histories: Landing Road bridge (1987 Edgecumbe earthquake), Showa bridge (1964
Niigata earthquake), and one centrifuge model test performed at UC Davis. The results from this
procedure compare well with the observations from these cases, and they are also consistent with
the results from an advanced finite element analyses performed by the University of Washington
research team. Lastly, a procedure to incorporate ground motion time histories is described, and
findings from the study and recommendations for future work are summarized.

A simplified “user’s guide” that summarizes the proposed procedure follows this abstract.
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1. **OVERVIEW**

This guide presents a method to estimate the effects of liquefaction-induced lateral ground displacement on bridges founded on piles. In this simplified approach, the amount of residual lateral displacements at the bridge abutments is assumed to define the performance of the bridge (see Fig. 1). The bridge performance is expressed in terms of repair costs and downtimes. This procedure is appropriate as a screening tool to identify bridges where the effects of liquefaction-induced lateral displacement are important.

![Figure 1](image_url)

2. **ASSUMPTIONS AND LIMITATIONS**

It is assumed that the pile cap and the upper non-liquefiable crust will move together. It is also assumed that residual lateral displacement at the abutments is an appropriate index of bridge performance. The post-liquefaction static factor of safety at the abutments is assumed to be larger than 1 (i.e., no flow failure), and inertial effects from the structural response of the bridge are neglected. It is assumed that the bridge superstructure restrains the horizontal movement of the abutment through the compression of the deck. It is assumed that the piles are fixed against...
rotation at some distance above and below the liquefiable material. For the case of a thin non-
liquefiable upper crust and pinned pile connection it could be assumed that the piles are pinned at
the pile/pile-cap connection, and some equations will need to be modified (see Section 3.1.1.1 in
the main report). This simplified method is applicable to cases with groups of vertical piles, and
serves as a reasonable approximation for the case of groups of vertical piles with only a few
battered piles. In situations where all the piles are inclined, the results of this method are only
approximate and probably overly conservative.

3. INPUT PARAMETERS

Information required to use this simplified method are the uniform hazard spectra at the site, i.e.,
the 5%-damped acceleration response spectrum, and its de-aggregation with respect to the
controlling event’s magnitude and distance; the soil profile, i.e., thickness of the different layers,
and SPT (or CPT) profiles; and foundation properties, such as number and configuration of piles,
and their mechanical properties (i.e., Young’s modulus, moment of inertia, and plastic moment).

4. OUTPUT PARAMETERS

The results of this evaluation are the median and dispersion of residual lateral displacement at
the abutments and the repair costs and downtimes associated with the estimated displacement.

5. PRELIMINARY ASSESSMENT

5.1 Liquefaction Evaluation

The probability of liquefaction can be evaluated using the expression developed by Seed et al.
(2003):
\[
P_L \left( N_{1,60}, CSR, M_w, \sigma_v', FC \right) = \Phi \left[ \frac{\left( N_{1,60} \cdot (1 + 0.004FC) - 13.32 \cdot \ln(CSR) - \frac{29.53 \cdot \ln \left( M_w \right) - 3.70 \cdot \ln \left( \sigma_v' \right) + 0.05 \cdot FC + 44.97}{2.70} \right)}{\text{where } P_L \text{ is the probability that liquefaction occurs; } N_{1,60} \text{ is the standard penetration test (SPT) blow-count normalized to an overburden pressure of approximately 100 kPa (1 ton/ft}^2) \text{ and a hammer energy ratio or hammer efficiency of 60%; } CSR \text{ is the cyclic stress ratio, } CSR = 0.65 \left( \frac{a_{\text{max}}}{g} \right) \left( \frac{\sigma_v}{\sigma_v'} \right) r_d, \text{ where } a_{\text{max}} \text{ is the peak horizontal ground surface acceleration, } g \text{ is the acceleration of gravity, } \sigma_v \text{ is total vertical stress, } \sigma_v' \text{ is effective vertical stress, and } r_d \text{ is the nonlinear shear mass participation factor (see Eq. 2.5 in the main body of the report); } M_w \text{ is moment magnitude, } FC \text{ is percent fines content (by dry weight) expressed as an integer (i.e., 12% fines is expressed as } FC = 12), \text{ and } \Phi \text{ is the standard normal cumulative distribution function (e.g., the NORMSDIST function in Excel).}
\]

\[5.2 \text{ Flow Failure Evaluation}\]

The second step in the preliminary assessment is to verify that the static post-liquefaction factor of safety at the abutments is larger than 1. The residual undrained shear strengths \( S_{ur} \) are assigned to the potentially liquefiable layers identified in the previous step, and a conventional pseudostatic slope stability analysis is performed. The value of \( S_{ur} \) can be estimated using the expression:

\[
\bar{S}_{ur} = \exp \left( \frac{N_{1,60-CS}}{8} - 3.5 \right) \times \left( 1 + \left( \frac{0.3 \bar{N}_{1,60-CS}}{128} \right)^2 \right), \quad 0 \leq \bar{N}_{1,60-CS} \leq 20
\]

where the top bar denotes the mean value of the respective variable. This expression is based on the combination of five of the most commonly used procedures to estimate the residual
undrained shear strength of the liquefiable layer, $S_{ur}$, which are: Seed and Harder (1990), Olson and Stark (2002), and Kramer (2007), and the two correlations of $S_{ur}$ with $N_{1,60-CS}$, and $S_{ur} / \sigma_{vc}'$ with $N_{1,60-CS}$ proposed by Idriss and Boulanger (2007). Expressions to estimate $N_{1,60-CS}$ are shown in sections 2.2.1 and 2.2.2 of the report.

If information from cone penetration tests (CPTs) is available, the following CPT-SPT correlation proposed by Kulhawy and Mayne (1990) may be used to convert tip resistances into SPT blow-counts:

$$\left(\frac{q_c}{P_a}\right) = 5.44\left(D_{50}\right)^{0.26}$$

where $q_c$ is tip resistance, $P_a$ is atmospheric pressure (~100 kPa), $N$ is the measured SPT value, and $D_{50}$ is the particle size that 50% passes by weight. Additionally, direct CPT correlations for evaluating liquefaction triggering and residual undrained shear strength may be used.

### 5.3 Passive Forces versus Structural Capacity

An assessment is made whether soil flows around the foundation or movement of the foundation occurs in concert with the soil. The assessment requires a comparison between the estimated passive soil forces that can be exerted on the foundation system and the ultimate structural resistance that can be developed by the structure itself (see Fig. 2). The passive reaction of the upper non-liquefiable crust against the pile cap can be estimated using the procedure developed by Mokwa (1999). The reaction of the liquefied material can be estimated using the recommendations by JRA (1996), i.e., to assume that the lateral pressure distribution is 0.3 times the overburden pressure. The simplified procedure described in this guide assumes that movement of the foundation occurs in concert with the soil, i.e., that the structural resistance is smaller than the soil’s capacity. If this condition is not satisfied, the recommendation is to design the foundations to withstand the passive pressures created by the soil flowing around the structure.
6. PRIMARY ASSESSMENT

When the analysis in Section 5.3 indicates that the soil forces are less than the total structural resistance, the amount of seismically induced permanent slope displacement is estimated using the expression developed by Bray and Travasarou (2007):

\[
\ln(D) = -1.10 - 2.83\ln(k_y) - 0.333\left(\ln(k_y)\right)^2 + 0.566\ln(k_y)\ln(Sa) + 3.04\ln(Sa) + \cdots
\]

\[\quad - 0.244\left(\ln(Sa)\right)^2 + 1.5T_s + 0.278(M_w - 7) \mp \varepsilon \tag{4}\]

where \(M_w\) is moment magnitude, \(T_s\) is the initial fundamental period of the potential sliding mass, \(Sa\) represents the spectral acceleration at \(1.5T_s\), and \(\varepsilon\) is a normally-distributed random variable with zero mean and standard deviation \(\sigma = 0.66\). To eliminate a potential bias in the model for very low values of \(T_s\), the first term of this equation, i.e., the term -1.10, should be replaced with the term -0.22 when \(T_s < 0.05\) s.

The initial fundamental period of the sliding mass \(T_s\) is estimated using the expression:

\[T_s = \frac{4H}{V_s}\]

for the case of a relatively wide potential sliding mass that is either shaped like a trapezoid or segment of a circle where its response is largely 1D (Bray, 2007), where \(H\) is the average height of the potential sliding mass, and \(V_s\) is the average shear wave velocity of the sliding mass. Figure 3 shows how to estimate \(T_s\) for the case of a soil mass, underlain by a stiff
crust, sliding on top of liquefied material. In those cases, the location of the equivalent 1D soil column should be estimated as the weighted average of the location of the slices used in the slope stability analysis, where the weighting factor would be the total weight of the respective slice.

In Equation 4, the estimated displacement is strongly dependent on the slope’s dynamic resistance, i.e., its yield coefficient, $k_y$. Since $k_y$ itself is dependent on the displacement $D$ due to pile-pinning and other effects, one must use iteration to solve for $D$. The value of the yield coefficient $k_y$ that goes into the Bray and Travasarou (2007) expression can be calculated as follows:

$$k_y = p \left( S_u + \frac{N \cdot V_p(D/2)}{A} + \frac{F_p(D/2)}{A} \right)$$  \hspace{1cm} (5)$$

where $p$ represents the relationship between $k_y$ and $S_u$, $N$ is the number of piles under the abutment, $V_p(D/2)$ is the shear force on any abutment pile, $F_p(D/2)$ represents the passive reaction at the abutment, and $A$ is the area of the horizontal portion of the failure surface. See Section 3.1.1.1 of the main report for more details.
6.1 Relationship between Yield Coefficient and Equivalent Undrained Shear Strength

A relationship between $k_\gamma$ and $S_u$ can be obtained by solving the pseudostatic slope stability problem at the abutment with different “reasonable” values of $S_u$, between $S_{\text{min}}$ and $S_{\text{max}}$. Let $\overline{S}_{ur}$ be the mean residual undrained shear strength of the liquefiable layer, $M_p$ the plastic bending moment of each pile, $H$ the thickness of the liquefiable layer, and $F_{p}^{\text{max}}$ the total maximum passive reaction at the abutment. A reasonable lower limit for $S_u$ is the mean residual undrained shear strength of the liquefiable layer, i.e., $S_u = S_{\text{min}} = \overline{S}_{ur}$. An upper limit for $S_u$ can be estimated considering that the piles have reached their plastic limit, that the distance between points of fixity is equal to the thickness of the critical layer, and that the passive reaction at the abutments has reached its maximum, in that case $S_u = S_{\text{max}} = \overline{S}_{ur} + N \times 2M_p/(H \times A) + F_{p}^{\text{max}}/A$.

Preliminary results for a series of sensitivity analysis indicate that for cases when there is a distinct weak layer where sliding is localized, the relationship between $k_\gamma$ and $S_u$ is approximately linear.

6.2 Shear Force in Piles

The shear force in any pile, $V_p$, is estimated by assuming that the piles are fixed against rotation at some distance above and below the critical layer. Then, the shear force in any pile is calculated as

$$V_p(D) = \frac{2M(D)}{H + (\alpha_\text{top} + \alpha_\text{bottom}) \cdot 2R} \quad (6)$$

where $M(D)$ is the bending moment at the ends of the pile, $M(D) = 6E_{\text{Pile}}I_{\text{Pile}}D/2L_{\text{Pile}}^2$ is plastic moment of pile, where $E_{\text{Pile}}$ is Young’s modulus, $I_{\text{Pile}}$ is the moment of inertia of the pile, $D$ is the relative lateral displacement between the ends of the pile, and $L_{\text{Pile}}$ is the equivalent length of the pile, i.e., $L_{\text{Pile}} = H + (\alpha_\text{top} + \alpha_\text{bottom}) \cdot 2R$; $H$ is the total thickness of the critical layer, $2R$ is the diameter of the pile, and $\alpha_\text{top}$ and $\alpha_\text{bottom}$ are factors that indicate how many diameters above and below the critical layer the piles are fixed against rotation.
6.3 Passive Reaction at the Abutment

The passive reaction at the abutment, $F_p$, is estimated using the recommendations from Section 7.8.1. of Caltrans’ Seismic Design Criteria (2006), where for seat abutments (see Fig. 4):

$$K_{abut} = K_i \times w \times \left( \frac{h}{5.5} \right)$$

$$K_i = 20 \frac{kip}{in}$$

$$P_{bw} = A_c \times 5.0 \text{ ksf} \times \frac{h}{5.5}$$

$$A_c = h \times w \text{ (area of the backwall)}$$

Figure 4

where $w$ and $h$ are the width and height of the backwall (in feet), respectively. For details see Section 3.1.1.1 of the main report.

6.4 Base Area

The horizontal part of the base of the potential sliding surface can be assumed to be rectangular in shape, i.e., $A = l \times t$, where $l$ and $t$ are its plan dimensions in the longitudinal and transverse directions, respectively. Two effects should be considered in the estimation of $l$ and $t$. First, because the overall size of the potential sliding mass varies as the equivalent undrained shear strength of the critical layer changes, the value of $l$ (from the 2D pseudostatic seismic stability problem at the abutment) should be considered, in general, a function of $S_u$. Because the size of the potential sliding mass usually increases as the value $S_u$ increases, a conservative approach
that would lead to a smaller increase in resistance due to the pile-pinning effect would be for \( l \) to be for the case in which \( S_u = S_{\text{max}} \). Second, as Boulanger et al. (2006) have stated, the tributary width \( t \) will be greater than the abutment crest width, because there will be some influence of the abutment side slope masses in the abutment response. Their recommendation of assuming that one half of the slide slope masses is restrained by the piles is adopted in this procedure.

For given values of \( S_{ur} \), \( \alpha \), \( \varepsilon \), \( T_r \), \( M_w \), and \( S_a \), the expression for \( k_y \) is a function of only the lateral displacement \( D \), which can be replaced in the Bray and Travasarou (2007) expression. The result is a nonlinear, implicit equation in \( D \) that can be solved iteratively.

7. INCORPORATION OF UNCERTAINTY

The uncertainty in the estimation of \( D \) is captured at a specified hazard level using the point estimate method (PEM) with the parameters \( S_{ur} \) and \( \varepsilon \), which have the characteristics given in Table 1.

<table>
<thead>
<tr>
<th>Random Variable</th>
<th>Description</th>
<th>Probability Density Function</th>
<th>Uncertainty Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{ur} )</td>
<td>Residual undrained shear strength of the liquefied material</td>
<td>Log-normal</td>
<td>Coefficient of Variation = 0.40</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>Error term in the estimation of the residual lateral displacement</td>
<td>Normal</td>
<td>Standard Deviation = 0.66</td>
</tr>
</tbody>
</table>

8. EVALUATION OF DOWNTIMES AND REPAIR COSTS

Based on the results of the previous section, Tables 2, 3 and 4 can be used to estimate the expected damage state of the bridge, and its associated downtime and repair costs.
### Table 2. Damage state as function of seismic displacement

<table>
<thead>
<tr>
<th>Seismic Displacement (in.)</th>
<th>Damage Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 1”</td>
<td>Negligible</td>
</tr>
<tr>
<td>1” – 4”</td>
<td>Small</td>
</tr>
<tr>
<td>4” – 20”</td>
<td>Moderate</td>
</tr>
<tr>
<td>20” – 80”</td>
<td>Large</td>
</tr>
<tr>
<td>&gt; 80”</td>
<td>Collapse</td>
</tr>
</tbody>
</table>

### Table 3. Expected downtimes as function of damage level

<table>
<thead>
<tr>
<th>Damage Level</th>
<th>Median downtime (and likely range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negligible</td>
<td>0</td>
</tr>
<tr>
<td>Small</td>
<td>0</td>
</tr>
<tr>
<td>Moderate</td>
<td>0</td>
</tr>
<tr>
<td>Large</td>
<td>1 day (0.5 to 1.5 days)</td>
</tr>
<tr>
<td>Collapse</td>
<td>60 days (25 to 95 days)</td>
</tr>
</tbody>
</table>

### Table 4. Repair cost ratio distribution given damage state

<table>
<thead>
<tr>
<th>Damage State</th>
<th>Negligible</th>
<th>Small</th>
<th>Moderate</th>
<th>Large</th>
<th>Collapse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr( RCR = 0.0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pr( RCR = 0.1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pr( RCR = 0.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pr( RCR = 0.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pr( RCR = 0.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
<td>0</td>
</tr>
<tr>
<td>Pr( RCR = 0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.70</td>
<td>0</td>
</tr>
<tr>
<td>Pr( RCR = 0.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
<td>0.20</td>
</tr>
<tr>
<td>Pr( RCR = 0.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.55</td>
</tr>
<tr>
<td>Pr( RCR = 0.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.20</td>
</tr>
<tr>
<td>Pr( RCR = 0.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>Pr( RCR =1.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
9. EXCEL SPREADSHEET

An Excel spreadsheet is provided to perform the calculations indicated in steps 7 and 8, using the point estimate method, assuming a constant value for \( \alpha \) and \( A \), and considering that \( S_w \) and \( \varepsilon \) are the only random variables in the estimation of the seismic displacement \( D \). A sample layout of the spreadsheet is shown in Figure 5.

### Table 1: General Input

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D )</td>
<td>24.64 cm</td>
</tr>
<tr>
<td>( D )</td>
<td>9.70 in</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1.5</td>
</tr>
<tr>
<td>( E_{passive} )</td>
<td>1406 kips</td>
</tr>
<tr>
<td>( L )</td>
<td>18.95 ft</td>
</tr>
<tr>
<td>( g_{piles} )</td>
<td>875 kips</td>
</tr>
<tr>
<td>Seq</td>
<td>730 (psf)</td>
</tr>
</tbody>
</table>

### Table 2: Input for Shear Force in Piles

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_T )</td>
<td>2.90C+07 (psi)</td>
</tr>
<tr>
<td>( I_p )</td>
<td>2549 (in^4)</td>
</tr>
<tr>
<td>( M )</td>
<td>4.95 (feet)</td>
</tr>
<tr>
<td>( N )</td>
<td>1318 (kips*ft)</td>
</tr>
<tr>
<td>( \beta )</td>
<td>6.8</td>
</tr>
</tbody>
</table>

### Table 3: Input for Passive Reaction

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_{abut} )</td>
<td>21.8 (kips/in/ft)</td>
</tr>
<tr>
<td>( n_{abut} )</td>
<td>52.7 (kips/in/ft)</td>
</tr>
<tr>
<td>( w )</td>
<td>43 (feet)</td>
</tr>
</tbody>
</table>

### Table 4: Expected Downtime

<table>
<thead>
<tr>
<th>Case</th>
<th>( \epsilon ) (in)</th>
<th>( \phi ) (in)</th>
<th>( \Delta )</th>
<th>( \xi )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.66</td>
<td>12.47</td>
<td>155.5</td>
<td>395.9</td>
<td>15.61</td>
</tr>
<tr>
<td>2</td>
<td>0.66</td>
<td>3.97</td>
<td>15.8</td>
<td>12.34</td>
<td>2.51</td>
</tr>
<tr>
<td>3</td>
<td>0.66</td>
<td>36.31</td>
<td>1318.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.66</td>
<td>9.7</td>
<td>94.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 5](image-url)
1 Introduction

1.1 PROBLEM STUDIED

Past earthquakes have shown that pile foundations can be vulnerable to liquefaction-induced ground failures. In cases where the post-liquefaction static factor of safety is less than one, flow slides may occur and induce large lateral and vertical deformations causing extensive damage. For example, the Showa bridge failed catastrophically in part due to liquefaction-induced lateral spreading produced by the 1964 Niigata, Japan earthquake (e.g., Hamada 1992). Compressional forces in the structure, additional shear forces in connections, and significant relative ground displacements across the supporting piles, which induce large bending moments, may all result due to liquefaction-induced displacement. Each of these additional loads may lead to severe damage or collapse of structures. Even if flow slides do not occur, earthquake-induced seismic displacements of the ground may progressively develop and damage piles and the overlying structure.

When liquefaction-induced displacements threaten the performance of an engineered structure, soil remediation techniques may be considered to minimize the expected damage. These techniques usually involve ground modification, ground improvement, or stabilizing measures that significantly reduce the liquefaction hazard or reduce the level of ground deformations to an acceptable level. However, mitigation may be difficult and costly at some sites, and it may not be necessary if the structure’s foundation piles can be designed to withstand the displacement and forces induced by the liquefaction. Moreover, if the foundation piles can be designed to “pin” the upper layer of soil, that would normally spread atop the liquefied layer below it, into the stronger soils below the liquefiable soil layer, then other ground remediation techniques may not be required to achieve satisfactory performance. This technique has been coined the “pile-pinning” effect, which is illustrated in Figure 1.1.
Case histories have shown that piles have developed plastic hinges without leading to structural collapse. As Martin (2004) indicates, in the Kobe earthquake, field investigations using borehole cameras and slope indicators showed that pile damage in lateral spread zones concentrated at the interface between liquefied and non-liquefied layers, as well as near pile heads. Also, lateral analyses using p-y interface springs together with pile-deformations induced by estimated ground displacement profiles were consistent with observed pile performance. Considerable cost savings could result by including structural resistance in displacement demand estimates (i.e., by including the pile-pinning effect) and allowing increased displacement corresponding to limited plastic hinge rotation (Martin 2004).

The pile-pinning effect was first implemented in the United States as a result of the seismic safety evaluation of Sardis dam (Finn et al. 1991). Sardis dam was judged to be potentially unstable due to excessive seismic deformations resulting from liquefaction of a thin layer of silt in the foundation of the dam. The liquefiable silt layer was located between stronger soil strata above and below the potentially weak soil layer. Dynamic effective stress–large-strain finite element analyses (Finn et al. 1997) indicated that the potentially large seismic displacements due to laterally spreading atop the liquefiable silt layer could be arrested by
“pinning” the competent soils above the weak layer into the strong soils below the weak layer. A total of nearly 2600 prestressed reinforced concrete piles (60 cm in diameter and spaced 2.4 to 3.7 m apart) were installed in the mid-1990s to remediate Sardis dam.

The pile-pinning effect is now recognized as a legitimate remediation option when bridge or wharf structures built on pile foundations are located in areas susceptible to liquefaction-induced lateral spreading (e.g., Martin and Lam 2000; Martin et al. 2002). Work by Martin and others led to the development of a simplified design procedure for evaluating the effects of liquefaction-induced lateral spreads as proposed in the MCEER/ATC-49-1-recommended seismic design document of bridges (ATC/MCEER Joint Venture 2003).

1.2 CURRENT APPROACH TO EVALUATING LIQUEFACTION-INDUCED BRIDGE DAMAGE

A simplified design procedure for evaluating the effects of liquefaction-induced lateral spreads on bridge performance, which includes the “pile-pinning effect,” is delineated in the MCEER/ATC-49-1 document (ATC/MCEER Joint Venture 2003). The steps involved in the current MCEER/ATC (2003) design procedure are:

Step 1: The soil layers that are likely to liquefy are identified.

Step 2: A stability analysis is executed to determine the likelihood of soil movements, and to determine the extent of such movements. This would include the depths of soil likely to move and the plan extent of the likely soil failure block. Assessment of the impacts to a bridge structure can then be made by considering the proximity of the failure block to the foundation system.

Step 3: The maximum displacement of the soil is estimated. This may be accomplished using the simplified Newmark charts, Newmark time history analysis, or more advanced techniques.

Step 4: An assessment is made whether soil flows around the foundation or movement of the foundation will occur. The assessment requires a comparison between the estimated passive soil forces that can be exerted on the foundation system and the ultimate structural resistance that can be developed by the structure itself. This assessment requires estimating the forces that can develop if soil is to actually flow around the foundation system and comparing
them with the likely resistance that the structure will provide. In cases where a crust of non-liquefied material may exist at or near the ground surface, the full structural resistance is likely to be less than the flow-induced passive forces, and in such cases the foundation is likely to move with the soil. In many cases, it may be immediately obvious which condition, soil flow or foundation movement, is more likely.

**Step 5:** If flow of soil around the structure is likely, the foundation is designed to withstand the passive pressures created by the soil flowing around the structure. The induced forces are effectively the largest forces that the structure will experience, and for this reason it is conservative to design a structure for such forces.

**Step 6:** If on the other hand, the assessment indicates that movement of the foundation is likely, then the structure must be evaluated for adequacy at the maximum expected displacement. This is the mechanism illustrated in Figure 1.1. The implication of this assessment is that for relatively large ground movements, soil displacements are likely to induce similar magnitude movements of the foundation. In this context, “large” is taken relative to the structural yield resistance. The resulting induced movements of the foundations may produce substantial plastic hinging in the foundations, and may induce relatively large reactions in the superstructure.

The recommended acceptance criteria are the same as for the Seismic Analysis and Design Procedure E (SDAP E), i.e., the pushover method. Plastic hinge rotation limits of 0.05 radians are used for an upper level event, and the allowance of plasticity in the foundation is believed to be reasonable, even though plasticity may be below grade, because such damage in the foundation is not likely to pose a collapse hazard.

**Step 7:** If such deformations are not acceptable, there are realistically only two ways to restrict the foundation and substructure forces to acceptable values. The first method is to design the foundations to resist the forces that would accompany passive flow of the soil around the foundations. The other method would be to limit the ground movement by providing either ground or structural remediation. It is the structural option that provides the most
rational first path, and this makes use of the “pinning” or dowel action that pile or shaft foundations contribute as they cross the potential failure plane of the moving soil mass.

Step 8: The determination of the plastic mechanism that is likely to occur in the presence of spreading should be done in a reasonable manner. Due to the range of inherent uncertainties, great precision in the determination may not produce more accuracy. Thus, simple estimates of the mechanism and its corresponding lateral resistance capability are often adequate. For instance, one method is to use the upper bound method of plasticity and postulate potential mechanisms, then, assess the mechanism that is likely to control using judgment. The acceptance criteria are basically the structural deformation criteria for SDAP E, which uses the pushover method. In fact, the piles are elements that limit the acceptable displacements of the system.

The lateral shear that produces the plastic mechanism can be decreased to account for the P-Δ effect. Because the lateral soil force that produces a plastic mechanism in the foundation/substructure system is required, the reduction in shear required to produce a mechanism due to P-Δ should be considered.

A more precise method of determining the plastic mechanism would be to use an approach that ensures compatibility of deformations between the soil and piles, which accounts for plastic deformations in the piles themselves. This second requirement could be satisfied by using software that is capable of performing pushover analysis, then using p-y curves from a program such as LPILE (Reese et al. 2000) to produce boundary support elements that ensure compatibility.

Step 9: The system then must be assessed for a prescribed displacement field to represent the likely soil spreading deformation. From this analysis, an estimate of the likely shear resistance that the foundation will provide is estimated, and this shear can then be incorporated back into the stability analysis.

Step 10: If substantial resistance is provided, then its effect on limiting the instability-driven movement of the soil block should be introduced into the analysis. This step is typically not included in current assessments of potential foundation
movements, although inclusion of such resistance may often improve the structure’s expected performance.

Steps 11&12: The overall displacement is re-calculated with the revised resistance levels considered. Once a realistic displacement is calculated, then the foundation and structural system can be assessed for this movement. It is at this point that more permissive displacements than for substructure design can be relied upon. This implies that plastic rotations, and potentially large ones, may be allowed to occur in the foundation under such conditions.

Step 13: If the structure’s behavior is acceptable, then the design is complete; if not, then the engineer must assess whether to try to produce adequacy either through additional piles or shafts, and these may not need to connect to the foundation (passive piles). Alternately, ground improvement approaches may be considered, for instance, stone columns. The selection of structural or geotechnical remediation methods is based on the relative economy of the system being used.

The process is repeated by returning to Step 8 and modifying the available resistance until the slope is stabilized.

Although the MCEER/ATC methodology provides a useful framework for analyzing this type of problem, it does not offer a systematic way of evaluating the performance of existing and proposed bridge designs at sites that could undergo liquefaction-induced lateral ground displacement. The performance-based earthquake engineering (PBEE) framework developed by PEER provides a systematic procedure and it also allows the incorporation of relevant sources of uncertainty in the performance evaluation.

1.3 PEER-PBEE METHODOLOGY

As opposed to judging that a design is satisfactory or unsatisfactory based on compliance with defined standards, performance-based earthquake engineering (PBEE) provides a comprehensive methodology for assessing the likely performance of a design for an array of seismic loadings. The likely seismic performance and the consequences of that performance in terms of quantities that a client understands, such as the number of deaths and injuries, repair cost, and downtime, is
estimated for a sliding scale of seismic hazard levels from frequent to rare earthquake events. The Pacific Earthquake Engineering Research (PEER) Center PBEE methodology is based on the premise that the overall bridge performance assessment can be divided into a series of discrete steps that, although related, can be analyzed independently. In general terms, these steps are:

1. Defining the seismic hazard in terms of the intensity of ground motions
2. Evaluating the dynamic response of the system for each intensity level
3. Estimating the damage produced for each calculated dynamic response
4. Assessing the consequences for each damage state

In mathematical terms, the PEER-PBEE methodology is expressed through a framework equation that estimates the mean annual frequency of events where a specified decision variable exceeds a given threshold. The PEER-PBEE equation is (Cornell and Krawinkler 2000):

$$\lambda(dv) = \int \int \int G(dv \mid dm) |dG(dm \mid edp)| |dG(edp \mid im)| |d\lambda(im)|$$

(1.1)

in which $im$ is the ground motion intensity measure, $edp$ is an engineering demand/response parameter, $dm$ denotes a damage measure, $dv$ denotes a decision variable such as repair cost or downtime, $G(x \mid y) = \Pr(X > x \mid Y = y)$ is the conditional complementary cumulative distribution function of the random variable $X$ given $Y = y$, $dG(x \mid y)$ is the differential of $G(x \mid y)$ with respect to $x$, and $\lambda(x)$ is the mean frequency of $\{X > x\}$ events per year. Der Kiureghian (2005) provides a comprehensive review of the PEER-PBEE framework.

To evaluate Equation 1.1, it is necessary to define the conditional complementary cumulative distribution functions $G(x \mid y)$. The following sections present procedures to define those functions for the case of bridges with foundations that respond to liquefaction-induced lateral ground displacement, which includes the pile-pinning effect. Initially, the bridge/foundation system is evaluated to identify the governing mechanisms.
2 Preliminary Assessment

2.1 SEISMIC HAZARD

Seismic hazard analyses involve the quantitative estimation of the ground shaking hazard at a particular site (e.g., see Kramer 1996 for more information). This estimation can be performed deterministically, assuming a particular earthquake scenario, or probabilistically, in which uncertainties in earthquake size, location, and time of occurrence are explicitly considered. The following is a short summary of the paper by Abrahamson (2000), which briefly describes both approaches, with emphasis on the probabilistic approach.

In a deterministic seismic hazard analysis, earthquake scenarios are evaluated separately. For each source, a scenario earthquake is defined (i.e., magnitude, distance, style of faulting, and in some cases rupture direction). The ground motion for the scenario earthquake is usually estimated using attenuation relations, but is sometimes estimated using seismological simulations of the ground motion. For faults, at least five attributes need to be considered in developing a deterministic design earthquake: classification of active or inactive, the earthquake magnitude, the distance to the site, the tectonic regime, and the fault type. To estimate the ground motion for the scenario earthquake requires selecting the appropriate site condition, ground motion model, number of standard deviations, and in some cases rupture directions.

Probabilistic seismic hazard analysis follows the basic approach developed by Cornell (1968), with the addition that the variability in the ground motion (for a given magnitude and distance) is included. The basic methodology involves computing how often a suite of specified levels of ground motion will be exceeded at the site. The hazard analysis computes the annual number of events that produce a ground motion parameter that exceeds a specified level. This number of events per year is also called the “annual probability of exceedance.” The inverse of this parameter is called the “return period.” The calculation of the annual frequency of exceedance involves several probability distributions for each seismic source, i.e., the frequency of earthquakes of various magnitudes, the rupture dimension and location of the earthquakes, and
the attenuation of the ground motion from the earthquake rupture to the site. The occurrence
rates of the earthquakes of various magnitudes are estimated by magnitude recurrence relations.
The location of the earthquake depends on the geometry of the seismic source. The distance from
the rupture to the site is computed from the earthquake location and rupture dimension. The
ground motion at the site is estimated from the attenuation relation.

For point sources, the rate at which the ground motion from the $i$-th source exceeds the
test level $z$ at the site is given by:

$$
\nu_i(A > z) = N_i(M_{\text{min}}) \int_{m=M_{\text{min}}}^{\infty} \int_{r=0}^{\infty} \int_{m=M_{\text{max}}}^{\infty} f_m(m)f_r(r)f_\epsilon(\epsilon) P(A > z | m, r, \epsilon) dm dr d\epsilon
$$

(2.1)

where $N_i(M_{\text{min}})$ is the rate of earthquakes with magnitude greater than $M_{\text{min}}$ from the $i$-th source,
$r$ is the distance measure, $m$ is magnitude, $\epsilon$ is the number of standard deviations of the ground
motions from the median ground motion, $M_{\text{max},i}$ is the maximum magnitude for the $i$-th source,
$f_m(m)$ and $f_r(r)$ are the probability density function for the magnitude and the distance,
respectively, that describe the relative likelihood of different earthquake scenarios, $f_\epsilon(\epsilon)$ is the
probability density function for a ground motion variability, and $P(A > z | m, r, \epsilon)$ is the probability
that the ground motion exceeds the test level $z$ for magnitude $m$, distance $r$, and number of
standard deviations $\epsilon$. Because in the context of attenuation relationships, the magnitude,
distance, and number of standard deviations fully define the intensity of the ground motion,
$P(A > z | m, r, \epsilon)$ is either 0 or 1.

For planar sources (e.g., known faults) the finite dimension and location of the rupture
should be considered to compute the closest distance. Specifically, the randomness in the rupture
length, rupture width, rupture location along strike, and rupture location dip should be
considered. For planar sources Equation 2.1 becomes:

$$
\nu_i(A > z) = N_i(M_{\text{min}}) \int_{W=0}^{\infty} \int_{RA=0}^{\infty} \int_{E_x=0}^{\infty} \int_{E_y=0}^{\infty} \int_{m=M_{\text{min}}}^{\infty} \int_{\epsilon=\epsilon_{\text{min}}}^{\infty} \int_{\epsilon_{\text{max}}}^{\infty} \int_{\epsilon_{\text{max}}}^{\infty} f_m(m)f_{W}(m,W)f_{RA}(m,RA)…
\nu_i(A > z) = N_i(M_{\text{min}}) \int_{W=0}^{\infty} \int_{RA=0}^{\infty} \int_{E_x=0}^{\infty} \int_{E_y=0}^{\infty} \int_{m=M_{\text{min}}}^{\infty} \int_{\epsilon=\epsilon_{\text{min}}}^{\infty} \int_{\epsilon_{\text{max}}}^{\infty} \int_{\epsilon_{\text{max}}}^{\infty} f_m(m)f_{W}(m,W)f_{RA}(m,RA)…
\int_{E_x=0}^{\infty} \int_{E_y=0}^{\infty} f_{E_x}(x)f_{E_y}(y|x) f_\epsilon(\epsilon) P(A > z | m, r, \epsilon) dW dRA dx dy dm d\epsilon
$$

(2.2)
where \( f_{W}(m,W) \), \( f_{RA}(m,RA) \), \( f_{Ex}(x) \), and \( f_{Ey}(y) \) are probability density functions for the rupture width, rupture area, location of the center of rupture along strike and location of the center of rupture down dip, respectively. In Equation 2.2, \( x \) and \( y \) give the location of the center of the rupture in terms of the fraction of the fault length and fault width, respectively (e.g., \( x = 0 \) is one end of the fault and \( x = 1 \) is the other end of the fault).

The hazard integral in Equation 2.2 may appear to be complicated, but most of the computations are related to finding the distribution of the closest distance. Equation 2.2 defines a complete set of possible earthquake scenarios (i.e., magnitude and distance combinations) with the full range of possible ground motion levels for each scenario while keeping track of which scenarios lead to ground motions that exceed the test value \( z \).

For multiple seismic sources, the total annual rate of events with ground motions that exceed \( z \) at the site is just the sum of the annual rate of events from the individual sources (assuming that the sources are independent):

\[
\nu(A > z) = \sum_{i=1}^{N_{\text{source}}} \nu_i(A > z)
\]

where \( N_{\text{source}} \) is the total number of fault and areal sources.

### 2.1.1 Uniform Hazard Spectra

A common method for developing design spectra based on the probabilistic approach is through the uniform (or equal) hazard spectra. A uniform hazard spectrum is developed by first computing the hazard at various spectral periods using response spectral attenuation relations. That is, the hazard is computed independently for each spectral period. For a selected return period, the ground motion for each spectral period is measured from the hazard curves. These ground motions are then plotted at their respective spectral periods to form the uniform hazard spectrum. The term “uniform hazard spectrum” is used because there is an equal probability of exceeding the ground motion at any period. Since the hazard is computed independently for each period, in general, a uniform hazard spectrum does not represent the response spectrum of any single earthquake.
2.1.2 De-aggregation of Hazard

The hazard curve gives the combined effect of all magnitudes and distances on the probability of exceeding a specified ground motion level. Because all of the sources, magnitudes, and distances are mixed together, it is difficult to get an intuitive understanding of what is controlling the hazard from the hazard curve itself. A common practice is to break down the hazard back into its contributions from different magnitude and distance pairs to provide insight into what events are the most important for the hazard, at a given ground motion level. This process is called de-aggregation. With de-aggregation, the fractional contribution of different subsets of the events to the total hazard is computed. The most common form of de-aggregation is a two-dimensional de-aggregation in magnitude and distance bins. The de-aggregation by magnitude and distance bins allows the dominant scenario earthquake (magnitude and distance pairs) to be identified. A de-aggregation by seismic source allows the dominant seismic source to be identified. The results of the de-aggregation will be different for different probability levels (e.g., 100 year-versus 1000 year return periods) and for different spectral periods.

2.2 LIQUEFACTION EVALUATION

Liquefaction is defined as the transformation of a granular material from a solid to a liquefied state as a consequence of increased pore-water pressure and reduced effective stress (Marcuson 1978). Increased pore-water pressure is induced by the tendency of loose to moderately dense granular materials with poor drainage to compact when subjected to cyclic shear deformations. As liquefaction occurs, the soil stratum softens, allowing large cyclic deformations to occur. In loose materials, the softening is also accompanied by a loss of shear strength, to a residual level known as the residual undrained shear strength ($S_{ur}$), that may lead to large shear deformations or even flow failure under moderate to high shear stresses, such as beneath a foundation or sloping ground. Beneath gently sloping to flat ground, liquefaction may lead to ground oscillation or lateral spread as a consequence of either flow deformation or cyclic mobility. Loose soils may also compact after liquefaction with reconsolidation leading to ground settlement.

Estimation of two variables is required for evaluation of liquefaction resistance of soils: (1) the seismic demand on a soil layer, expressed in terms of the induced cyclic stress ratio
(CSR) and (2) the capacity of the soil to resist liquefaction, expressed in terms of the cyclic stress ratio required to generate liquefaction (CRR).

Seed and Idriss (1971) formulated the following equation for the calculation of CSR:

\[
CSR = \frac{\tau_{av}}{\sigma_{vo}^{'}} = 0.65 \left( \frac{a_{max}}{g} \right) \left( \frac{\sigma_{vo}}{\sigma_{vo}^{'}} \right) r_d
\]  

(2.4)

where \(a_{max}\) is the peak horizontal acceleration at the ground surface generated by the earthquake; \(g\) is the acceleration of gravity; \(\sigma_{vo}\) and \(\sigma_{vo}^\prime\) are the total and effective vertical overburden stresses, respectively; and \(r_d\) is the stress reduction coefficient. The latter coefficient accounts for the flexibility of the soil profile. For routine engineering practice the following equation may be used to estimate the average values of \(r_d\) (Youd et al. 2001):

\[
r_d = \frac{1.000 - 0.4113z^{0.5} + 0.04052z + 0.001753z^{1.5}}{1.000 - 0.4177z^{0.5} + 0.05729z - 0.006205z^{1.5} + 0.001210z^2}
\]  

(2.5)

where \(z\) is the depth below ground surface in meters.

A plausible method for evaluating CRR is to retrieve and test undisturbed soil specimens in the laboratory. Unfortunately, in-situ stress states generally cannot be reestablished in the laboratory, and specimens of granular soils retrieved with typical drilling and sampling techniques are too disturbed to yield meaningful results. Only through specialized sampling techniques, such as ground freezing, can sufficiently undisturbed specimens be obtained. The cost of such procedures is generally prohibitive for all but the most critical projects. To avoid the difficulties associated with sampling and laboratory testing, field tests have become the state of practice for routine liquefaction investigations. Several field tests have gained common usage for evaluation of liquefaction resistance, including the standard penetration test (SPT) and the cone penetration test (CPT). In the remaining part of this section the evaluation of liquefaction resistance using the standard penetration test is presented.

Criteria for evaluation of liquefaction resistance based on the SPT have become relatively robust over the years. Those criteria are largely embodied in the CSR versus \(N_{1,60}\) plot reproduced in Figure 2.1. \(N_{1,60}\) is the SPT blow count normalized to an overburden pressure of approximately 100 kPa (1 ton/ft\(^2\)) and a hammer energy ratio or hammer efficiency of 60\%. Figure 2.1 is a graph of calculated CSR and corresponding \(N_{1,60}\) from sites where liquefaction effects were or were not observed following past earthquakes with magnitudes of approximately 7.5. CRR curves on this graph were conservatively positioned to separate regions with data
indicative of liquefaction from regions with data indicative of non-liquefaction. Curves were
developed for granular soils with the fines contents of 5% or less, 15%, and 35% or more as
shown on the plot. The CRR curve for fines contents <5% is the basic penetration criterion for
the simplified procedure and is referred to as the “SPT clean sand base curve.” The CRR curves
in Figure 2.1 are valid only for magnitude 7.5 earthquakes.

![Fig. 2.1 SPT clean-sand base curve for magnitude 7.5 earthquakes with data from
liquefaction case histories (after Youd et al. 2001, modified from Seed et al. 1985).](image)

In personal communication to Youd et al. (2001), A. F. Rauch approximated the clean-
sand base curve plotted in Figure 2.1 by the following equation:
\[
CRR_{7.5} = \frac{1}{34 - N_{1,60-CS}} + \frac{N_{1,60-CS}}{135} + \frac{50}{\left(10 \cdot N_{1,60-CS} + 45\right)^2 - 1}
\]  

(2.6)

This equation is valid for \(N_{1,60-CS} < 30\). For \(N_{1,60-CS} \geq 30\), clean granular soils are often classified as being too dense to liquefy and are labeled as “non-liquefiable.” Similar types of relationships are available to estimate \(CRR_{7.5}\) based on normalized CPT penetration resistances.

### 2.2.1 Overburden Corrected SPT Value

Because SPT N-values increase with increasing effective overburden stress, an overburden stress correction factor is applied (Seed and Idriss 1982). This factor is commonly calculated from the following equation (Liao and Whitman 1986):

\[
N_{1,60} = C_N N_{60}, \text{ where } C_N = \frac{P_a}{\sigma'_{vo}}
\]

(2.7)

where \(C_N\) normalizes the measured standard penetration resistance \(N_m\) to an effective overburden pressure of approximately \(P_a = 100\) kPa (1 atm). \(C_N\) should not exceed a value of 1.7.

### 2.2.2 Influence of Fines Content

Youd et al. (2001) recommend Equations 2.8–2.10 as approximate corrections for the influence of fines content (FC) on CRR. These equations were developed by I. M. Idriss with the assistance of R. B. Seed for correction of \(N_{1,60}\) to an equivalent clean sand value, \(N_{1,60-CS}\):

\[
N_{1,60-CS} = \alpha + \beta \cdot N_{1,60}
\]

(2.8)

\[
\alpha = 0 \quad \text{for } FC \leq 5\%
\]

(2.9)

\[
\alpha = \exp\left[1.76 - \left(190 / FC^2\right)\right] \quad \text{for } 5\% < FC < 35\%
\]

\[
\alpha = 5.0 \quad \text{for } FC \geq 35\%
\]

\[
\beta = 1.0 \quad \text{for } FC \leq 5\%
\]

(2.10)

\[
\beta = \left[0.99 + \left(FC^{1.5} / 1000\right)\right] \quad \text{for } 5\% < FC < 35\%
\]

\[
\beta = 1.2 \quad \text{for } FC \geq 35\%
\]
2.2.3 Magnitude Scaling Factor

The clean-sand base or CRR curves in Figure 2.1 apply only to magnitude 7.5 earthquakes. To adjust the clean-sand curves to magnitudes smaller or larger than 7.5, Seed and Idriss (1982) introduced correction factors termed “magnitude scaling factors (MSFs).” These factors are used to scale the CRR base curves upward or downward on CRR versus $N_{1,60}$ plot.

To illustrate the influence of magnitude scaling factors on calculated hazard, the equation for the factor of safety (FS) against liquefaction is written in terms of CRR, CSR, and MSF as follows:

$$FS = \left( \frac{CRR_{7.5}}{CSR} \right)^{MSF}$$  \hspace{1cm} (2.11)

where CSR is the calculated cyclic stress ratio generated by the earthquake shaking and CRR$_{7.5}$ is the cyclic resistance ratio for magnitude 7.5 earthquakes. CRR$_{7.5}$ is determined from Equation 2.6.

Several relations have been proposed to estimate MSF (e.g., Seed and Idriss 1982; Ambraseys 1988; and Andrus and Stokoe 1997). In this report the relation recommended by Youd et al. (2001) is used, i.e.,

$$MSF = \frac{10^{2.24}}{M_w^{2.56}} = \left( \frac{7.5}{M_w} \right)^{2.56}$$  \hspace{1cm} (2.12)

2.2.4 Correction for Low and High Overburden Stresses

Cyclically loaded laboratory test data indicate that liquefaction resistance increases with increasing confining stress. The rate of increase, however, is nonlinear. To account for the nonlinearity between CRR and effective overburden pressure, Seed (1983) introduced the correction factor $K_\sigma$ to extrapolate the simplified procedure to soil layers with effective overburden pressures different than 100 kPa. Cyclically loaded, isotropically consolidated triaxial compression tests on sand specimens were used to measure CRR for high-stress conditions and to develop $K_\sigma$ values. By taking the ratio of CRR for various confining pressures to the CRR determined for approximately 100 kPa (1 atm), Seed (1983) developed the original
$K_\sigma$ correction curve. Other investigators have added data and suggested modifications to better define $K_\sigma$ for engineering practice. Hynes and Olsen (1999) compiled and analyzed an enlarged data set to provide guidance and formulate equations for selecting $K_\sigma$. The equation they derived for calculating $K_\sigma$ is:

$$K_\sigma = \left( \frac{\sigma'_{vo}}{P_a} \right)^{(f-1)} \leq 1.4$$

(2.13)

where $\sigma'_{vo}$, effective overburden pressure; and $P_a$, atmospheric pressure, are measured in the same units; and $f$ is an exponent that is a function of site conditions, including relative density, stress history, aging, and overconsolidation ratio. NCEER’s recommendation for the values for $f$ are for relative densities between 40% and 60%, $f = 0.8 - 0.7$; and for relative densities between 60% and 80%, $f = 0.7 - 0.6$.

2.2.5 Other Correction Factors

The correction factors presented in the previous sections are the most relevant for the application discussed in this report; however, in general, there are other important factors that should be evaluated, e.g., SPT corrections due to energy ratio, borehole diameter, rod length, and sampling method; and correction for sloping ground ($K_\alpha$).

2.3 FLOW FAILURE

If after assigning undrained residual shear strengths ($S_{ur}$) to the layers that are likely to liquefy and calculating the post-liquefaction static factor of safety, the post-liquefaction static factor of safety is found to be less than or equal to unity (i.e., step 2 of the MCEER/ATC (2003) design procedure), it is reasonable (and conservative) to assume that large ground deformations will be imposed on the bridge foundations. This case is termed the liquefaction flow case. Case histories suggest that when the post-liquefaction factor of safety is less than one, ground deformations on the order of several meters are possible. Such large ground deformations will likely induce large damage to the bridge and may even lead to a partial or complete collapse of the bridge. In these situations, if the bridge cannot be relocated, the “pile-pinning” effects procedure presented in this
document cannot be applied, and significant ground improvement and/or stabilizing measures are required to ensure that the post-liquefaction factor of safety is greater than one. Otherwise, significant, uncontrolled bridge deformations and damage are likely to occur, which are difficult to assess with confidence.

2.4 PASSIVE SOIL FORCES VERSUS ULTIMATE STRUCTURAL RESISTANCE

The methodology that is presented in the next sections assumes that the pile cap and surrounding soil move together. To verify this, the reaction capacity of the soil must be compared to the maximum lateral capacity of the piles and columns (see Figs. 2.2–2.3). If the soil capacity is smaller than the structural capacity, the soil will continue to displace or flow around the stable foundation, and the foundation should be designed to resist the pressures created by the flowing soil; otherwise, the movement of the foundation will likely occur in concert with the soil. The pressures created by the flowing soil can be estimated using the procedure developed by Mokwa (1999) for the passive soil resistance of the non-liquefied upper crust reacting against the pile cap, and the recommended pressure distributions given by JRA (1996) for the liquefied material. It is important to note that according to Boulander et al. (2003) for beam on nonlinear Winkler foundation models where the lateral ground displacement loads are modeled as limit pressures (with the p-y springs removed in the lateral displacement interval), the limit pressure for liquefied sand may be roughly represented as \( p \approx 0.6 \cdot \sigma_{vc} \cdot b \). Since \( \sigma_{vc} = 0.5 \cdot \sigma_{vc} \), then, for liquefied sand, the lateral pressure can be approximately represented as \( p \approx 0.3 \cdot \sigma_{vc} \cdot b \), which is the approach proposed by JRA (1996).
Fig. 2.2 Passive soil forces versus ultimate structural resistance at piers (modified from Berrill et al. 2001).

Fig. 2.3 Passive soil forces versus ultimate structural resistance at abutments.
3 Probabilistic Evaluation of Seismic Lateral Displacement

3.1 LATERAL DISPLACEMENT AS ENGINEERING DEMAND PARAMETER

After an exhaustive examination of the problem at hand (i.e., bridge undergoing lateral ground displacement wherein the soil crust moves with the pile cap), seismically induced permanent lateral displacement \( D \) of the ground undergoing liquefaction-induced lateral displacement was judged to be the most representative engineering demand/response parameter \( (edp) \). Any resulting bridge damage could be best tied to the amount of lateral ground displacement for this problem. Although the amount of vertical settlement at the abutments can also influence the performance of a bridge, its effect is usually much more localized and it has not been incorporated in the simplified approach proposed in this study. If liquefaction-induced vertical settlements need to be estimated, it is recommended to use the methods by Ishihara and Yoshimine (1990) and Tokimatsu and Seed (1984) for volumetric compression, and the procedure developed by FMSM Engineers (2007) for settlements induced by deviatoric deformations.

The probability that the liquefaction-induced lateral ground displacement exceeds a specified threshold for a given ground motion intensity measure is required to implement the PEER-PBEE methodology. In this chapter, a procedure to estimate the function \( G(edp \mid im) \), which is required to evaluate Equation (1.1), is presented. The probability that the residual lateral seismic displacement, which is denoted as \( D \), exceeds a certain threshold of seismic displacement, \( d \), given a provided ground motion intensity measure, \( im \), which is described by the relationship \( \Pr(D > d \mid im) \), is presented.
3.1.1 Estimation of Residual Lateral Displacement

The total probability theorem is used to estimate the required conditional probability \( \Pr(D > d \mid im) \). Let \( L \) be the event that liquefaction occurs, and let \( \overline{L} \) be the event that liquefaction does not occur. The probability that the residual lateral deformation exceeds a certain threshold given an intensity measure, \( \Pr(D > d \mid im) \), can be estimated as:

\[
\Pr(D > d \mid im) = \Pr(D > d \mid im, L) \Pr(L) + \Pr(D > d \mid im, \overline{L}) \Pr(\overline{L})
\]

The remaining parts of this chapter show how the terms of Equation (3.1) can be estimated.

3.1.1.1 Deterministic Estimation of Residual Lateral Displacement at Abutments

In general, the amount of residual lateral displacement will be a function of the intensity of the ground motion and the dynamic resistance of the earth slopes that impact the bridge system. This dynamic resistance is represented by the yield coefficient, \( k_y \). In the proposed procedure, the expected level of residual longitudinal displacement at the abutments, \( D \), is estimated using the relationship developed by Bray and Travasarou (2007):

\[
\ln(D) = -1.10 - 2.83 \ln(k_y) - 0.333 \left( \ln(k_y) \right)^2 + 0.566 \ln(k_y) \ln(Sa) + 3.04 \ln(Sa) + 0.244(\ln(Sa))^2 + 1.5T_s + 0.278(M_w - 7) \pm \epsilon
\]

where \( M_w \) is moment magnitude, \( T_s \) is the initial fundamental period of the potential sliding mass, \( Sa \) represents the spectral acceleration at \( 1.5T_s \), and \( \epsilon \) is a normally-distributed random variable with zero mean and standard deviation \( \sigma = 0.66 \). To eliminate a potential bias in the model for very low values of \( T_s \), the first term of Equation (3.2), i.e., the term -1.10, should be replaced with the term -0.22 when \( T_s < 0.05 \). For these seismic stability calculations, the initial fundamental period of the sliding mass (\( T_s \)) can be estimated using the expression: \( T_s = 4H/V_s \) for the case of a relatively wide potential sliding mass that is either shaped like a trapezoid or segment of a circle where its response is largely 1D (Bray 2007), where \( H = \) the average height of the potential sliding mass, and \( V_s \) is the average shear wave velocity of the sliding mass. For the case of a triangular-shaped sliding mass that largely has a 2D response, the expression \( T_s = 2.6H/V_s \) should be used. Figure 3.1 shows how to estimate \( T_s \) for the case of a soil mass, underlain by a stiff crust, sliding on top of liquefied material. In those cases, the location of the
An equivalent 1D soil column should be estimated as the weighted average of the location of the slices used in the slope stability analysis, where the weighting factor would be the total weight of the respective slice.

The lateral resistance of the slope is principally derived from three sources: the residual undrained shear strength of the critical layer ($S_u$), the forces induced by the pile-pinning effect, and the passive reaction at the abutment. These three forces can be combined and expressed in terms of an equivalent undrained shear strength ($S_u$):

$$S_u = S_{w_0} + \frac{N \cdot V_p(D/2)}{A} + \frac{F_p(D/2)}{A}$$

(3.3)

where $N$ is the number of piles under the abutment, $V_p(D/2)$ is the shear force on any abutment pile, $F_p(D/2)$ represents the passive reaction at the abutment, and $A$ is the area of the horizontal portion of the failure surface. The terms $V_p(D/2)$ and $F_p(D/2)$ indicate that: (i) the shear force in the piles and the passive reaction at the abutment are a function of the lateral displacement of the abutment, $D$, and (ii) as recommended by Boulanger et al. (2006), the resistant forces are calculated using half of the maximum residual lateral deformation, recognizing that in these cases the maximum residual displacement usually occurs at the end of the ground motion and not at the beginning.
Let \( p \) be a function that relates the value of the yield coefficient \( (k_y) \) and the total equivalent undrained shear strength of the critical layer \( (S_u) \), i.e., \( k_y = p(S_u) \), then:

\[
k_y = p\left( S_u + \frac{N \cdot V_p(D/2)}{A} + \frac{F_p(D/2)}{A} \right)
\] (3.4)

If this expression is replaced in Equation 3.2, the result is an implicit equation for \( D \), which needs to be solved iteratively. The remainder of this subsection shows how the required terms \( p \), \( V_p \), \( F_p \), and \( A \) can be estimated.

The function \( p(S_u) \) can be estimated by solving the pseudostatic seismic stability problem at the abutment with different “reasonable” values of \( S_u \), between \( S_{\text{min}} \) and \( S_{\text{max}} \). Let \( \bar{S}_{ur} \) be the mean residual undrained shear strength of the liquefiable layer, \( M_p \) the plastic bending moment of each pile, \( H \) the thickness of the liquefiable layer, and \( F_p^{\text{max}} \) the total maximum passive reaction at the abutment. A reasonable lower limit for \( S_u \) is the mean residual undrained shear strength of the liquefiable layer, i.e., \( S_u = S_{\text{min}} = \bar{S}_{ur} \). An upper limit for \( S_u \) can be estimated considering that the piles have reached their plastic limit, that the distance between the points of fixity is equal to the thickness of the critical layer, and that the passive reaction at the abutments has reached its maximum, in that case \( S_u = S_{\text{max}} = \bar{S}_{ur} + N \times 2M_p / (H \times A) + F_p^{\text{max}} / A \).

Preliminary results for a series of sensitivity analysis indicate that for cases when there is a distinct weak layer where sliding is localized, the function \( p(S_u) \) is roughly linear.

The shear force in any pile, \( V_p \), can be estimated assuming that the piles are fixed against rotation at some distance above and below the critical layer. This idea follows the approach proposed in the document MCEER/ATC-49-1 (2003) where the assumed plastic mechanism for the piles considers the formation of plastic hinges at some distance above and below the liquefiable material. Then, the shear force in any pile can be calculated as:

\[
V_p(D) = \frac{2M(D)}{H + (\alpha_{\text{top}} + \alpha_{\text{bottom}}) \cdot 2R}
\] (3.5)

where \( M(D) \) is the bending moment at the ends of the pile; \( M(D) = 6E_{\text{pil}} I_{\text{pil}} D / L_{\text{pil}}^2 \) is plastic moment of pile, where \( E_{\text{pil}} \) is Young’s modulus, \( I_{\text{pil}} \) is the moment of inertia of the pile, \( D \) is the relative lateral displacement between the ends of the pile, and \( L_{\text{pil}} \) is the equivalent length of the pile, i.e., \( L_{\text{pil}} = H + (\alpha_{\text{top}} + \alpha_{\text{bottom}}) \cdot 2R \); \( H \) is the total thickness of the critical layer, \( 2R \) is the
diameter of the pile, and \( \alpha_{\text{top}} \) and \( \alpha_{\text{bottom}} \) are factors that indicate how many diameters above and below the critical layer the piles are fixed against rotation. In this simplified approach it has been assumed that \( \alpha_{\text{top}} = \alpha_{\text{bottom}} = \alpha \).

For the case of a thin nonliquefiable crust and pinned pile connection, a reasonable assumption would be to consider that the piles are fixed at a \( \alpha_{\text{bottom}} \cdot 2R \) below the liquefiable material (as before), and pinned at the pile/pile-cap connection. In such case, the shear force in any pile can be calculated as:

\[
V_p(D) = \frac{M(D)}{H + \alpha_{\text{bottom}} \cdot 2R + d^*}
\]  \hspace{1cm} (3.6)

where \( d^* \) is the vertical distance between the top of the liquefiable layer and the bottom of the pile cap.

Strictly speaking, the previous recommendations for the estimation of \( V_p(D) \) are only valid for groups of vertical piles. However, they are a valid approximation for pile groups with only a few battered piles, and they also work as a lower bound (i.e., conservative) approximation for the less common case of pile groups consisting of only inclined piles.

The passive reaction at the abutment, \( F_p(D) \), can be estimated using the recommendations from Section 7.8.1 of Caltrans’ Seismic Design Criteria (2006), where for seat abutments (see Fig. 3.2):

\[
K_{\text{ab}} = K_i \times w \times \left( \frac{h}{5.5} \right)
\]

\[
K_i = 20 \frac{\text{kip/in}}{\text{ft}}
\]  \hspace{1cm} (3.7)

\[
P_{\text{bw}} = A_e \times 5.0 \text{ ksf} \times \frac{h}{5.5}
\]

\[
A_e = h \times w \text{ (area of the backwall)}
\]

where \( w \) and \( h \) are the width and height of the backwall (in feet), respectively.
In the context of a simplified approach like the one proposed in this study, it is considered reasonable to use the abutment’s passive resistance without reductions. However, it is important to note that the MCEER/ATC-49-1 (2003) procedure recommends reducing the prescribed passive capacity by 50%, a “reasonable” factor according to this document, assuming that the abutment fill has slumped “somewhat” due to the movement of the soil block. Also, it might be argued that a reduction factor should be applied to account for the fact that this force usually acts well above the potential failure plane and is less effective in resisting the rotation of the soil mass. Nevertheless, it is still questionable how much this force should be modified in a more general case.

The horizontal part of the base of the potential sliding surface can be assumed to be rectangular in shape, i.e., \( A = l \times t \), where \( l \) and \( t \) are its plan dimensions in the longitudinal and transverse directions, respectively. Two effects should be considered in the estimation of \( l \) and \( t \). First, because the overall size of the potential sliding mass varies as the equivalent undrained shear strength of the critical layer changes, the value of \( l \) (from the 2D pseudostatic seismic stability problem at the abutment) should be considered, in general, a function of \( u_s \). Because the size of the potential sliding mass usually increases as the value of \( u_s \) increases, a conservative approach that would lead to a smaller increase in resistance due to the pile-pinning effect would be for \( l \) to be for the case in which \( u_s = u_{s\text{max}} \). Second, as Boulanger et al. (2006) have stated, the tributary width \( t \) will be greater than the abutment crest width because there will be some influence of the abutment side slope masses in the abutment response. Their recommendation of assuming that one half of the slide slope masses is restrained by the piles is adopted in the proposed procedure.
3.1.1.2 Sources and Characterization of Uncertainty

Three important parameters are treated as random variables in the proposed soil-foundation model used to estimate the engineering demand/response parameter: the error term from the model by Bray and Travasarou (2007), $\varepsilon$; the distance, expressed in terms of number of pile diameters, from the limits of the liquefiable layer to the points of fixity of the piles, $\alpha_{\text{top}}$ and $\alpha_{\text{bottom}}$; and the residual undrained shear strength of the liquefiable layers, $S_{ur}$. It is important to note that above the liquefiable layer the assumption of fixity of the piles against rotation might be unconservative in situations where the upper crust is too thin or weak.

The characterization of the uncertainty of $\varepsilon$, $\alpha_{\text{top}}$, and $\alpha_{\text{bottom}}$ is relatively straightforward. From the model by Bray and Travasarou (2007), the variable $\varepsilon$ is a normally distributed random variable with zero mean and standard deviation $\sigma = 0.66$. The parameters $\alpha_{\text{top}}$ and $\alpha_{\text{bottom}}$ are assumed to have a uniform distribution between 2 and 5, with the restriction that $\alpha_{\text{top}} \cdot 2R$ cannot be greater than the vertical distance between the top of the liquefiable layer and the bottom of the respective pile cap.

The uncertainty in $S_{ur}$ can be estimated if the probability density function (PDF) of the normalized standard penetration test blow count ($N_{1,60}$) and the PDF of $S_{ur}$ for a given SPT value are assumed to be known. In that case, by the total probability theorem:

$$f_{S_{ur}}(s_{ur}) = \int_{-\infty}^{\infty} f_{S_{ur}}(s_{ur} | n_{1,60}) f_{N_{1,60}}(n_{1,60}) dn_{1,60}$$

(3.8)

where $f_{S_{ur}}(s_{ur})$ is the resultant PDF of $S_{ur}$, and $f_{N_{1,60}}(n_{1,60})$ and $f_{S_{ur}}(s_{ur} | n_{1,60})$ are the given probability density functions.

In the proposed approach it is assumed that $N_{1,60}$ has a lognormal distribution and a coefficient of variation (c.o.v.) of 0.3. The selected c.o.v. is based on Table 3 of Duncan (2000), wherein 0.15 to 0.45 is given as the typical range for the coefficient of variation of $N_{1,60}$.

The probability density function of the $S_{ur}/\sigma_{vc}$ ratio given a corrected standard penetration test (SPT) blow-count ($N_{1,60-CS}$) is also assumed to be lognormal. Five of the most commonly used procedures to estimate the residual undrained shear strength of the liquefiable layer, $S_{ur}$, are combined to estimate its mean and coefficient of variation. Figure 3.3 shows the
mean estimates from the methods proposed by Seed and Harder (1990), Olson and Stark (2002), and Kramer (2007), and the correlations of \( S_{ur} \) with \( N_{1,60-CS} \), and \( S_{ur} / \sigma_{vc} \)' with \( N_{1,60-CS} \) proposed by Idriss and Boulanger (2007). These models were linearly combined using relative weights of 2:3:3:2:5, respectively, to estimate the mean of \( (S_{ur} / \sigma_{vc})|N_{1,60-CS} \). Preference was given to methods that estimate the ratio \( S_{ur} / \sigma_{vc} \)' as opposed to just \( S_{ur} \) and to the most recent method of Idriss and Boulanger (2007). The result is shown in Figure 3.3 with black X's.

The upper and lower limits of the Seed and Harder (1990) relationship, and the plus and minus one standard deviations of the models proposed by Olson and Stark (2002) and Kramer (2007), which are shown in Figure 3.4, were used to estimate the coefficient of variation of this random variable.
Based on these results, a reasonable assumption is to consider that the c.o.v. of $\frac{S_{ur}}{\sigma_{wc}'}$ given $N_{1,60-CS}$ is equal to 0.40 (constant), i.e.,

$$c.o.v.\left[\left(\frac{S_{ur}}{\sigma_{wc}'}\right)\mid N_{1,60-CS}\right] = 0.40 \quad 0 \leq N_{1,60-CS} \leq 20 \quad (3.10)$$

The result of this assumption is shown with thick black lines in Figure 3.4. Note that every pair of curves is shifted with respect to the others because every pair is centered on different mean values.

If it is assumed that $\left(\frac{S_{ur}}{\sigma_{wc}'}\right)\mid N_{1,60-CS}$ has the mean and c.o.v. shown in Equations 3.8 and 3.9, and that $\text{cov}_{N_{1,60}} = 0.3$ (constant), the second-order approximation for the first moment of $\left(\frac{S_{ur}}{\sigma_{wc}'}\right)\mid N_{1,60-CS}$ gives the following recommended mean and standard deviation for $\left(\frac{S_{ur}}{\sigma_{wc}'}\right)$:
\[
\mu_{S_{w}/\sigma_v'} = \exp\left(\frac{\mu_{N_{1,60-CS}}}{8} - 3.5\right) \times \left(1 + \frac{(0.3\mu_{N_{1,60-CS}})^2}{128}\right)
\]

(3.11)

\[
\sigma_{S_{w}/\sigma_v'} = 0.4\mu_{S_{w}/\sigma_v'}.
\]

If information from cone penetration tests (CPTs) is provided, the following CPT-SPT correlation proposed by Kulhawy and Mayne (1990) may be used:

\[
\frac{(q_c/P_a)}{N} = 5.44\left(D_{50}\right)^{0.26}
\]

(3.12)

where \(q_c\) is tip resistance, \(P_a\) is atmospheric pressure (~100 kPa), \(N\) is the measured SPT value, and \(D_{50}\) is the particle size that 50% passes by weight. Alternatively, one could use expressions that directly estimate \(S_{w}\) from CTP results. Equations (3.13) and (3.14) were developed by Olson and Stark (2002) and Idriss and Boulanger (2007), respectively, for this purpose:

\[
\frac{S_{w}}{\sigma_v'} = 0.03 + 0.0143(q_{ci}) \pm 0.03 \quad \text{(for } q_{ci} \leq 6.5 \text{ MPa)}
\]

(3.13)

\[
\frac{S_{w}}{\sigma_v'} = \exp\left(\frac{q}{24.5} - \frac{q^2}{61.7} + \frac{q^3}{106} - 4.42\right) \times \left(1 + \exp\left(\frac{q}{11.1} - 9.82\right)\right) \leq \tan \phi'
\]

(3.14)

where \(\sigma_v'\) is the effective overburden stress, \(q_{ci}\) is the normalized tip resistance (MPa), \(q = q_{ci}N_{cs-Sr}\) is the equivalent clean-sand CPT normalized corrected tip resistance, and \(\phi'\) is the effective stress friction angle.

The last source of uncertainty in the proposed model is the occurrence of liquefaction. Let \(L\) be the event that liquefaction occurs, and \(\bar{L}\) be the event that liquefaction does not occur. The probability of occurrence of liquefaction given an intensity measure, \(\text{Pr}(L|\text{im})\), can be estimated making use of the expression developed by Seed et al. (2003):

\[
P_L\left(N_{1,60}, CSR, M_w, \sigma_v', FC\right) = \Phi \left\{ \begin{aligned}
&\left(\frac{N_{1,60}}{1 + 0.004FC} - 13.32 \cdot \ln(CSR) - \\
&29.53 \cdot \ln(M_w) - 3.70 \cdot \ln(\sigma_v')
\right) \\
&+ 0.05 \cdot FC + 44.97 \\
&\frac{2.70}{2.70}
\end{aligned}\right.
\]

(3.15)
where \( P_L \) is the probability that liquefaction occurs; \( N_{1,60} \) is the normalized standard penetration test blow-count; \( CSR \) is the cyclic stress ratio, \( CSR = 0.65(a_{\text{max}}/g)(\sigma_v/\sigma_{v'}), \) where \( a_{\text{max}} \) is the peak horizontal ground surface acceleration, \( g \) is the acceleration of gravity, \( \sigma_v \) is the total vertical stress, \( \sigma_{v'} \) is the effective vertical stress, and \( r_p \) is the nonlinear shear mass participation factor; \( M_w \) is the moment magnitude; \( FC \) is the percent fines content (by dry weight) expressed as an integer (i.e., 12% fines is expressed as \( FC = 12 \)); and \( \Phi \) is the standard normal cumulative distribution function (e.g., the NORMSDIST function in Excel).

If CPT results are available, the probability of liquefaction occurrence given an intensity measure can be estimated using the following expression (Moss et al. 2005):

\[
P_L = \Phi \left( -7.177 \ln(CSR) - 0.848 \ln(M_w) - 0.002 \ln(\sigma_{v'}) - 20.923 \right) / 1.632
\]  

\[(3.16)\]

where \( q_{c,1} \) is the normalized tip resistance (MPa), \( q_{c,1} = q_c \cdot C_q \), where \( q_c \) is the raw tip resistance (MPa), \( C_q = \left( P_a / \sigma_{v'} \right)^c \) is the tip normalization factor, \( P_a \) is the reference stress (~100 kPa), \( \sigma_{v'} \) is the effective overburden stress (kPa), and \( c \) is the normalization exponent (a value typically between 0.35 and 1.00); \( R_f = (f_s / q_c) \cdot 100 \) is the friction ratio, i.e., the sleeve to tip resistance expressed as percentage; \( CSR \) is the equivalent uniform cyclic stress ratio; \( M_w \) is moment magnitude; and \( \Phi \) is the cumulative normal distribution.

If the values of \( \sigma_{v'} \) and \( FC \) are assumed to be deterministic, Equation (3.15) provides an estimation of the probability of liquefaction given the values of \( N_{1,60}, CSR \), and \( M_w \). The values of \( CSR \) and \( M_w \) are part of the earthquake ground motion intensity measures, so this relation can provide an estimate of \( \Pr(L | \text{im}, n_{1,60}) \). Let \( f_{N_{1,60}}(n_{1,60}) \) be the PDF of the random variable \( N_{1,60} \). The total probability theorem can be used to estimate the probability of liquefaction given an intensity measure through:

\[
\Pr(L | \text{im}) = \int_{-\infty}^{+\infty} \Pr(L | \text{im}, n_{1,60}) f_{N_{1,60}}(n_{1,60} | \text{im}) dn_{1,60}
\]  

\[= \int_{-\infty}^{+\infty} \Pr(L | \text{im}, n_{1,60}) f_{N_{1,60}}(n_{1,60}) dn_{1,60}\]  

\[(3.17)\]
where it has been assumed that \( N_{1,60} \) is independent of the intensity measure \( (im) \). The probability that liquefaction does not occur given an intensity measure can be calculated as:

\[
\Pr(L|im) = 1 - \Pr(L|im)
\]

(3.18)

### 3.1.1.3 Procedures to Calculate Probability of Exceeding Engineering Parameter Threshold, Given Intensity Measure

At this point a pseudoprobabilistic model to estimate the residual lateral seismic displacement, \( D \), and an associated set of random variables have been identified. The pseudoprobabilistic model is a modification of the one developed by Bray and Travasarou (2007), and the random variables that have been selected and characterized are: \( S_{ur} \), \( \alpha \), and \( \varepsilon \). Once these two components of the problem are defined, several methods are available to numerically calculate the required probabilities, \( \Pr(D > d | im, L) \) or \( \Pr(D > d | im, L) \). Two of these methods are appropriate in the context of the proposed simplified design procedure: the first-order reliability method (FORM) and the point estimate method (PEM).

In the first of these two methods, FORM, the evaluation of \( \Pr(D > d | im, L) \) is thought of as the estimation of the probability of failure of a component, where “failure” is defined as the event \( \{D > d\} \) given an intensity measure and that liquefaction has (or has not) occurred. In reliability theory terms, the limit-state function of the problem is \( g(x) = d - D(x) \), where \( x \) represents a vector of random variables, and \( D(x) \) comes from Equation (3.2). The vector of random variables in this case is \( x = [S_{ur} \ \alpha \ \varepsilon] \), and the probability of failure is defined as a three-fold integral:

\[
p_f = \int_{\Omega} f(x) dx
\]

(3.19)

where \( f(x) \) is the joint probability density function (PDF) of \( x \), and \( \Omega = \{g(x) \leq 0\} \). The evaluation of this integral is usually difficult, because for most nontrivial selections of \( f(x) \) and \( \Omega \), no closed-form solution of the integral exists. In FORM, an approximation to the probability integral in Equation 3.14 is obtained by transforming the set of random variables \( x \) to standard normal space \( u \), and by linearizing the limit-state function in the standard normal space \( G(u) \) at
an optimal point $u^*$. The fundamental assumption is that the limit-state function is continuous and differentiable, at least in the neighborhood of the optimal point. Then:

$$ p_f = \int_{G(u) \leq 0} f(x)dx = \int_{G(u) \leq 0} \varphi_n(u)du $$

(3.20)

where $\varphi_n(u)$ is the multivariate standard normal probability density function, and

$$ G(u) = G_1(u) = \nabla G(u^*)(u-u^*) = \nabla G(u^*)' \beta - \alpha u $$

$$ u^* = \arg \min \{ \|u\| \mid G(u) = 0 \} $$

(3.21)

In essence, FORM replaces the failure domain $G(u) \leq 0$ by the halfspace $\beta - \alpha u \leq 0$. The first-order approximation of the failure probability is given by the probability content of the halfspace in the standard normal space, which is completely defined by the parameter $\beta$, i.e.,

$$ p_f = \Phi(-\beta) $$

(3.22)

where $\Phi$ is the standard normal cumulative density function.

Preliminary results indicate that FORM gives reasonably accurate results when compared to Monte Carlo Simulations or the results from second-order reliability methods (SORM). The program FERUM was used to evaluate the required probability $\Pr(f(x) \leq 0)$ using FORM (Der Kiureghian et al. 2006; http://www.ce.berkeley.edu/~haukaas/ FERUM/ferum.html).

The second method, PEM, was first proposed by Rosenblueth in 1975. With PEM the first moments of the function $D(x)$ are computed in terms of the first few moments of the random variable $x$. No information is required (nor obtained) about the probability density function of the different parameters. This means that to estimate the required probabilities, an assumption must be made about the PDF of $D(x)$, e.g., lognormal. For a detailed explanation of PEM, the reader is referred to Christian and Baecher (1999). This method indicates that if $X = [X_1 \ X_2 \ \cdots \ X_n]^T$ is a vector of $n$ random variables, and $Y$ a deterministic scalar function of $X$, $Y = g(X)$, the low-order moments of $f_y(y)$ can be estimated as:

$$ E[Y^m] = \sum_{s_1s_2\cdots s_n} P_{s_1s_2\cdots s_n} (y_{s_1s_2\cdots s_n})^m $$

(3.23)

where $m$ is the moment order and:

$$ s_i = \begin{cases} 1 & \text{if } X_i = \mu_X + \sigma_X \\ -1 & \text{if } X_i = \mu_X - \sigma_X \end{cases} $$

(3.24)
$$P_{x_1x_2...x_n} = \frac{1}{2^n} \left[ 1 + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} s_i s_j \rho_{ij} \right]$$

(3.25)

$$y_{x_1x_2...x_n} = Y(X_{x_1x_2...x_n})$$

(3.26)

For the case of three uncorrelated random variables Equation 3.18 reduces to:

$$\begin{align*}
E[Y] &= \frac{1}{8} \left[ Y(\mu_{x_1} + \sigma_{x_1}, \mu_{x_2} + \sigma_{x_2}, \mu_{x_3} + \sigma_{x_3}) + Y(\mu_{x_1} + \sigma_{x_1}, \mu_{x_2} - \sigma_{x_2}, \mu_{x_3} + \sigma_{x_3}) + Y(\mu_{x_1} - \sigma_{x_1}, \mu_{x_2} + \sigma_{x_2}, \mu_{x_3} + \sigma_{x_3}) + Y(\mu_{x_1} - \sigma_{x_1}, \mu_{x_2} - \sigma_{x_2}, \mu_{x_3} + \sigma_{x_3}) + \cdots \right] \\
E[Y^2] &= \frac{1}{8} \left[ Y^2(\mu_{x_1} + \sigma_{x_1}, \mu_{x_2} + \sigma_{x_2}, \mu_{x_3} + \sigma_{x_3}) + Y^2(\mu_{x_1} + \sigma_{x_1}, \mu_{x_2} - \sigma_{x_2}, \mu_{x_3} + \sigma_{x_3}) + Y^2(\mu_{x_1} - \sigma_{x_1}, \mu_{x_2} + \sigma_{x_2}, \mu_{x_3} + \sigma_{x_3}) + Y^2(\mu_{x_1} - \sigma_{x_1}, \mu_{x_2} - \sigma_{x_2}, \mu_{x_3} + \sigma_{x_3}) + \cdots \right]
\end{align*}$$

(3.27)

Equation 3.27 gives an estimation of the mean of $Y$. Its standard deviation can be estimated from the results of Equations 3.27 and 3.28 as $\sigma_Y = \sqrt{E[Y^2] - E^2[Y]}$.

For the bridge problem discussed in this report, the estimated level of displacement $D$ can be written as a linear combination of the displacements that would occur with and without liquefaction for a given intensity measure of the ground motion. Let $P_L$ be the probability of the occurrence of liquefaction, and $D_L$ and $D_{NL}$ be the displacements with and without liquefaction, respectively, then:

$$D = P_L D_L + (1 - P_L) D_{NL}$$

(3.29)

It can be shown that in this case the expectation of $D$ and $D^2$ are:

$$\begin{align*}
E[D] &= P_L E[D_L] + (1 - P_L) E[D_{NL}] \\
E[D^2] &= P_L^2 E[D_L^2] + (1 - P_L)^2 E[D_{NL}^2] + 2P_L(1 - P_L) E[D_L] E[D_{NL}]
\end{align*}$$

(3.30)

from where $\mu_D = E[D]$ and $\sigma_D = \sqrt{E[D^2] - E^2[D]}$. 
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3.2 DERIVED ENGINEERING DEMAND PARAMETERS

The amount of lateral displacement at the ends of the bridge will directly affect the local response of the abutments and their foundation, but it will also affect the lateral displacements and rotations of the other pile caps, and ultimately it will influence the amount of drift that the bridge columns will experience and hence, overall bridge damage.

3.2.1 Decoupled Models

In this section, three simple structural models are proposed to estimate the lateral displacement of the intermediate piers’ pile caps, the pile-cap rotation, and the effect that these displacements and rotations will have on column drift.

A simple structural model is proposed to estimate the lateral displacement of the intermediate piers’ pile caps from the displacement of the abutments’ pile caps (see Fig. 3.5). The adopted concept is that as the embankments displace toward the center of the bridge, the abutments’ pile caps will move in concert with the upper non-liquefiable crust. Then, a fraction of that lateral movement will get transferred to the next pile caps through the compression of the non-liquefiable crust.

![Fig. 3.5 Structural model to estimate lateral displacement of intermediate piers’ pile caps from displacement of abutment pile caps.](image_url)

The stiffness \( k \) of the springs used in this model can be estimated considering the pile cap passive earth pressure spring model (Mokwa 1999). The stiffness of these springs is based on \( \gamma_{50} \) which is the displacement that corresponds to half of the ultimate passive resistance of the
pile cap \( (P_{\text{ult, cap}}) \). The value of \( P_{\text{ult, cap}} \) is estimated using the \( \phi = 0 \) sliding wedge method (Mokwa 1999):

\[
P_{\text{ult, cap}} = \frac{S_u b H}{2} \left( 4 + \frac{\gamma H}{S_u} + 0.25 \frac{H}{b} + 2\alpha \right)
\]  
(3.31)

Pile-cap rotation can have an important effect on column drift. Figure 3.6 shows the simple structural model that is proposed to estimate pile-cap rotation as a function of its lateral deformation. The pile cap is assumed to be infinitely rigid compared to the piles; each column of this model represents one row of piles, so their area and moment of inertia need to be specified accordingly; finally, the height of the columns needs to be consistent to what has been assumed previously, i.e.,

\[
H_{\text{eq}} = H_{\text{Liquefiable Layer}} + 3.5 \cdot (2R) + \text{Min}\{3.5 \cdot (2R), d^*\}
\]  
(3.32)

where the factors of 3.5 correspond to the mean of \( \alpha_{\text{top}} \) or \( \alpha_{\text{bottom}} \), \( R \) is pile radius, and \( d^* \) is the vertical distance between the top of the liquefiable layer and the bottom of the respective pile cap.

---

**Fig. 3.6** Structural model to estimate pile-cap rotation as a function of lateral deformation.

If the response of the piles is assumed to be linear elastic, the relationship between pile-cap rotation \( (\theta) \) and lateral displacement \( (D) \) is:
\[ \theta = \frac{24}{H} \left( \frac{A_{\text{Pile}} L^2}{I_{\text{Pile}}} + 16 \right) \frac{D}{D_{\text{clockwise}}} \]  

(3.33)

where \( H \) and \( L \) are defined in Figure 3.6; and \( A_{\text{Pile}} \) and \( I_{\text{Pile}} \) are, respectively, the area and moment of inertia of one pile. For other situations (e.g., flexible pile cap, or nonlinear behavior of piles), programs such as SAP2000, OpenSees, and RISA can be used.

To evaluate the potential effects that foundation deformations may have on bridge column drifts, it is proposed to use a structural model as shown in Figure 3.7. Given the potential levels of deformations involved, the model used to represent the superstructure’s elements has to capture geometric and material nonlinearity. The inputs for this model are the abutments’ lateral displacements applied at both ends of the bridge, and the lateral displacements and rotations of the intermediate pile caps.

![Fig. 3.7 Simplified 2D structural model.](image)

### 3.2.2 Coupled Model

Figure 3.8 shows a simple structural model that is proposed to estimate column drift given the amount of residual lateral displacement at the embankments of the bridge.

![Fig. 3.8 Schematic representation of simplified coupled model.](image)
In this model, the equivalent length \((L_{eq})\) of the piles tries to represent the lateral stiffness they provide to the system, \(L_{eq} = H_{liq} + 2 \times 3.5(2R)\), where \(H_{liq}\) is the thickness of the liquefiable material at the location of the respective pier, and \(R\) is the pile radius.

The springs shown in Figure 3.8 try to model the interaction that occurs, through the compression of the upper non-liquefiable layer, between pile caps, and between the embankment and the first pile cap. The stiffness of these springs can be estimated considering the pile cap passive earth pressure spring model (Mokwa 1999). It is proposed to consider that the stiffness of the intermediate springs is half of the stiffness of the end springs, because there are two springs acting in series between the pile caps.
4 Probabilistic Evaluation of Bridge Damage

Based on the assumptions made by Dr. Kevin Mackie, on discussions with other engineers, and engineering judgment, the following models have been adopted for the estimation of damage (or repair decisions) to the abutments, columns, and piles.

4.1 DAMAGE TO ABUTMENTS

Four damage states (repair decisions) were identified for the abutments: cleaning, assembly, backwall spalling, and backwall failure. As Table 4.1 shows, these states were considered to be a function of the residual relative lateral displacement between the abutment and deck structure. Figure 4.1 is the graphical representation of the values given in Table 4.1.

<table>
<thead>
<tr>
<th>Damage State/Repair Decision</th>
<th>Median Residual Lateral Deformation</th>
<th>Dispersion Log-units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cleaning</td>
<td>2 in (0.05 m)</td>
<td>0.25</td>
</tr>
<tr>
<td>Assembly</td>
<td>4 in (0.10 m)</td>
<td>0.25</td>
</tr>
<tr>
<td>Backwall spalling</td>
<td>4.3 in (0.11 m)</td>
<td>0.30</td>
</tr>
<tr>
<td>Backwall failure</td>
<td>5.5 in (0.14 m)</td>
<td>0.40</td>
</tr>
</tbody>
</table>
Fig. 4.1 Abutment damage states as function of residual relative lateral deformation in longitudinal direction.

4.2 DAMAGE TO COLUMNS

Four repair decisions have been identified for the piers: do nothing, thicken pier, re-center column, and allow failure. As Table 4.2 shows, the repair decisions were considered to be a function of the residual tangential drift of the columns. Figure 4.2 is the graphical representation of the values given in Table 4.2.

Table 4.2 Column repair decisions as function of residual tangential drift.

<table>
<thead>
<tr>
<th>Repair Decisions</th>
<th>Median Residual Tangential Drift</th>
<th>Dispersion Log-units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do nothing</td>
<td>0.50%</td>
<td>0.30</td>
</tr>
<tr>
<td>Thicken pier</td>
<td>1.25%</td>
<td>0.40</td>
</tr>
<tr>
<td>Re-center column</td>
<td>2.00%</td>
<td>0.40</td>
</tr>
<tr>
<td>Failure</td>
<td>6.72%</td>
<td>0.35</td>
</tr>
</tbody>
</table>
4.3 DAMAGE TO PILES

Without sufficient case histories and experimental data, analytical models or engineering judgment based on recommendations from a panel of experts are the only ways to estimate the amount of damage induced in a pile as a function of pile deformation or distortion. Using the analytical approach, the most straightforward estimation would be to utilize the allowable limiting plastic rotation of 0.05 radians that is given in the MCEER/ATC-49-1 (2003) document. Consequently, if the plastic rotation in the pile is calculated to be less than 0.05 radians, the expected level of damage to the pile would be estimated to be negligible or small. If the plastic rotation in the pile is calculated to be greater than 0.05 radians, the expected damage state for the pile would be estimated to be moderate, large, or collapse.

Another alternative is to make use of the estimations made by Dr. Kevin Mackie for the assessment of pile damage. Two repair decisions have been identified for the piles: add pile, and enlarge and add piles. As Table 4.3 shows, the repair decisions are a function of the pile cap lateral displacement and the thickness of the potentially liquefiable layer. A constant dispersion of 0.4 (log-units) has been assumed in this case. Figure 4.3 is the graphical representation of the values given in Table 4.3.
Table 4.3 Piles damage states as function of pile cap lateral displacement.

<table>
<thead>
<tr>
<th>Piles</th>
<th>Median displacement required to “add piles”</th>
<th>Median displacement required to “enlarge and add piles”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Abutment</td>
<td>12 in (0.3 m)</td>
<td>20 in (0.5 m)</td>
</tr>
<tr>
<td>Column 1</td>
<td>12 in (0.3 m)</td>
<td>20 in (0.5 m)</td>
</tr>
<tr>
<td>Column 2</td>
<td>16 in (0.4 m)</td>
<td>28 in (0.7 m)</td>
</tr>
<tr>
<td>Column 3</td>
<td>28 in (0.7 m)</td>
<td>47 in (1.2 m)</td>
</tr>
<tr>
<td>Column 4</td>
<td>31 in (0.8 m)</td>
<td>55 in (1.4 m)</td>
</tr>
<tr>
<td>Right Abutment</td>
<td>31 in (0.8 m)</td>
<td>55 in (1.4 m)</td>
</tr>
</tbody>
</table>

Fig. 4.3 Piles damage states as function of pile cap lateral displacement.
5 Probabilistic Evaluation of Consequences

5.1 REPAIR COSTS

5.1.1 Simplified Approach

In this simplified approach, it is assumed that the amount of seismically induced permanent lateral displacement ($D$) at the bridge abutments, which is modified to reflect the restraint provided by the bridge deck and pile-pinning effect (when it is appropriate to do so), has the primary effect on the overall performance of the entire bridge system. Depending on the level of seismically induced residual lateral displacement calculated at the bridge abutments, it is proposed to consider that the bridge can reach five potential levels of damage: negligible, small, moderate, large, and collapse (see Table 5.1). Figure 5.1 shows the resultant fragility curves for these damage states, given a seismic displacement.

<table>
<thead>
<tr>
<th>Seismic Displacement (in.)</th>
<th>Damage Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 1”</td>
<td>Negligible</td>
</tr>
<tr>
<td>1” – 4”</td>
<td>Small</td>
</tr>
<tr>
<td>4” – 20”</td>
<td>Moderate</td>
</tr>
<tr>
<td>20” – 80”</td>
<td>Large</td>
</tr>
<tr>
<td>&gt; 80”</td>
<td>Collapse</td>
</tr>
</tbody>
</table>
The potential repair costs of a bridge are a function of the level of damage the bridge has experienced. For every damage state, it is assumed that there is a certain probability of reaching specific repair cost ratios, which have been discretized in bins of 0.1 (see Table 5.2 and Fig. 5.2). The resultant fragility curves for Repair Cost Ratios are shown in Figure 5.3, which has been subdivided into eleven subplots for the sake of clarity. Each subplot corresponds to one specific repair cost ratio, where the five damage states (Negligible, Small, Moderate, Large, and Collapse) are listed across the x-axis, and the probability of exceeding a specific repair cost ratio for a given damage state is provided along the y-axis. The level of uncertainty in the estimation of repair cost ratios as a function of damage state may have an important effect on the results of the proposed approach. That is why it is recommended to apply this simplified approach considering at least two different levels of uncertainty, which for this case are categorized as low (gray bars/continuous line) and high (black bars/dashed lines).
Table 5.2  Repair cost ratio distribution given damage state considering low and high uncertainty (values in parenthesis correspond to high uncertainty).

<table>
<thead>
<tr>
<th>Damage State</th>
<th>Negligible</th>
<th>Small</th>
<th>Moderate</th>
<th>Large</th>
<th>Collapse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr(RCR = 0.0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pr(RCR = 0.1</td>
<td>0</td>
<td>0</td>
<td>1 (0.95)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pr(RCR = 0.2</td>
<td>0</td>
<td>0</td>
<td>0 (0.05)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pr(RCR = 0.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pr(RCR = 0.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
<td>0</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td>(0.25)</td>
<td></td>
</tr>
<tr>
<td>Pr(RCR = 0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.70</td>
<td>0</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td>(0.30)</td>
<td></td>
</tr>
<tr>
<td>Pr(RCR = 0.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
<td>0.20</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td>(0.25)</td>
<td>(0.20)</td>
</tr>
<tr>
<td>Pr(RCR = 0.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.55</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td>(0.1)</td>
<td>(0.25)</td>
</tr>
<tr>
<td>Pr(RCR = 0.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.20</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td>(0.05)</td>
<td>(0.20)</td>
</tr>
<tr>
<td>Pr(RCR = 0.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.1)</td>
</tr>
<tr>
<td>Pr(RCR = 1.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ds)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.05)</td>
</tr>
</tbody>
</table>
Fig. 5.2 Repair cost ratio distribution given damage state considering low (gray bars) and high (black bars) uncertainty.
5.1.2 Component-Based Approach

The method proposed by Mackie et al. (2007) is selected to estimate the total repair cost ratio from the repair cost of different components of the bridge. In this method, the repair cost probability distribution is derived using first and second moments from a simple graphical tool called “Fourway.” This tool uses three probabilistic models to evaluate repair costs based on the Pacific Earthquake Engineering Research Center’s performance-based earthquake engineering framework: (1) a probabilistic seismic demand model relating earthquake intensity measure to bridge response parameters, (2) a probabilistic damage model relating bridge demand to discrete damage states of key bridge components, and (3) a cost model relating damage states to the cost of available repair methods.

In this simplified approach, the results from the coupled model (see Section 3.2.2) are used to estimate EDPs versus IM relationships. Damage states are defined for 19 bridge components to relate DMs to EDPs. Each damage state is associated with several repair quantities, and each repair quantity has a unit cost that is used to relate DVs to DMs. Repair cost
data in Mackie et al. (2007) is taken from different sources including Caltrans Construction Statistics, Caltrans Bridge Design Aids, and information based on case histories of Caltrans bridges in previous earthquakes.

According to Mackie et al. (2007), the Fourway method is based on the first and second (central) probabilistic moments and is a generalization of the closed-form solution to a single DV-DM-EDP-IM analysis. The simplified Fourway solution requires certain conditions on each of the demand, damage, and loss models in order to obtain a relationship between intensity and loss. Three specific conditions must be valid: (1) the distribution of EDP is lognormal when conditioned on IM (and so forth for DM and DV when conditioned on EDP and DM, respectively); (2) the conditional dispersion of EDP given IM is constant across the range of intensities considered; and (3) that the median relationships in each probabilistic model follow a power-law relationship. When these three assumptions hold, the expected loss and accompanying variance can be obtained in closed form. However, even in the case of arbitrary conditional probability distributions and non-power-law median relationships, the Fourway method still provides an exact value for the expected loss and a variance approximation.

In order to completely define the Fourway process, seismic demand, damage, and loss models must be formulated. As indicated before, the seismic demand model is formulated from simplified coupled analysis of the example bridge. Performance groups are defined in terms of different EDPs to quantify damage to different bridge components. The loss model by Mackie et al. (2007) used repair quantity (Q) as the DV. Uncertainty in the repair quantity and unit cost models were incorporated into the analysis. A single Fourway analysis is performed for each performance group in the bridge and repair quantity. Each Fourway analysis predicts the repair quantity distribution (based on the moments of the distribution) associated with each performance group and repair method. The repair quantities are combined between performance groups taking into account the correlation between performance groups. Finally, total repair costs (TC) are derived from a relationship between the total repair quantities (Q) and a unit cost (C) for the repair items. The two probabilistic moments derived from the method can be used as lognormal or normal distribution parameters to describe both the probability of exceeding different repair costs at a given IM, as well as the probability of exceeding a single repair cost at varying levels of intensity.
5.2 DOWNTIMES

5.2.1 Simplified Approach

In the simplified approach, it is assumed that if the damage state of the bridge is moderate or less, no downtime will occur; that if large damage occurs, the median downtime of the bridge would be 1 day; and that if collapse occurs, the median downtime would be 60 days. The uncertainty around the median number of days has been assumed to be similar to the coefficient of variation of the HAZUS estimates for downtimes (add reference), i.e.,
\[
c.o.v. = \frac{42 \text{ days}}{75 \text{ days}} = 0.56,
\]
then:

Table 5.3 Expected downtimes given bridge damage level.

<table>
<thead>
<tr>
<th>Damage Level</th>
<th>Median downtime (and likely range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negligible</td>
<td>0</td>
</tr>
<tr>
<td>Small</td>
<td>0</td>
</tr>
<tr>
<td>Moderate</td>
<td>0</td>
</tr>
<tr>
<td>Large</td>
<td>1 day (0.5 to 1.5 days)</td>
</tr>
<tr>
<td>Collapse</td>
<td>60 days (25 to 95 days)</td>
</tr>
</tbody>
</table>

5.2.2 Component-Based Approach

This approach follows the same ideas described in Mackie et al. (2007) (see Section 5.1.2), but where repair cost ratios have been replace by repair times.
6 Bridge Evaluation Example

6.1 GENERAL

The methodology that has been presented in the previous sections will be applied to the general bridge example described in Figures 6.1–6.5 to illustrate how the proposed methodology can be applied in engineering practice. The bridge that has been selected for the analysis is a typical Caltrans highway bridge underlain by liquefiable soil susceptible to lateral ground displacement. The bridge consists of a five-span reinforced concrete structure with a post-tensioned reinforced concrete box girder deck section and monolithic piers. The three middle spans are 150 ft long and the two end spans are 120 ft long. The deck is 6 ft deep, and the four piers are 22 ft high. The pier columns are 4 ft in diameter with a 2% longitudinal steel reinforcing ratio.

Each bridge pier is supported by a group of $3 \times 2$ open-ended steel piles with a diameter of 2 ft, thickness of 0.5 in., and yield strength of 60 ksi. The same type and number of piles was used at the abutments but distributed in only one row.

The soil below the left abutment consists of a medium stiff clay crust underlain by a thin, loose to medium dense sand, a layer of stiff clay, and a dense sand layer underlain by rock. The soil beneath the right abutment consists of the same clay crust underlain by a thicker layer of the loose sand, followed by a dense sand layer underlain by rock. The lower clay layer below the left abutment becomes thinner toward the center of the bridge, and it does not exist below the right embankment. The embankments are 28 ft high and have 2:1 (H:V) slopes. The groundwater is located at the bottom of the surface clay layer. The properties of the loose and medium sand layers across the bridge were aimed to induce liquefaction under moderate ground shaking so that lateral ground displacement, especially in the vicinity of the right abutment, triggered broad bridge damage.
Fig. 6.1 Example bridge profile.

Fig. 6.2 Piles at interior bents—dimensions and properties.

Fig. 6.3 Piles at abutments—dimensions and properties.
6.2 ASSUMPTIONS

1. There is only one critical sliding surface at each abutment.

2. At the left abutment, the slope stability analysis performed using SLOPE/W (GEO-SLOPE/W 2004) shows that the base of the potential failure surface goes through the bottom of the layer with an SPT blow-count of $N_{1,60-CS} = 15$. Since it has been assumed that c.o.v. = 0.3, the SPT blow-count at the critical layer of the left abutment has a lognormal distribution with mean 15, and a standard deviation of 4.5.
3. At the right abutment, the slope stability analysis shows that the base of the potential failure surface goes through the bottom of bottom layer with an SPT blow-count of $N_{1,60-CS} = 13$. Two liquefiable layers are involved in the potential failure surface. The two layers have the same SPT blow-count, i.e., $N_{1,60-CS} = 13$. Again, assuming a c.o.v. = 0.3, the SPT blow-count at the equivalent critical layer of the right abutment has a lognormal distribution with mean 13, and a standard deviation of 3.9.

4. Based on the results of Section 3.1.1.2 assume that the undrained residual shear strength to effective vertical stress ratio ($S'_{ur} | \sigma_{vc}'$) given that a value of $\mu_{N_{1,60-CS}}$ has a lognormal distribution with mean and standard deviation given by

$$\mu_{S'_{ur}/\sigma_{vc}'} \approx \exp \left( \frac{\mu_{N_{1,60-CS}}}{8} - 3.5 \right) \times \left( 1 + \frac{0.3\mu_{N_{1,60-CS}}}{128} \right)^2$$

$$\sigma_{S'_{ur}/\sigma_{vc}'} = 0.4\mu_{S'_{ur}/\sigma_{vc}'}$$

6.3 CALCULATIONS

6.3.1 Seismic Hazard

The 5%-damping uniform hazard spectra for a free-field soil condition from Somerville and Collins (2002) was used in this analysis. These spectra were derived from a probabilistic seismic hazard analysis using the ground motion model of Abrahamson and Silva (1997) for a site in Oakland, California; it contains rupture directivity effects, which were represented in the probabilistic ground motion hazard analysis using the empirical model of Somerville et al. (1997). The hazard levels considered by Somerville and Collins (2002) were those of events with probabilities of exceedance of 50%, 10%, and 2% in 50 years. Only the strike-normal component (parallel to the longitudinal direction of the bridge) is considered in this 2D analysis.

The de-aggregation of the hazard at a period of 1 second shows that at all three hazard levels, the hazard is dominated by earthquakes on the Hayward fault, which is located about 7 km east of the site. The Hayward fault is a strike-slip fault that has the potential to generate earthquakes having magnitudes as large as 7. According to Somerville and Collins (2002), the
largest contributions come from events with magnitudes 6.6, 6.8, and 7.0 for the hazard levels corresponding to events with probabilities of exceedance of 50%, 10%, and 2% in 50 years, respectively.

As the next sections of this report will show, the probability of liquefaction for the three hazard levels analyzed by Somerville and Collins (2002) is high (> 80%). Then, a fourth hazard level, which would not likely cause liquefaction, was added for this design example to illustrate the effects that liquefaction has on the likely seismic performance of the bridge. The uniform hazard spectra for the smallest hazard level was estimated by making a linear extrapolation in the $S_a(\text{soil})/\text{MSF}$ versus $\ln(T_R)$ space, where $T_R$ is the return period, for every period of vibration. For PGA (soil) the result of the linear regression was:

$$\frac{PGA(\text{soil})}{\text{MSF}} = -0.3776 + 0.1411 \cdot \ln(T_R) \quad (6.2)$$

Following the procedure given in Youd et al. (2001), a peak ground acceleration of 0.14g would not cause liquefaction at the site. Assuming that for this case $M_w \approx 6.6$, then $\text{MSF} \approx (7.5/6.6)^{2.95} = 1.458$ and

$$\frac{0.14}{1.458} = -0.3776 + 0.1411 \cdot \ln(T_R) \Rightarrow T_R = 29 \text{ years} \quad (6.3)$$

A similar linear regression was performed for each period of vibration, and the $S_a/\text{MSF}$ ratio for each period was estimated assuming $T_R = 29 \text{ years}$ (82% in 50 years event). Table 6.1 and Figure 6.6 show the 5%-damping uniform hazard spectra for the free-field soil condition and the four hazard levels considered in the analysis.
Fig. 6.6 Uniform hazard spectra, 5% damping, at site.

Table 6.1 Uniform hazard spectra, 5% damping, at site.

<table>
<thead>
<tr>
<th>Period (s)</th>
<th>82%</th>
<th>50%</th>
<th>10%</th>
<th>2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>0.142</td>
<td>0.337</td>
<td>0.642</td>
<td>0.896</td>
</tr>
<tr>
<td>0.075</td>
<td>0.261</td>
<td>0.596</td>
<td>1.071</td>
<td>1.523</td>
</tr>
<tr>
<td>0.10</td>
<td>0.301</td>
<td>0.698</td>
<td>1.294</td>
<td>1.820</td>
</tr>
<tr>
<td>0.20</td>
<td>0.350</td>
<td>0.883</td>
<td>1.594</td>
<td>2.335</td>
</tr>
<tr>
<td>0.30</td>
<td>0.310</td>
<td>0.847</td>
<td>1.560</td>
<td>2.312</td>
</tr>
<tr>
<td>0.50</td>
<td>0.201</td>
<td>0.683</td>
<td>1.316</td>
<td>2.002</td>
</tr>
<tr>
<td>0.70</td>
<td>0.096</td>
<td>0.528</td>
<td>1.094</td>
<td>1.718</td>
</tr>
<tr>
<td>1.00</td>
<td>0.058</td>
<td>0.449</td>
<td>0.917</td>
<td>1.499</td>
</tr>
<tr>
<td>2.00</td>
<td>0</td>
<td>0.226</td>
<td>0.513</td>
<td>0.859</td>
</tr>
<tr>
<td>3.00</td>
<td>0</td>
<td>0.134</td>
<td>0.376</td>
<td>0.717</td>
</tr>
<tr>
<td>4.00</td>
<td>0</td>
<td>0.085</td>
<td>0.275</td>
<td>0.533</td>
</tr>
</tbody>
</table>
6.3.2 Liquefaction Assessment

The procedure recommended in Youd et al. (2001) was used to estimate the factor of safety against liquefaction of the different sublayers of the loose sand layers present at both ends of the bridge. Figure 6.7 shows the estimated factors of safety against liquefaction for the two abutments, and the four hazard levels considered. This figure shows that for the 50%, 10%, and 2% in 50-years events, liquefaction is (very) likely to occur at both ends of the bridge. On the other hand, for the 82% in 50 years event, the factor of safety against liquefaction is rather high (~2 or higher), which indicates that chances of liquefaction for this event are low.

![Fig. 6.7 Factors of safety against liquefaction.](image)

6.3.3 Flow Failure Assessment

The next step is to evaluate if flow failure is likely to occur at any of the abutments, i.e., to estimate the post-liquefaction static factor of safety at the abutments. The program SLOPE/W (GEO-SLOPE 2004) was used to perform the slope stability analyses, where the expected
residual undrained shear strength was assigned to the sublayers of loose sand where \( N_{l,60-CS} \leq 20 \), i.e.,

\[
S_{ur} = \exp\left( \frac{N_{l,60-CS}}{8} - 3.5 \right) \quad \text{if} \quad 0 \leq N_{l,60-CS} \leq 20
\]  

Figures 6.8 and 6.9 show the results of the post-liquefaction stability analysis, where it can be seen that the static factor of safety at both abutments is larger than 1, indicating that in this case flow failure is not likely to occur.

---

**Left Abutment**  
**No Piles**  
**\( kh = 0 \)**

---

**Fig. 6.8** Post-liquefaction stability analysis of left abutment \((FS = 1.37, k_y = 0.11)\).
6.3.4 Passive Soil Forces versus Ultimate Structural Resistance

6.3.4.1 Intermediate Piers

The Excel spreadsheet *pultSI2.xls* developed by Professors Mokwa and Duncan (which is provided in Appendix B) was used to estimate the passive capacity of the pile cap, $P_{PileCap} = 213 \text{ kips}$. The 1996 JRA-recommended pressures against piles in laterally flowing liquefied soils were used to estimate the additional forces exerted against the piles. The result of this estimation is $P_{NonLiqLayer} = 26 \text{ kips}$, and $P_{LiqLayer} = 80 \text{ kips}$, and $P_{LiqLayer} = 328 \text{ kips}$ for the left and right ends of the bridge, respectively. Then, $P_{ult,Soil}(left) = 319 \text{ kips}$ and $P_{ult,Soil}(right) = 567 \text{ kips}$. 

---

Fig. 6.9 Post-liquefaction stability analysis of right abutment ($FS = 1.21, k_v = 0.055$).
The structural capacity at the intermediate piers is:

\[
P_{ult,Structural} = \frac{2 \times 5674 \text{ kips} \cdot \text{feet}}{22 \text{ feet}} + \frac{2 \times (6 \times 1381) \text{ kips} \cdot \text{feet}}{H_{eq}} \tag{6.5}
\]

where \( H_{eq} = 25 \text{ feet} \) and \( H_{eq} = 44 \text{ feet} \) for the left and right ends of the bridge, respectively.

Then, \( P_{ult,Structural (left)} = 1179 \text{ kips} \) and \( P_{ult,Structural (right)} = 893 \text{ kips} \). This means that at the intermediate piers the soil will continue to displace or flow around the stable foundation in case of lateral ground displacement.

### 6.3.4.2 Abutment

The Excel spreadsheet *pultSI2.xls* developed by Prof. Mokwa and Prof. Duncan was used to estimate the passive capacity of the pile cap, \( P_{ult,Passive} = 5842 \text{ kips} \). The structural capacity at the abutment is:

\[
P_{ult,Structural} = \frac{2 \times (6 \times 1381) \text{ kips} \cdot \text{feet}}{H_{eq}} \tag{6.6}
\]

where \( H_{eq} = 27 \text{ feet} \) and \( H_{eq} = 46 \text{ feet} \) for the left and right ends of the bridge, respectively.

Then, \( P_{ult,Structural (left)} = 613 \text{ kips} \) and \( P_{ult,Structural (right)} = 360 \text{ kips} \). Considering only the pile cap passive capacity we have that \( P_{ult,Structural} < P_{ult,Soil} \), which means that in case of lateral ground displacement, the abutment structure will move in concert with the soil.

### 6.3.5 Vertical Stresses

The effective and total vertical stresses, \( \sigma_v' \) and \( \sigma_v \), evaluated at the center of the equivalent critical layer are:
Left Abutment  \[ \sigma' = 135 \times 14 + 110 \times 8 + (120 - 62.428) \times 2.5 / 2 = 2842 \text{ psf} \]
\[ \sigma = 135 \times 14 + 110 \times 8 + 120 \times 2.5 / 2 = 2920 \text{ psf} \]

Right Abutment  \[ \sigma' = 135 \times 14 + 110 \times 8 + (120 - 62.428) \times 3.73 / 2 = 2877 \text{ psf} \]
\[ \sigma = 135 \times 14 + 110 \times 8 + 120 \times 3.73 / 2 = 2994 \text{ psf} \]

6.3.6 Initial Fundamental Period of Potential Sliding Mass

The initial fundamental period \( (T_f) \) of the potential sliding mass at the left abutment (see Fig. 6.10) can be calculated as follows. From Imai and Tonouchi (1982) for cohesionless materials \( G_{\text{max}} = 325 (N_{\text{so fur}})^{0.68} \) (ksf).

The fill material has \( \phi = 45^\circ \), i.e., \( N_{\text{so fur}} = 50 \), then \( G_{\text{max}} = 325 (50)^{0.68} = 4647 \text{ ksf} \), and since \( \gamma = 135 \text{ pcf} \), then:

\[
V_s (fill) = \sqrt{G_{\text{max}} / \rho} = \sqrt{32.2 \text{ feet/s}^2 \times 4,647,000 \text{ psf} / 135 \text{ pcf}} \approx 1,050 \text{ ft/s} \tag{6.7}
\]

![Fig. 6.10 Representative soil column of potential sliding mass at left abutment.](image)

The loose sand has \( \sigma_{so} = 2842 \text{ psf} \) and \( C_N = \sqrt{2,116.2 / 2,842} = 0.86 \), then \( N_{\text{so fur}} = 15 / 0.86 = 17 \) and \( G_{\text{max}} = 325 (17)^{0.68} = 2,230 \text{ ksf} \), and since \( \gamma = 120 \text{ pcf} \), then

\[
V_s (Loose \ Sand) = \sqrt{G_{\text{max}} / \rho} = \sqrt{32.2 \text{ feet/s}^2 \times 2,230,000 \text{ psf} / 120 \text{ pcf}} \approx 770 \text{ ft/s} \tag{6.8}
\]
According to Weiler (1988), for cohesive materials with \( PI = 20-25 \), and \( OCR = 2 \), the ratio \( G_{\text{max}} / S_u \) is about 600. The clay material has \( c = (1200+750)/2 = 975 \text{ psf} \), then \( G_{\text{max}} = 585 \text{ ksf} \), and since \( \gamma = 110 \text{ pcf} \), then:

\[
V_s = \sqrt{G_{\text{max}} / \rho} = \sqrt{32.2 \text{ feet/s}^2 \times 585,000 \text{ psf} / 110 \text{ pcf}} = 410 \text{ ft/s}
\]  

(6.9)

and

\[
\bar{V}_s = \frac{H_1 + H_2 + H_3}{V_1 + V_2 + V_3}
\]

\[
\bar{V}_s = \frac{14 + 8 + 2.5}{1400 + 800 + 770} = 680 \text{ ft/s}
\]  

(6.10)

\[
\Rightarrow T_s = \frac{4(H_1 + H_2 + H_3)}{V_s} = 0.14 \text{ seconds (left abutment)}
\]

**Fig. 6.11** Representative soil column of potential sliding mass at right abutment.

The initial fundamental period \( T_s \) of the potential sliding mass at the right abutment (see Fig. 6.11) can be calculated using the same procedure used for the left abutment. With respect to the left abutment, the only difference is the loose sand material. There are two sublayers involved with thicknesses (from top to bottom) of 2.50 ft and 2.45 ft, and \( N_{60} \) values equal to 15 blows/ft (value already corrected by \( C_N \)). Using the relation by Imai and Tonouchi (1982), the
maximum shear modulus $G_{\text{max}}$ of these layers is about 2,050 ksf, and their shear wave velocities are around 740 ft/s. Then:

$$\bar{V}_s = \frac{\sum H_i}{\sum V_{si}}$$

$$\bar{V}_s = \frac{14 + 8 + 2.50 + 2.45}{1050 + 410 + 740 + 740} = 680 \text{ ft/s}$$

$$\Rightarrow T_s = \frac{4 \times 26.95}{680} = 0.16 \text{ seconds (right abutment)}$$

### 6.3.7 Yield Coefficient as a Function of Equivalent Undrained Shear Strength of Critical Layer

Figure 6.12 shows the nearly linear relationship between $k_y$ and $S_u$ for both of the bridge abutments considered in this design example if liquefaction occurs. If liquefaction does not occur, the potential failure surface goes through the bottom of the shallow clay layer. Figure 6.13 shows the relationship between $k_y$ and $S_u$ for this case (same for both abutments).
Fig. 6.12  Yield coefficient ($k_y$) versus equivalent total residual undrained shear strength ($S_{ur}$) relationship for cases with liquefaction.

Fig. 6.13  Yield coefficient ($k_y$) versus equivalent total residual undrained shear strength ($S_u$) relationship for cases without liquefaction.
6.3.8 Size of Potential Failure Surface

To study the effect of $S_u$ on the size of the potential failure surface, the length of the base of the critical slip surface was tracked as the equivalent undrained shear strength of the critical layer varied. As Figure 6.14 shows, there is a $\sim 30\%$ increase in the size of the base area of the critical slip surface for the right abutment as $S_u$ increases. However, for value of $S_u$ higher than 600 psf the value of $l$ remained constant. For the left abutment, there was no distinct change in the size of the $l$ with changes in $S_u$. The latter finding does not mean that the overall size of the potential sliding mass did not increase with $S_u$. It actually did slightly. It indicates only that the longitudinal dimension of the base of the potential failure surface, $l$, did not increase significantly.

![Fig. 6.14 Effect of residual undrained shear strength on base length of potential sliding mass.](image)

Based on these results it is assumed that for the left abutment $l = 55 \text{ feet}$ (constant), and for the right abutment $l = 60 \text{ feet}$ if $S_u \leq 500 \text{ psf}$, and $l = 75 \text{ feet}$ if $S_u > 500 \text{ psf}$.
Finally, assuming that one half of the slide slope masses must be restrained by the piles (Boulanger et al. 2006), the resulting tributary width in this case is \( t = 70 \text{ feet} \).

### 6.3.9 Ground Motion Intensity

The peak ground accelerations for the 82%, 50%, 10%, and 2% in 50 years events are 0.14 g, 0.34 g, 0.64 g, and 0.90 g, respectively (Somerville and Collins 2002); and the spectral accelerations at \( 1.5T_s \) are 0.35 g, 0.88 g, 1.59 g, and 2.33 g, respectively for the left abutment with liquefaction \( (T_s = 0.14 \text{ s}) \); 0.33 g, 0.87 g, 1.58 g, and 2.33 g, respectively for the right abutment with liquefaction \( (T_s = 0.16 \text{ s}) \); and 0.35 g, 0.87 g, 1.58 g, and 2.31 g, respectively for the left and right abutments without liquefaction \( (T_s = 0.13 \text{ s}) \).

### 6.3.10 Passive Reaction

According to Caltrans Design Criteria, the longitudinal stiffness of the abutment is \( 20 \text{ (kip/in)/ft} \times 43 \text{ ft} \times 6 / 5.5 = 940 \text{ kips/in} \), and the total passive capacity is \( 6 \text{ ft} \times 43 \text{ ft} \times 5 \text{ ksf} \times 6 / 5.5 = 1,410 \text{ kips} \). The assumed gap was 4 in. (see Fig. 6.15).

![Fig. 6.15 Passive reaction versus displacement.](image-url)
6.3.11 Probability of Liquefaction

Recalling that the in-situ cyclic shear stress ratio is defined as $CSR = 0.65 \left( \frac{a_{\text{max}}}{g} \right) \left( \sigma_v / \sigma'_{v} \right) r_d$, where $a_{\text{max}}$ is the peak horizontal ground surface acceleration, $g$ is the acceleration of gravity, $\sigma_v$ is total vertical stress, $\sigma'_{v}$ is the effective vertical stress, and $r_d$ is the nonlinear shear mass participation factor, in this case the values of CSR are:

- **Left Abutment (z = 9.25 feet):** $CSR = 0.65 \times PGA \times 2920 \times 0.96 / 2842 = 0.64 \cdot PGA$
- **Right Abutment (z = 9.86 feet):** $CSR = 0.65 \times PGA \times 2994 \times 0.96 / 2877 = 0.65 \cdot PGA$

The probabilities of liquefaction for the 82%, 50%, 10%, and 2% in 50 years events are 8%, 83%, 99%, and ~100%, respectively, for the left abutment, and 17%, 92%, ~100%, and ~100%, respectively, for the right abutment.

6.4 RESULTS USING FIRST-ORDER RELIABILITY METHOD (FORM)

Figure 6.16 and Tables 6.2–6.5 show the results of applying the proposed simplified approach using the first-order reliability method (FORM).

In Figure 6.16, the upper figures in each column represent the probability of displacement being greater than the threshold given in the x-axis for each liquefaction case, where the lines with white symbols correspond to the case without liquefaction and the lines with black symbols represent the cases with liquefaction. The bottom figures in each column show the final result, where the cases with and without liquefaction have been combined using the total probability theorem.

Table 6.2 is a summary of the results given in Figure 6.16. Figure 6.17 shows the estimated damages for the different hazard levels. Figures 6.18 and 6.19, Tables 6.3 and 6.4, show the expected repair cost ratios for different hazard levels, and two levels of uncertainty in the estimation of repair cost ratios as a function of damage state.

Finally, Table 6.5 shows the expected bridge downtimes for the different hazard levels analyzed.
Fig. 6.16 Probability of exceeding a lateral displacement threshold (d) for different hazard levels. In top figures, black symbols denote cases with liquefaction and white symbols denote cases without liquefaction.

Table 6.2 Probability of $D > d$ given IM (FORM results).

<table>
<thead>
<tr>
<th></th>
<th>Left Abutment</th>
<th>Right Abutment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prob. of Exceedance in 50 yrs.</td>
<td>Prob. of Exceedance in 50 yrs.</td>
</tr>
<tr>
<td></td>
<td>82% 50% 10% 2%</td>
<td>82% 50% 10% 2%</td>
</tr>
<tr>
<td>16th Percentile</td>
<td>&lt; 0.5” 1” 4” 9”</td>
<td>&lt; 0.5” 3” 9” 12”</td>
</tr>
<tr>
<td>Median</td>
<td>&lt; 0.5” 3” 10” 14”</td>
<td>&lt; 0.5” 7” 14” 27”</td>
</tr>
<tr>
<td>84th Percentile</td>
<td>&lt; 0.5” 7” 15” 28”</td>
<td>&lt; 0.5” 13” 28” 59”</td>
</tr>
</tbody>
</table>
Fig. 6.17 Damage states using FORM.
Fig. 6.18 Repair cost ratios using FORM—low uncertainty.

Table 6.3 Expected repair cost ratios using FORM—low uncertainty.

<table>
<thead>
<tr>
<th></th>
<th>Left Abutment</th>
<th>Right Abutment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of Exceedance in 50 years</td>
<td>82%</td>
<td>50%</td>
</tr>
<tr>
<td>$\mu$</td>
<td>~0</td>
<td>0.03</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>~0</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Fig. 6.19 Repair cost ratios using FORM—high uncertainty.

Table 6.4 Expected repair cost ratios using FORM—high uncertainty.

<table>
<thead>
<tr>
<th></th>
<th>Left Abutment</th>
<th>Right Abutment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Probability of Exceedance in 50 years</td>
<td>Probability of Exceedance in 50 years</td>
</tr>
<tr>
<td></td>
<td>82%</td>
<td>50%</td>
</tr>
<tr>
<td>μ</td>
<td>~0</td>
<td>0.04</td>
</tr>
<tr>
<td>σ</td>
<td>~0</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Table 6.5  Expected downtimes using FORM.

<table>
<thead>
<tr>
<th></th>
<th>Left Abutment</th>
<th>Right Abutment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of Exceedance in 50 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>82%</td>
<td>50%</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>2%</td>
<td>82%</td>
</tr>
<tr>
<td><strong>μ</strong></td>
<td>0</td>
<td>Negligible</td>
</tr>
<tr>
<td><strong>σ</strong></td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

6.5 RESULTS USING POINT ESTIMATE METHOD (PEM)

Tables 6.6–6.9 show the results of applying the proposed simplified approach using the point estimate method (PEM). Table 6.6 is a summary of the results in terms of residual lateral displacements at the abutments. Tables 6.7 and 6.8 show the expected repair cost ratios for different hazard levels, and two levels of uncertainty in the estimation of repair cost ratios as a function of damage state. Table 6.9 shows the expected bridge downtimes using PEM for the different hazard levels analyzed.

Table 6.6  Probability of D > d given IM (PEM results).

<table>
<thead>
<tr>
<th></th>
<th>Left Abutment</th>
<th>Right Abutment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prob. of Exceedance in 50 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>82%</td>
<td>50%</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>2%</td>
<td>82%</td>
</tr>
<tr>
<td><strong>μ</strong></td>
<td>0.3”</td>
<td>1”</td>
</tr>
<tr>
<td><strong>σ</strong></td>
<td>0.6”</td>
<td>2”</td>
</tr>
<tr>
<td><strong>μ−σ</strong></td>
<td>0.9”</td>
<td>3”</td>
</tr>
<tr>
<td><strong>μ+σ</strong></td>
<td>1”</td>
<td>7”</td>
</tr>
</tbody>
</table>
Fig. 6.20 Damage states using PEM.

Table 6.7 Expected repair cost ratios using PEM—low uncertainty.

<table>
<thead>
<tr>
<th>Prob. of Exceedance in 50 years</th>
<th>82%</th>
<th>50%</th>
<th>10%</th>
<th>2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Abutment</td>
<td>μ</td>
<td>σ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>~0</td>
<td>0.01</td>
<td>0.08</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Right Abutment</td>
<td>μ</td>
<td>σ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>~0</td>
<td>0.04</td>
<td>0.18</td>
<td>0.37</td>
<td></td>
</tr>
</tbody>
</table>

μ ~0, σ ~0.

Table 6.8 Expected repair cost ratios using PEM—high uncertainty.

<table>
<thead>
<tr>
<th>Prob. of Exceedance in 50 years</th>
<th>82%</th>
<th>50%</th>
<th>10%</th>
<th>2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Abutment</td>
<td>μ</td>
<td>σ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>~0</td>
<td>0.01</td>
<td>0.08</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>Right Abutment</td>
<td>μ</td>
<td>σ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>~0</td>
<td>0.05</td>
<td>0.19</td>
<td>0.39</td>
<td></td>
</tr>
</tbody>
</table>

μ ~0, σ ~0.
### Table 6.9 Expected downtimes using PEM.

<table>
<thead>
<tr>
<th>Left Abutment</th>
<th>Right Abutment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of Exceedance in 50 years</td>
<td>Probability of Exceedance in 50 years</td>
</tr>
<tr>
<td>82%</td>
<td>50%</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>n/a</td>
</tr>
</tbody>
</table>

### 6.6 RESULTS USING SIMPLIFIED COUPLED MODEL

This analytical model was prepared by Dr. Kevin Mackie of the University of Central Florida, and it is a modified and simplified version of a fully nonlinear 3D model of the PEER bridge using OpenSees (Mackie and Stojadinović 2006). Figure 3.8 shows the main components of the bridge model.

#### 6.6.1 Properties

The properties of the superstructure can be found in Mackie and Stojadinović (2006). Under each pier there is a group of 3×2 circular open-ended steel piles (PP 24”×0.5”, $f_y = 60$ ksi), with a center-to-center spacing of 6 ft. In this model, the equivalent length ($L_{eq}$) of the piles tries to represent the lateral stiffness they provide to the system, $L_{eq} = H_{liq} + 2 \times 3.5(2R)$, where $H_{liq}$ is the thickness of the liquefiable material at the location of the respective pier, and $R$ is the pile radius ($R = 1$ ft). Table 6.10 shows the estimated values of $L_{eq}$ under each pier.

### Table 6.10 Equivalent pile length under each pier.

<table>
<thead>
<tr>
<th>Column</th>
<th>Equivalent length $L_{eq}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (left most pier)</td>
<td>27 ft (8.2 m)</td>
</tr>
<tr>
<td>2</td>
<td>32 ft (9.7 m)</td>
</tr>
<tr>
<td>3</td>
<td>41 ft (12.6 m)</td>
</tr>
<tr>
<td>4 (right most pier)</td>
<td>46 ft (14.0 m)</td>
</tr>
</tbody>
</table>
The springs shown in Figure 3.8 try to model the interaction that occurs, through the compression of the upper non-liquefiable layer, between pile caps, and between the embankment and the first pile cap. The stiffness of these springs was estimated assuming that the ultimate passive capacity of the soil reacting against the pile cap is reached at a deformation of 0.01 m. The value of $P_{\text{ult}}$ was calculated using the $\phi=0$ sliding wedge method developed by Mokwa (1999). Table 6.11 shows the stiffnesses that were used.

**Table 6.11 Stiffness of soil springs.**

<table>
<thead>
<tr>
<th>Spring</th>
<th>Stiffness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (left)</td>
<td>273 kips/in (47810 kN/m)</td>
</tr>
<tr>
<td>2</td>
<td>137 kips/in (23904 kN/m)</td>
</tr>
<tr>
<td>3</td>
<td>137 kips/in (23904 kN/m)</td>
</tr>
<tr>
<td>4</td>
<td>137 kips/in (23904 kN/m)</td>
</tr>
<tr>
<td>5 (right)</td>
<td>273 kips/in (47810 kN/m)</td>
</tr>
</tbody>
</table>

The stiffness of the intermediate springs 2, 3, and 4 is half of the stiffness of any of the end springs because that is the equivalent stiffness of the two springs that are acting in series between the pile caps.

### 6.6.2 Input

Horizontal deformations, consistent with the different hazard levels under consideration, were applied to the free ends of the end springs, and to the two ends of the bridge. Table 6.12 shows the displacements that were imposed, which are the mean displacements from Table 6.2.
Table 6.12  Input displacements.

<table>
<thead>
<tr>
<th>Return Period</th>
<th>Nodes</th>
<th>Horizontal Deformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_R=29$ years</td>
<td>Left end</td>
<td>Negligible</td>
</tr>
<tr>
<td></td>
<td>Right end</td>
<td></td>
</tr>
<tr>
<td>$T_R=72$ years</td>
<td>Left end</td>
<td>0.08 m</td>
</tr>
<tr>
<td></td>
<td>Right end</td>
<td>0.18 m</td>
</tr>
<tr>
<td>$T_R=475$ years</td>
<td>Left end</td>
<td>0.25 m</td>
</tr>
<tr>
<td></td>
<td>Right end</td>
<td>0.36 m</td>
</tr>
<tr>
<td>$T_R=2475$ years</td>
<td>Left end</td>
<td>0.36 m</td>
</tr>
<tr>
<td></td>
<td>Right end</td>
<td>0.69 m</td>
</tr>
</tbody>
</table>

6.6.3  Results

Figure 6.21 shows the deformed shape of the bridge after the application of the deformation pattern indicated in the previous section. Table 6.13 presents a summary of the results obtained using this analysis.

Fig. 6.21  Deformed shape of bridge from OpenSees model.
From this analysis, using linear regressions in the log-log space, the following intensity measure (IM)–engineering demand parameter (EDP) relationships could be estimated:

For column drift:

\[
\begin{align*}
\ln (\delta_1) &= 2.3504 \ln(Sa) - 0.3246 \pm c \\
\ln (\delta_2) &= 1.8695 \ln(Sa) - 1.5535 \pm c \\
\ln (\delta_3) &= 1.9695 \ln(Sa) - 2.0545 \pm c \\
\ln (\delta_4) &= 2.4638 \ln(Sa) - 0.3166 \pm c
\end{align*}
\] (6.12)

where \( \delta_i \) is the residual tangential drift of column \( i \) (in %), \( Sa \) is the 5% spectral acceleration (in g's) at \( T = 0.5 \cdot (1.5T_{s,\text{Left}} + 1.5T_{s,\text{Right}}) = 0.23 \) s, and \( c = 0.75 \) (i.e., same as the input displacements).
For the residual pile head displacements at the left and right abutments, $D_{\text{Left}}$ and $D_{\text{Right}}$ (in inches):

\[
\ln(D_{\text{Left}}) = 1.6073 \ln(Sa) + 1.3876 \pm c \\
\ln(D_{\text{Right}}) = 1.3563 \ln(Sa) + 2.0989 \pm c
\]  

(6.13)

For the residual longitudinal relative deck-end/abutment displacements at the left and right ends of the bridge, $\Delta D_{\text{Left}}$ and $\Delta D_{\text{Right}}$ (in meters):

\[
\ln(\Delta D_{\text{Left}}) = 1.1165 \ln(Sa) - 3.0924 \pm c \\
\ln(\Delta D_{\text{Right}}) = 1.1353 \ln(Sa) - 3.0188 \pm c
\]  

(6.14)

And, for the residual pile cap displacements at the columns, $D_i$ ($i = 1, 2, 3, 4$) (in meters):

\[
\ln(D_1) = 2.9602 \ln(Sa) - 4.1108 \pm c \\
\ln(D_2) = 0.5006 \ln(Sa) - 3.7418 \pm c \\
\ln(D_3) = 1.2889 \ln(Sa) - 2.8652 \pm c \\
\ln(D_4) = 1.5281 \ln(Sa) - 2.1031 \pm c
\]  

(6.15)

Figure 6.22 shows the estimated total repair cost ratios using these relationships and the procedure described in Section 5.1.2 for the case when liquefaction occurs. The circles in Figure 6.22 show the expected repair cost ratios for return periods of 72, 475, and 2475 years. Using the simplified coupled model the expected repair cost ratios are 1%, 21%, and 49% for these three hazard levels, respectively. Using the simplified approach, which is based only on the amount of residual lateral displacement at the abutments, the expected repair cost ratios are 8%, 21%, and 37%. Although both methods estimate similar mean repair cost ratios, their level of dispersion is different. The coefficient of variation in the simplified approach is ~0.8, while in the simplified coupled model the c.o.v. is ~0.45.
Fig. 6.22 Repair cost ratios using simplified coupled model.

Figure 6.23 shows the contribution of the different repair tasks to the total repair cost for different hazard levels.

Fig. 6.23 Contribution to expected cost of repair actions for different hazard levels.
7 Sensitivity Analysis

The Pacific Earthquake Engineering Research (PEER) Center performance-based earthquake engineering (PBEE) approach can provide important insights through de-aggregation of the results to identify those components that impact the results most significantly. Additionally, sensitivity analyses may be performed that provide information about the relative importance of the random variables and the sensitivities of the first-order approximation of the failure probability with respect to parameters in the probability distributions. The first-order reliability method provides a useful set of importance and sensitivity measures. In this paper, seven random variables were considered in the estimation of the probability of exceeding a specified level of displacement for a given intensity measure. The random variables that were considered are: $s_{ur}$, the residual undrained shear strength of the liquefied material; $\alpha$, the normalized distance to the points of fixity of the piles; $\epsilon$, the error term in the estimation of the residual lateral displacement from the model by Bray and Travasarou (2007); $T_s$, the initial fundamental period of the potential sliding mass; $S_a$, the spectral acceleration at $1.5T_s$; $H$, thickness of the liquefiable material; and $P_a$, the passive reaction of the embankment against the backwall.

The characteristics of the $s_{ur}$, $\alpha$, and $\epsilon$ variables had already been presented in previous sections. The uncertainty in the parameter $T_s$ was estimated recalling that $T_s = c \cdot H / V_s$ (where $c$ is a constant), and considering that the uncertainty in $H$ is small. In that case, the first-order approximations for the mean and standard deviation of $T_s$ are:

\[
\begin{align*}
\mu_{T_s} &= \frac{cH}{\mu_{V_s}} \\
\sigma_{T_s} &= \left( \frac{dT_s}{dV_s} \right)^2 \sigma_{V_s} = \left( -\frac{cH^2}{2 \mu_{V_s}^2} \right)^2 \sigma_{V_s}^2 = \frac{cH}{\mu_{V_s}} \sigma_{V_s}
\end{align*}
\]

(7.1)
Then, the coefficient of variation of $T_s$ would be:

$$c.o.v.[T_s] = \frac{\sigma_{Ts}}{\mu_{Ts}} = cH \frac{\sigma_{Vs}}{\mu_{Vs}} \frac{\mu_{Vs}}{cH} \frac{\sigma_{Vs}}{\mu_{Vs}} = c.o.v.[V_s]$$ (7.2)

This means that the coefficient of variation of $T_s$ and $V_s$ should be similar. According to Jones et al. (2002), the Electric Power Research Institute undertook an investigation of appropriate methods for estimating earthquake ground motion in eastern North America. This work, which involved numerous investigators, included extensive, high-quality field and laboratory testing of soils at more than 200 different sites. The measured shear wave velocities were shown to be lognormally distributed with $\sigma_{lnV} = 0.39$. Then, for the analysis that follows, it is assumed that the coefficient of variation of $T_s$ is 0.4.

The uncertainty in the value of the spectral acceleration at $1.5T_s$ ($S_a$) was estimated by averaging the error terms in the attenuation relationships by Chiou and Youngs (2006) and Campbell and Bozorgnia (2007) for periods between 0 and 1 second. The result was a coefficient of variation of about 0.6. The coefficient of variation of the variables $H$ and $P_a$ was assumed to be 0.3.

Table 7.1 summarizes the estimated characteristics of the seven random variables used in this section.

<table>
<thead>
<tr>
<th>Random Variable</th>
<th>Description</th>
<th>Probability Density Function</th>
<th>Coefficient of Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{ur}$</td>
<td>Residual undrained shear strength of the liquefied material</td>
<td>Log-normal</td>
<td>0.40</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Normalized distance to the points of fixity of the piles</td>
<td>Uniform</td>
<td>0.87</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Error term in the estimation of the residual lateral displacement</td>
<td>Normal</td>
<td>0.66 (Standard Deviation)</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Initial fundamental period of the potential sliding mass</td>
<td>Log-normal</td>
<td>0.40</td>
</tr>
<tr>
<td>$S_a$</td>
<td>Spectral acceleration at $1.5T_s$</td>
<td>Log-normal</td>
<td>0.60</td>
</tr>
<tr>
<td>$H$</td>
<td>Thickness of liquefiable material</td>
<td>Log-normal</td>
<td>0.30</td>
</tr>
<tr>
<td>$P_a$</td>
<td>Passive reaction against the abutment’s backwall</td>
<td>Log-normal</td>
<td>0.30</td>
</tr>
</tbody>
</table>
7.1 RESULTS

The order of importance of the random variables is identified by their relative contribution to the variance of the linearized limit-state function. This contribution is reflected in the unit vector \( \hat{\gamma} \) (Der Kiureghian 1999), which, in our case, changes from hazard level to hazard level, and it is also different for each threshold level of lateral displacement. Figure 7.1 shows the absolute value of the terms in \( \hat{\gamma} \) for each level of displacement and hazard level. The most important random variable was \( S_a \), for all hazard and displacement levels, i.e., an important fraction of the uncertainty involved in this problem is due to the uncertainty in the estimation of the intensity measure, which in this case is the spectral acceleration at the fundamental degraded period of vibration of the potential sliding mass. The parameters \( \epsilon \) and \( S_{ur} \) were also important, i.e., the overall uncertainty was also affected by the uncertainty in the estimation of the residual lateral displacement given an intensity measure, and the residual undrained shear strength of the liquefiable material. For small lateral displacements, \( S_{ur} \) is more important than \( \epsilon \), while for larger displacements the opposite is true. Lastly, Figure 7.1 shows that for all cases the importance of the parameters \( \alpha, T_s, H, \) and \( P_a \) was rather small.
Fig. 7.1 Relative importance of random variables for different hazard and displacement levels. Upper and bottom figures correspond to results for left and right abutments, respectively.

The sensitivity of the “failure” probability, $p_f = P(D > d)$, to variations in the distribution parameters of the random variables can be quantified through the vectors $\hat{\delta}$ and $\hat{\eta}$ (Der Kiureghian 1999). Vectors $\hat{\delta}$ and $\hat{\eta}$ indicate the sensitivity of $p_f$ to variations in the mean and the standard deviation of the random variables, respectively, i.e., the $i$-th term in the vector $\hat{\delta}$ is related to $\partial p_f / \partial \mu_i$, where $\mu_i$ is the mean of the $i$-th random variable, and the $i$-th term in the vector $\hat{\eta}$ is related to $\partial p_f / \partial \sigma_i$, where $\sigma_i$ is the standard deviation of the $i$-th random variable.

To facilitate the comparison, the vectors $\hat{\delta}$ and $\hat{\eta}$ were normalized to have a unit length. Figures 7.2 and 7.3 show the absolute value of the terms in the normalized vectors $\hat{\delta}$ and $\hat{\eta}$, respectively, for each level of displacement and hazard level. The probability $p_f = P(D > d)$ is most sensitive to the parameters (mean or standard deviation) of the variables $S_a$, $\varepsilon$, and $S_{ar}$,
and least sensitive to the parameters of the variables $\alpha$, $T_s$, $H$, or $P_a$. For small to moderate displacements, $P(D > d)$ was more sensitive to variations in the mean of $S_a$ than to the mean of the other parameters; but for large displacement, variations in the mean of $\varepsilon$ and $S_{aw}$ had an important effect on $P(D > d)$.

**Fig. 7.2** Normalized relative sensitivity ($\hat{\delta}$) of probability $p_f = P(D > d)$ to variations in mean of random variables for different hazard and displacement levels. Upper and bottom figures correspond to results for left and right abutments, respectively.
Fig. 7.3 Normalized relative sensitivity ($\hat{\eta}$) of probability $p_f = P(D > d)$ to variations in standard deviation of random variables for different hazard and displacement levels. Upper and bottom figures correspond to results for left and right abutments, respectively.

The previous results show that the most relevant parameters in the estimation of the residual lateral displacement are $S_a$, $\epsilon$, and $S_{ur}$. The effect of these random variables on the estimation of bridge repair cost ratios or downtimes was also assessed. Each variable was scaled up and down one standard deviation, and their effect on the mean estimates of these decision variables (DVs) was recorded. The result was that all three variables were almost equally important, i.e., each parameter had essentially the same effect on the estimated DVs, however, $S_a$ and $\epsilon$ had a slightly larger influence on the estimated decision variables for higher hazard levels.
7.2 COMMENTS

The results of this analysis indicate that the most influential parameters in this problem are the intensity of the ground motion ($S_a$), followed by the error term in the estimation of the residual lateral displacements induced by liquefaction ($\varepsilon$), and the residual undrained shear strength of the liquefiable material ($S_{ur}$). The contribution of the other four variables to the overall uncertainty, and their effect on the calculated probability, is relatively small for the problem studied.
8 Validation of Simplified Approach

8.1 LANDING ROAD BRIDGE DURING 1987 EDGECUMBE EARTHQUAKE

This section presents the application of the proposed simplified approach to the case of the Landing Road bridge, Whakatane, which suffered moderate damage due to lateral ground displacement induced by the 1987 Edgecumbe, New Zealand, earthquake.

8.1.1 1987 Edgecumbe Earthquake

The $M_w = 6.6$ earthquake of March 2, 1987, occurred on a normal fault, and the nearest strong motion accelerograph was at the Matahina dam site, 16 km away from the rupture area (see Fig. 8.1). The strike, dip, and rake of the fault rupture were 235°, 39°, and -110°, respectively, which means that the strike of the fault is, approximately, in the SW/NE direction, and that it dips toward the northwest. According to the PEER NGA Database (NGA Database 2007), the site at Matahina dam can be classified as a Site C using the Bray and Rodriguez-Marek SGS classification, i.e., weathered soft rock/shallow stiff soil, and since $V_s,30 = 425$ m/s, as a Site C using the NEHRP classification. The NGA database indicates that the peak ground acceleration at the Matahina dam site was $PGA = 0.29g$ (Berrill et al. 2001 indicate that $PGA = 0.33g$). Figure 8.2 shows the acceleration time series and the 5%-damping response spectrum of the Matahina dam station.
Fig. 8.1 Epicenter of 1987 Edgecumbe earthquake, Landing Road bridge, and Matahina dam.
The Landing Road bridge site is located, approximately, 19 km away from the rupture area. Figure 8.3(a) shows the measured SPT values near the pier (Berrill et al. 2001), and a simplified SPT profile from those measurements. Considering that $G_{\text{max}} = 325(N_{60})^{0.68} \text{(ksf)}$ (Imai and Tonouchi 1982), that $N = N_{60}$, and that $\gamma = 17 \text{kN/m}^3$, the shear wave velocity profile shown in Figure 8.3(b) was estimated. From the simplified profile a value of $V_{s,30} = 230 \text{ m/s}$ was estimated.
Fig. 8.3  Landing Road bridge–simplified SPT and shear wave velocity profiles.

Given that the Matahina dam site and the Landing Road bridge site are at a different distance from the rupture area (16 km versus 19 km, respectively), and that the site conditions are also different ($V_{s,30} = 425$ m/s versus $V_{s,30} = 230$ m/s, respectively) the response spectrum shown in Figure 8.2 should be adjusted for distance and site conditions. To estimate the required modifications to the spectrum, the NGA models by Chiou and Youngs (2006) and Campbell and Bozorgnia (2007) were considered. Most of the input parameters for these models were taken from the NGA database: $M_w = 6.6$ (moment magnitude), $R_{rup} = R_{JB} = 16$ or 19 km (distance to rupture area), $V_{s,30} = 425$ or 230 m/s, $W = 13$ km (rupture width), $\delta = 39^\circ$ (rupture dip), $Z_{TOR} = 0$ km (depth to top of rupture), and $Z_{2.5} = 1.3$ km (depth of 2.5 km/s shear-wave velocity horizon, from Hodder and Graham (1993)). The spectra were estimated for the Matahina dam and Landing Road bridge sites using the Excel spreadsheets provided in the NGA website, and the ratio between the two spectra was calculated at each period. Figure 8.4 shows the results of these calculations for a period range appropriate for this case.
As Figure 8.4 shows, for periods of vibration between 0 and ~0.3 sec, an estimation of the spectra at the Landing Road bridge site can be obtained by reducing the one at the Matahina dam site by ~5% to ~12%. Given the uncertainties involved in this estimation, and the order of magnitude of the uncertainties of the rest of the parameters present in this problem, it was decided not to modify the spectra from the Matahina dam site.

8.1.2 Landing Road Bridge

SI units will be used for this case history because data were provided in SI units. As Figure 8.5 shows, the Landing Road bridge comprises 13 simply supported spans 18.3 m (60 ft) long, carrying a two-lane, cast-in-place concrete deck and two foot-paths. Each span consists of five precast post-tensioned concrete I-beams. The spans are not separated but are bolted together and to the abutments, and the beams are bolted down to the piers. The substructure comprises concrete slab piers running the full width of the superstructure, each supported by eight 406 mm (16 in) square pre-stressed concrete piles raked at 1:6 (Berrill et al. 2001). In the preliminary analysis that follows, the shear force in the piles was estimated assuming that the piles were
vertical. Preliminary elastic analysis show that for cases where the rotation and vertical displacement of the pile cap is negligible, this assumption introduces an error of less than 10% in the estimation of the shear force in the piles.

Fig. 8.5  Schematic elevation of Landing Road bridge (after Berrill et al. 2001).

8.1.3  Soil Profile

The soil properties used by Kashighandi and Brandenberg (2006) have been adopted. Table 8.1 shows the location, unit weight, friction angle, and cohesion of the three soils layers that were considered.

Table 8.1  Soil Properties (after Kashighandi and Brandenberg 2006).

<table>
<thead>
<tr>
<th>Soil Layer</th>
<th>Depth to Top of Layer</th>
<th>Unit Weight, $\gamma$ (kN/m$^3$ (~pcf))</th>
<th>Friction Angle, $\phi$</th>
<th>Cohesion, $c$ (kPa (~psf))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crust</td>
<td>0</td>
<td>12.5 (~80)</td>
<td>42°</td>
<td>8 (~165)</td>
</tr>
<tr>
<td>Loose sand</td>
<td>1.2 m (~4 ft)</td>
<td>17 (~110)</td>
<td>35°</td>
<td>0</td>
</tr>
<tr>
<td>Dense sand</td>
<td>6.2 m (~20 ft)</td>
<td>18 (~115)</td>
<td>38°</td>
<td>0</td>
</tr>
</tbody>
</table>

8.1.4  Preliminary Calculations

The stability of the north abutment (see Fig. 8.5) is studied.
8.1.4.1 Passive Reaction at Abutment

From the drawings in Berrill et al. (2001) it is estimated that the backwall has dimensions $8 \times 1.4 = 11.2$ m$^2$ (width $\times$ height). Using the expression given in the manual design by Caltrans (2006), the passive reaction at the abutment is:

$$ F_p(kN) = A_e(m^2) \times 239 \text{ kPa} \times \frac{h(m)}{1.7} $$

$$ F_p = (8 \times 1.4) \times 239 \times \frac{1.4}{1.7} $$

$$ F_p = 2200 \text{ kN (~495 kips)} \quad (8.1) $$

8.1.4.2 Shear Force in Piles

There are eight piles at the abutment, and each one has a yield bending moment of $M_y=230$ kN-m. The thickness of the liquefiable layer is about 5 meters, and the piles are 0.406 m square piles, then

$$ V_p = \frac{2(8 \times 230)}{5 + 2(3.5 \times 0.406)} $$

$$ V_p = 470 \text{ kN (~105 kips)} \quad (8.2) $$

8.1.4.3 Residual Undrained Shear Strength of Liquefied Soil

Assuming that the ground water table is at the top of the liquefied material, the effective vertical stress at the center of the liquefiable material is:

$$ \sigma_v' = 12.5 \times 1.2 + (17 - 9.81) \times 2.5 $$

$$ \sigma_v' = 33 \text{ kPa (~690 psf)} \quad (8.3) $$

From Berrill et al. (2001), $N=6$ bpf. Assuming that $N_{55} \approx N$, then $N_{60} \approx 6 \times (55/60) \approx 5.5$, and since $C_N=\min\{1.70,\sqrt{101.3/33}\}=1.70$, then $N_{1,60} \approx 1.70 \times 5.5 = 9$ bpf. According to Berrill et al. (2001) the sands were relatively clean, then $N_{1,60-CS} \approx 9$ bpf, and considering that:
\[ \mu_{Su/\sigma_v} = \exp \left( \frac{N_{1,60-CS}}{8} - 3.5 \left( 1 + \frac{0.3N_{1,60-CS}}{128} \right) \right) \]  

(8.4)

then \( \mu_{Su/\sigma_v} \approx 0.0983 \), and \( \mu_{Su} \approx 3.2 \text{ kPa} \ (\sim 65 \text{ psf}) \).

### 8.1.4.4 Equivalent Undrained Shear Strength from Passive Reaction and Piles Shear Force

The stability analysis of the slope shows that the base length of the sliding mass is about 30 meters. Assuming that one half of the slide slope masses must be restrained by the piles, and a transverse slope of 2:1 (H:V), the base width of the sliding mass would be about 9.4 meters. Then, the base area of the sliding mass is about 280 m\(^2\) and the maximum additional strength provided by the passive reaction and the shear force in the piles would be \( \Delta S_{ur} = (2200+470)/280 = 9.5 \text{ kPa} \). This means that if liquefaction occurs and the passive reaction and shear force in the piles are fully mobilized, the equivalent undrained shear strength of the liquefiable material would be about \( S_{ur,eq} = 12.7 \text{ kPa} \ (\sim 265 \text{ psf}) \).

### 8.1.4.5 Stability Analysis

Considering the properties shown in Table 8.1, and assuming that for the liquefiable layer (loose sand) \( S_{ur,eq} = 12.7 \text{ kPa} \), the stability analysis of the slope indicates that \( k_y = 0.082 \). Figure 8.6 schematically shows the results of the stability analysis at the north abutment.

![Fig. 8.6 Potential failure mass at north abutment, considering contribution of passive reaction and pile shear force.](image)
8.1.5 Results Using Simplified Approach

8.1.5.1 Initial Fundamental Period of Potential Sliding Mass

Based on Figure 8.6, it is assumed that the representative soil column comprises the upper crust plus ~3/4 of the liquefiable layer.

The upper crust (silty material) has $\phi=42^\circ$ which means that $N_{60} \approx 50$ bpf, and since $G_{max} = 325(N_{60})^{0.68}$ (ksf), then $G_{max}(\text{crust}) = 4647$ ksf = 222500 kPa. Since $\gamma(\text{crust}) = 12.5$ kN/m$^3$, then $V_s(\text{crust}) = \sqrt{G_{max}/\gamma} = \sqrt{222500/(12.5/9.81)} = 420$ m/s (~ 1400 ft/s).

The loose sand has $\phi=35^\circ$ which means that $N_{60} \approx 18$ bpf, and since $G_{max} = 325(N_{60})^{0.68}$ (ksf), then $G_{max}(\text{loose sand}) = 2320$ ksf = 111100 kPa. Since $\gamma(\text{loose sand}) = 17$ kN/m$^3$, then $V_s(\text{loose sand}) = \sqrt{G_{max}/\gamma} = \sqrt{111100/(17/9.81)} = 250$ m/s (~ 820 ft/s).

The average shear wave velocity within the representative soil columns is:

$$
\bar{V}_s = \frac{H_1 + H_2}{\frac{V_{s1}}{H_1} + \frac{V_{s2}}{H_2}}
$$

$$
\bar{V}_s = \frac{1.2 + 5 \times 0.75}{1.2 + \frac{5 \times 0.75}{420 + 250}}
$$

$$
\bar{V}_s = 275 \text{ m/s (~900 ft/s)}
$$

Then, the initial fundamental period of the potential sliding mass is:

$$
T_s = \frac{4(H_1 + H_2)}{\bar{V}_s}
$$

$$
T_s = 0.07 \text{ s}
$$

The 5%-damping spectral acceleration at $1.5T_s=0.11$ sec is about 0.46g (see Fig. 8.2). With these parameters an approximate result may be obtained. From Bray and Travasarou (2007):

$$
\ln(D) = -1.10 - 2.83 \ln(k_y) - 0.333 (\ln(k_y))^2 + 0.566 \ln(k_y) \ln(Sa) + 3.04 \ln(Sa) + \cdots
$$

$$
- 0.244 (\ln(Sa))^2 + 1.5T_s + 0.278(M_w - 7) \pm \varepsilon
$$

(8.7)
then:

\[
\ln(D) = 2.48 \pm 0.66 \\
D = 12 \text{ cm, (6 cm to 23 cm)} \tag{8.8}
\]

Since the estimated residual lateral displacement of the abutment is about 5 in., and in the context of a simplified estimation, this would mean that the bridge should have suffered small to moderate damage, which is consistent with the observations made after the earthquake. Note that if the sliding mass is considered to be rigid, then \( S_u(1.5T_s) = PGA = 0.30g \) and

\[
\ln(D) = \\
\ln(D) = 2.35 \pm 0.66 \\
D = 10 \text{ cm, (5 cm to 20 cm)} \tag{8.9}
\]

The last required component of the simplified approach is the relationship between the equivalent residual undrained shear strength versus the yield coefficient. The yield coefficient was calculated for a suite of \( S_{ur} \) values, and the results are shown in Figure 8.7. As this figure shows, the relation between these two parameters is strongly linear and it can be expressed as:

\[
k_y = 0.01362 \times S_{ur} (kPa) - 0.09406 \tag{8.10}
\]

Fig. 8.7 Equivalent residual undrained shear strength versus yield coefficient.
8.1.6 Results

Using the simplified approach, the probability of exceeding different levels of displacements can be estimated. Figure 8.8 shows the result of this estimation for the north abutment of the Landing Road bridge given the intensity of the Edgecumbe, New Zealand.

![Graph showing probability of exceeding a threshold residual lateral displacement](image)

**Fig. 8.8 Probability of exceeding a threshold residual lateral displacement \((d)\) at north abutment of Landing Road bridge, given intensity of 1987, \(M_w=6.6\) Edgecumbe earthquake in New Zealand.**

8.1.6.1 Damage Estimation

The simplified approach described in Section 5.1 is used to estimate damage to the Landing Road bridge. Figure 8.9 shows that, given the characteristics of the Edgecumbe earthquake, the Landing Road bridge should have experienced moderate damage (probability of 74%). This figure also shows that the probabilities of reaching small and large damage states were rather small—15% and 11%, respectively—and that there were negligible probabilities of having either no damage or collapse. These results are consistent with the observations made to the bridge after the earthquake.
The analyses performed by Kashighandi and Brandenberg (2006) predict a 18% probability of having less than moderate damage; a 40% chance of having more than moderate, but less than extensive, damage; a 37% chance of having more than extensive damage, but no collapse; and a 5% chance of having collapse, for pile cap lateral displacements in the order of 8 cm.

8.1.6.2 Sensitivity Analysis

As indicated in Chapter 7, the order of importance of the random variables is defined by their contribution to the variance of the linearized limit-state function. This contribution is reflected in the unit vector $\hat{\gamma}$, which is different for each threshold level of lateral displacement. Figure 8.10(a) shows the absolute value of the terms in $\hat{\gamma}$ as a function of the level of displacement. As this figure shows, the most important random variable in this case is $\varepsilon$, followed by $S_{ur}$ (dash-dotted and continuous lines, respectively).

Vector $\hat{\delta}$ indicates the sensitivity of $P(D > d)$ to variations in the means of the random variables. To make a direct comparison, the vector $\hat{\delta}$ was normalized to have a unit length.
Figure 8.10(b) shows the absolute value of the terms in the normalized vector $\hat{\delta}$ as a function of the level of displacement. As this figure shows, $\epsilon$ is again the most significant random variable, followed by $S_{ur}$.

![Figure 8.10](image)

**Fig. 8.10** Relative importance of, and $P(D > d)$'s sensitivity with respect to, three random variables, as function of expected level of residual lateral displacement. Continuous line is for $S_{ur}$, dotted line for $\alpha$ and dash-dotted line for $\epsilon$.

### 8.2 SHOWA BRIDGE DURING 1964 NIIGATA, JAPAN, EARTHQUAKE

This section presents the application of the proposed simplified approach to the case of the Showa bridge, which collapsed due to lateral spreading induced by the 1964 Niigata earthquake in Japan.

#### 8.2.1 1964 Niigata, Japan, earthquake

The 1964 Niigata earthquake—caused by faulting along an almost vertical plane—had a moment magnitude of $M_w = 7.6$ (IRIS website 2007), its epicenter was under the sea, about 55 km north from Niigata city, and its hypocentral depth was about 20–30 km (see Fig. 8.11).
The earthquake caused a peak ground acceleration at the south bank of the Showa bridge of 159 gals (0.16g) (Orense 2005). Figure 8.12 shows accelerograms at the roof and the base of a 4-story building located along the Shinano River.
8.2.2 Showa Bridge

The construction of the Showa bridge over the Shinano river was completed a month before the Niigata earthquake hit Japan (Iwasaki 1974). The abutments were of pile bents (nine single-row piles with a diameter of 609 mm and a length of 22 m), and the piers were also of pile bents (nine single-row piles of the same diameter and length of 25 m, see Fig. 8.13) with collar braces and cap beams. The design seismic coefficient for the substructures was 0.2 horizontally. The superstructures were of 12-span steel composite girders with simple supports. The total length was 303.9 m (\(= 13.75 + 10 \times 27.64 + 13.75\)), and the width was 24 m.

Due to the Niigata earthquake the bridge sustained severe damage (see Figs. 8.13–8.14). According to Iwasaki (1974) the left-bank abutment moved about 1 m toward the center of the
river, and the approach road subsided considerably. On the other hand, the right-bank abutment and the approach road sustained no significant damage. The first to fourth piers from the left-bank tilted toward the right-bank. The fifth and sixth piers collapsed completely into the river bed. The seventh to eleventh piers, however, suffered only slight damage. Five girders, the third to the seventh from the left-bank, out of a total of twelve girders, fell down into the river bed (see Fig. 8.14). The sixth span fell down on both its ends due to the failure of the fifth and sixth piers, which had supported the span.

Fig. 8.13  Collapse of Showa bridge (Photo by Penzien, J., 1964; Source: Earthquake Engineering Online Archive, NISEE, http://nisee.berkeley.edu/elibrary/).
Fig. 8.14 Schematic diagram of collapse of Showa bridge (after Takata et al. 1965).

8.2.3 Soil Profile

The ground conditions at the site were of sandy soils, comparatively loose near the left bank and comparatively dense near the right bank (Iwasaki 1974). As Figure 8.15 shows, the liquefied layer at the left bank was more than 10 meters thick, while at the right bank it was very thin.
8.2.4 Results Using Simplified Approach

As Figures 8.15 and 8.16 show, in the case of the Showa bridge there was no upper non-liquefiable crust. In situations like this, it is recommended to check the design of the piles assuming that the liquefied soil will push the piles with a pressure distribution like the one shown in Figure 8.17.
Fig. 8.16  Post-earthquake recovery and deformation of pile from Showa bridge. Note absence of upper non-liquefiable crust (after Fukuoka 1966).
Fig. 8.17  Idealized pressure distribution for pile foundations affected by liquefaction-induced lateral ground displacement (after JRA 1996).

A modified version of the model used by Bhattacharya (2003) (see Fig. 8.18), is considered for this analysis. The point of fixity at the bottom of the piles was assumed to be located 3.5 diameters below the bottom of the liquefied layer, instead of directly below it. The external and internal diameters of the steel pile were set to 609 mm and 591 mm, respectively, and the Young’s Modulus was assumed to be 210 GPa. Figure 8.19 shows the deformed shape of the pile and the respective bending moment diagram.
Fig. 8.18  Schematic diagram showing predicted loading based on JRA code (after Bhattacharya 2003).

Fig. 8.19  Deformed shape and bending moment diagram (units are kN and m).
The maximum bending moment is below the plastic limit (\(FS = 1620/1380 = 1.17\)), which means that, according to this analysis, the piles did not fail in bending. This result is consistent with the results by Bhattacharya (2003). However, according to Iwasaki (1974), “... it seems probable that the girders would fall down into the river bed if the relative displacement increases above 50 cm between the two adjoining piers. This is due to the fact that the width of the crest of each pier, which supports a fixed shoe and a movable shoe, was 50 cm and that there are no devices to prevent the fall of the girders.” Based on the analysis shown in Figure 8.19, the lateral displacement at the top of the piles was estimated in ~60 cm, i.e., large enough to cause the collapse of the bridge girders.

### 8.3 CENTRIFUGE TESTS

#### 8.3.1 Introduction

Brandenberg et al. (2005) performed eight dynamic centrifuge tests on the 9 m radius centrifuge at the Center for Geotechnical Modeling at the Univ. of California, Davis to study the behavior of pile foundations in liquefiable and laterally spreading ground. The models were tested in a flexible shear beam container at centrifugal accelerations ranging from 36.2g to 57.2g. Figure 8.20 shows a schematic model and partial instrumentation layout of their centrifuge tests.

Test SJB03 was selected to validate the simplified approach proposed in this study. As Figure 8.20 shows, the soil profile consisted of a non-liquefiable crust overlying loose sand overlying dense sand. All of the layers sloped gently toward a river channel carved in the crust at one end of the model. The non-liquefiable crust consisted of reconstituted Bay mud. The sand layers beneath the crust consisted of uniformly graded Nevada Sand. Water was used as a pore fluid for all of the models. Properties in this section are specified in prototype units.

#### 8.3.2 Foundation Properties

The foundation consisted of a 2×3 pile group with a cap 2.2 m high, 9.2 m wide, and 14.3 m long. The piles had an outside diameter of 1.17 m, a thickness of 63 mm, and material properties of \(E = 68.9\) GPa (Young’s modulus) and \(\sigma_y = 216\) MPa (yield stress).
8.3.3 Soil Properties

The soil profile consisted of 1.4 m of Monterey sand underlain by 2.7 m of clay ($S_u = 44$ kPa) and 5.4 m of loose sand ($D_r = 35\%$) over dense sand ($D_r = 75\%$). Based on these properties the unit weights were estimated as 17, 19, and 21 kN/m$^3$ for the clay, loose sand, and dense sand layers, respectively.
8.3.4 Input Motions

A series of four simulated earthquake events were applied to Model SJB03. The first was a small Santa Cruz motion\(^1\) with a peak acceleration of 0.13g. The subsequent motions were a medium Santa Cruz \(a_{\text{max,base}} = 0.35 \text{g}\), a large Santa Cruz \(a_{\text{max,base}} = 0.67 \text{g}\), and a large Kobe\(^2\) \(a_{\text{max,base}} = 0.67 \text{g}\) (Brandenberg et al. 2005). Figure 8.21 shows several time histories of raw and processed data illustrating the behavior of the soil and the pile group during the medium Santa Cruz motion. In this section, the results after this motion will be analyzed.

8.3.5 Results Using Simplified Approach

First, the passive soil resistance is compared against the ultimate structural capacity. The passive soil resistance against the pile cap can be estimated using the \(\phi = 0\) sliding wedge method (Mokwa 1999):

\[
P_{\text{ult, cap}} = \frac{S_u b H}{2} \left(4 + \frac{\gamma H}{S_u} + 0.25 \frac{H}{b} + 2\alpha \right) \quad (8.11)
\]

where \(S_u = 44 \text{ kPa}\), \(b = 9.2 \text{ m}\), \(H = 2.2 \text{ m}\), \(\gamma = 17 \text{ kN/m}^3\), and \(\alpha = 0.75\). Then:

\[
P_{\text{ult, cap}} = \frac{44 \times 9.2 \times 2.2}{2} \left(4 + \frac{17 \times 2.2}{44} + 0.25 \frac{2.2}{9.2} + 2 \times 0.75 \right) \approx 2850 \text{ kN} \quad (8.12)
\]

The passive pressures below the pile cap can be estimated using the pressure distributions proposed in JRA (1996). The passive force between the clay layer and the piles would be \(P_{\text{ult,clay}} = 0.5(37 + 70) \times 6 \times 1.9 \times 1.17 = 715 \text{ kN}\), and the resultant force of the liquefied sand reacting against the piles would be \(P_{\text{ult, loose, sand}} = 0.5(21 + 52) \times 6 \times 5.4 \times 1.17 = 1385 \text{ kN}\). Then, the total passive reaction of the soil against the foundation would be \(P_{\text{ult, soil}} = 4950 \text{ kN}\).

\(^1\) Univ. of California, Santa Cruz, CA. UCSC/Lick Lab, Channel 1, during the Loma Prieta earthquake.
\(^2\) Port Island (83 m depth, north–south direction) during the Kobe earthquake.
Fig. 8.21 Representative time series from SJB03 for medium Santa Cruz motion (after Brandenberg et al. 2005).
On the other hand, the plastic moment of the pile section is \( M_p = \sigma_f \, Z_p \), where
\[
Z_p = \pi \left( D_o^4 - D_i^4 \right) / (32 D_o),
\]
then
\[
Z_p = \pi \left( 1.17^4 - 1.044^4 \right) / (32 \times 1.17), \quad Z_p = 0.0576 \, \text{m}^3,
\]
and
\[
M_p = 216000 \times 0.0576 = 12440 \, \text{kN} \cdot \text{m}.
\]
Assuming that the points of fixity of the six piles are 3.5 diameters away from the liquefied layer, then
\[
P_{\text{ult,str}} = 6 \times (2 \times M_p / L_{\text{eq}}),
\]
i.e.,
\[
P_{\text{ult,str}} = 6 \times (2 \times 12440 / 11.4) = 13100 \, \text{kN} > P_{\text{ult,soil}}.
\]
Since the soil capacity is smaller than the structural one, the soil should have flown around the foundation. As Figure 8.22 shows, this is consistent to what was observed during the test.

![Diagram of pile and soil](image)

**Fig. 8.22** Soil displacement versus pile cap displacement for SJB03 test.

In situations like this, it is proposed to follow the recommendation given in the MCEER/ATC (2003) document, i.e., to design the foundation to resist the passive pressures created by the soil flowing around the structure. Assuming a distance between the ts of fixity of \( L_{\text{eq}} = 11.4 \, \text{m} \), and using a simple structural model (see Fig. 8.23), the residual pile cap displacement and residual bending moment in the piles (at the location where it was measured during the test) were estimated as \( \sim 0.04 \, \text{m} \) and \( \sim 3300 \, \text{kN} \cdot \text{m} \), respectively. As Figure 8.21 shows, the residual pile cap lateral displacement in the test was \( \sim 0.03 \, \text{m} \), and the residual bending moment was \( \sim 1250 \, \text{kN} \cdot \text{m} \). When comparing these results, it is important to note that the
MCEER/ATC (2003) document is for design, so its estimations are likely to be conservative. Also, as Brandenberg et al. (2005) have indicated, the sequence of shaking events likely induced changes in the soil properties, including densification of the sand layers due to post-shaking consolidation, and cyclic degradation of the stress-strain behavior in the clay. The rather large (~0.3 m) relative displacement between the pile cap and the upper crust would generally be considered sufficient to mobilize the passive resistance of the clay crust against the pile cap; however, the peak crust load (estimated from the test) for the medium Santa Cruz motion was less than 50% of the peak load observed during the large shakes. According to Brandenberg et al. (2005), the softer load-displacement response observed in the centrifuge tests compared with static load tests can be attributed in part to cyclic degradation of the clay stress. If half of the full passive reaction is used in the simple analysis shown in Figure 8.23, the residual lateral displacement and pile bending moment would have been ~0.02 m and ~1650 kN·m, respectively, which are reasonably similar to the results from the test, ~0.03 m and ~1250 kN·m, respectively.

![Fig. 8.23 Simplified foundation structural model.](image)

Finally, it is important to realize that inertial effects can play an important role in the response of these systems. As Figure 8.21 shows, the maximum lateral displacement and pile bending moment are ~150% larger than the residual ones. However, the extrapolation of this type of result to real cases is not straightforward.
9 Other Issues

9.1 COMPARISON WITH RESULTS FROM ADVANCED FINITE ELEMENT ANALYSIS

Shin (2007) developed a detailed finite element model of the bridge example described in Chapter 6, putting emphasis in an accurate characterization of the structural and soil behavior, including modeling of bridge components such as piles, pile caps, abutments, and backwall structure. Figure 9.1 shows the finite element mesh developed by Shin, and Figure 9.2 presents some of the main components of this model.

Fig. 9.1 Bridge example finite element mesh (after Shin 2007).

Fig. 9.2 Main components of analytical model (after Shin 2007).
Forty ground motions were applied to this model: ten motions for each hazard level corresponding to return periods of 29, 72, 475, and 2475 years. Scaled versions of the ground motions developed by Somerville and Collins (2000) were used for this purpose. From these analyses, several engineering demand parameters (EDPs) versus intensity measures (IMs) were identified.

Figures 9.3–9.6 show how the EDP-IM plots from the results of the advanced FE analyses compare with the results of the simplified coupled model described in Section 3.2.2. Peak Ground Velocity (PGV) was selected as IM, and four of the most relevant EDPs were chosen to make the comparison. It was assumed that the PGV was 51, 89, and 149 cm/s for return periods of 72, 475, and 2475 years, respectively. The selected EDPs were: residual pile cap longitudinal displacement at the abutments and at the intermediate columns, residual tangential column drift, and residual longitudinal relative deck-end/abutment displacement. As Figures 9.3–9.6 show, the proposed simplified coupled model captures reasonably well the response of the bridge for the different hazard levels.

![Fig. 9.3 Comparison of results—residual pile cap displacement at abutments.](image)
Fig. 9.4 Comparison of results—residual pile cap displacement at piers.
Fig. 9.5 Comparison of results—residual tangential drift ratio at columns.

Fig. 9.6 Comparison of results—residual long. relative deck-end/abutment displacement.
9.2 INCORPORATION OF GROUND MOTION TIME HISTORIES

In the simplified approach described in Section 3, the probability that the residual longitudinal displacement at the abutments exceeded a certain threshold, given an intensity measure, was estimated using the expression proposed by Bray and Travasarou (2007). However, in some cases, a more refined analysis may be desired. One alternative is to use a fully-coupled nonlinear finite element model like the one developed by Shin (2007) for the bridge example described in Section 6. Although this type of detailed analyses can be useful in illustrating important seismic response mechanisms, its implementation may not feasible in all but the most critical projects due to economic or time constraints. A second alternative is to use a simplified analytical model that captures the key components of the problem to estimate the required seismic response. Figure 9.7 shows a range of simplified models that are possible, from a rigid Newmark sliding block to a nonlinear lumped mass coupled sliding model. For example, Bray and Travasarou (2007) used an iterative procedure with an equivalent-linear sliding block model that had been shown to capture the nonlinear response of a potential sliding mass to develop their recommended expression. If a site-specific set of ground motions is provided, models like those shown in Figure 9.7 can be used to estimate the mean response and to characterize the uncertainty around that mean. At least seven ground motions should be used to estimate the mean residual lateral displacement, and a larger set should be used to estimate the dispersion around that mean. Alternatively, the uncertainty can be conservatively estimated using the error term \( \varepsilon \) given in the expression by Bray and Travasarou (2007). To perform the analyses, and to be consistent with the results by Bray and Travasarou (2007), the suite of ground motions should be scaled to match the respective 5%-damped spectral acceleration at the degraded period of vibrations of the potential sliding mass \( (1.5T_d) \) for each hazard level.
Fig. 9.7 (a) Problem analyzed; (b) Newmark rigid model; (c) Linear elastic, modal, coupled sliding model; (d) Nonlinear, lumped mass, coupled sliding model (after Rathje and Bray 2000).
10 Conclusions

10.1 SUMMARY

Based on the general concepts delineated in the MCEER/ATC-49-1 document, a simplified probabilistic procedure for assessing bridge damage due to liquefaction-induced lateral ground displacement has been developed. Some of the key factors that have been incorporated in this procedure are the “pile-pinning” effect, and characterizations of the uncertainty in parameters such as the residual undrained shear strength of liquefiable soils, the error term in the estimation of the abutments’ seismically induced deviatoric permanent displacement, and the distance to the points of pile fixity in the firm soil layers above and below the liquefiable soil. The use of the proposed approach was illustrated through its application to a detailed bridge example, as well as to a few representative well-documented case histories and a centrifuge model experiment. The estimated results using the simplified procedure agreed reasonably well with the post-earthquake shaking observations in these cases.

10.2 PRINCIPAL FINDINGS

- Liquefaction of the foundation soils dramatically affects the structural response and resulting performance of a bridge system. It is critical that ground conditions at a bridge site be adequately characterized and evaluated in terms of potential for liquefaction or severe strength loss.
- The “pile-pinning” effect is a critical element of the seismic performance of a bridge system that is founded on piles that pass through a potentially liquefiable soil layer with
firm soil layers both above and below the liquefiable soil layer. It is important to include
this effect in the estimation of the dynamic resistance of the bridge-foundation-soil
system.

- Based on the cases analyzed in this study, the residual longitudinal displacement of the
abutments is judged to be an appropriate index of the overall seismic performance of pile-
founded bridges affected by liquefaction-induced lateral ground displacement. Large
residual displacements of the abutments are typically associated with large deformations
of the foundation system, which results in large deformations and forces being developed
in the bridge superstructure. Significant deformations and forces in the bridge can lead to
severe damage or even the collapse of the bridge.

- Performance-based earthquake engineering (PBEE) provides a practical methodological
for evaluating the likely seismic performance of existing and new bridges. Although its
formulation may at first appear to be complex, there are now standard analytical tools
that facilitate its application to actual projects. Most importantly, it takes advantage of
recent advances in probabilistic seismic hazard assessment techniques, tracks the
uncertainty associated with key parameters of the analysis, and documents the application
of engineering judgment and decisions during the design and evaluation process.

- One of the most important steps in the PEER-PBEE methodology is also one of the most
challenging ones, i.e., to define a robust relationship between seismic response, damage
condition, and repair actions. Analytical models combined with engineering judgment
based on recommendations from a panel of experts are currently the most reliable ways to
estimate these types of relationships. The lack of robust relationships that connect the
calculated response of engineered systems and the consequences of these responses in
terms of death, dollars, and downtimes remains one of the most significant limitations to
wider use of this methodology.

- The characterization of the ground motion hazard is an important step in the PEER-PBEE
approach. For a selected ground motion hazard level, the most important parameters in
this problem were the error term in the estimation of the residual lateral displacement at
the abutments and the residual undrained shear strength of the potentially liquefiable
layers. Overall, however, the most dominant factor was the spectral acceleration at the
degraded period of vibration of the potentially sliding mass. No other parameter was
more important than the ground motion parameter that was used to define the seismic hazard at the site.

- The combination of engineering judgment and simple analytical models can lead to reasonable estimates of the seismic performance of bridge systems undergoing liquefaction-induced lateral ground displacement. The results of these simple models can guide the decision of whether the use of more advanced analyses is required or not.

10.3 FUTURE RESEARCH

- Development of an enhanced, yet still simple, analytical model suitable for dynamic analysis of a bridge-foundation-soil system is required. This model could be a combination of the nonlinear lumped mass coupled sliding model proposed by Rathje and Bray (2000) and the current simplified coupled model.
- Ground motion selection is an important topic warranting additional attention for cases where the bridge evaluation requires more site-specific analysis. Given the importance of the characteristics of the ground motion, the development of guidelines for ground motion selection is of great importance.
- Although it is possible to quantify the consequences of a seismic event in terms other than repair costs, such as downtimes, repair times, or number of deaths, the database available to calibrate these models is still lacking. Hence, it is difficult to make reliable estimations in these terms. More robust relationships are required between engineering demand parameters, damage measures, and decision variables. Gathering sufficient real data is a critical next step.
- Improved evaluation procedures that incorporate the effects that inertial loads have in cases where the bridge deck is present are required. This would include development of guidelines of when and how these inertial loads should be incorporated in the analysis.
- Incorporation of the bridge’s transverse response in the seismic performance evaluation is required.
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Appendix A: Representative MATLAB Routines

This section presents the MATLAB routines that were used to estimate the probability of exceeding a certain level of residual longitudinal displacement at the abutments due to liquefaction-induced lateral ground displacement, for a given intensity measure of the ground motion.

The main routine is called “master.m.” In that routine the user needs to specify the set of displacement at which the required probability is going to be calculated, and also appropriate input values for the parameters $T_s$, $\mu_{Sur}$, $\sigma_{Sur}$, $Sa$, and $M_w$. For the evaluation of the sensitivity parameters it is also necessary to input the standard deviation of the random variables $S_{ur}$, $\alpha$, and $\varepsilon$ along the diagonal of the diagonal matrix $D$. The main routine then calls the toolbox FERUM with input file “inputfile_*.m,” which in turns makes use of the function “GetD_*.m.” The latter function calculates the amount of lateral displacement for given values of $S_{ur}$, $\alpha$, $\varepsilon$, $T_s$, $Sa$, and $M_w$ using the expression developed by Bray and Travasarou (2007).
% Routine master.m
%

close all
clear all
clc

dlist=[0.5 1]; % inches

Ts = 0.14; % -- LEFT (May17.07)
musur = 649; % psf -- LEFT (Jun29.07)
sdsur = 260; % psf -- LEFT (Jun29.07)

Ts = 0.16; % -- RIGHT (May17.07)
musur = 512; % psf -- RIGHT (Jun29.07)
sdsur = 205; % psf -- RIGHT (Jun29.07)

Ts = 0.13; % -- NoLiq -- LEFT & RIGHT
musu = 975; % psf -- Upper Clay -- LEFT & RIGHT
sdu = 244; % psf -- Upper Clay -- LEFT & RIGHT

% LEFT
sa = 0.346; Mw = 6.6; % New (9/7/07)
sa = 0.879; Mw = 6.6;
sa = 1.591; Mw = 6.8;
sa = 2.333; Mw = 7.0;

% RIGHT
sa = 0.334; Mw = 6.6; % New (9/7/07)
sa = 0.869; Mw = 6.6;
sa = 1.580; Mw = 6.8;
sa = 2.326; Mw = 7.0;

% NoLiq -- LEFT & RIGHT
sa = 0.348; Mw = 6.6; % New (9/7/07)
sa = 0.874; Mw = 6.6;
sa = 1.579; Mw = 6.8;
sa = 2.309; Mw = 7.0;

D=zeros(3,3);

% D(1,1)=sdsur; % Liq case
D(1,1)=sdu; % NonLiq case
D(2,2)=0.86603;
D(3,3)=0.66;

k=1;
for i=1:length(dlist)
    d=dlist(i);
    run inputfile_liqLEFT
    % run inputfile_liqRIGHT
    % run inputfile_noLiq
    ferumFORM
    p(k)=formresults.pf1;
    impt_gamma(:,k)=formresults.imptg;
    impt_delta(:,k)=D*formresults.beta_sensi_thetaf(:,1);
    impt_eta(:,k)=D*formresults.beta_sensi_thetaf(:,2);
    k=k+1;
end
% Routine inputfile_liqLEFT.m
% output_filename = 'outputfile_liqLeft.txt';

probdata.marg(1,:) = [ 2  muSur sdSur muSur 0. 0. 0. 0. 0.]; % Sur (lognormal)
probdata.marg(2,:) = [ 6 3.5 0.86603 3.5 0. 0. 0. 0. 0.]; % alpha (uniform)
probdata.marg(3,:) = [ 1 0.00 0.66 0.00 0. 0. 0. 0. 0.]; % epsilon (normal)

probdata.parameter = distribution_parameter(probdata.marg);
probdata.correlation = [1.0 0.0 0.0;
                       0.0 1.0 0.0;
                       0.0 0.0 1.0];

analysisopt.ig_max = 100;       % Maximum number of global iterations allowed in the
search algorithm
analysisopt.il_max = 5;         % Maximum number of line iterations allowed in the
search algorithm
analysisopt.el = 0.001;         % Tolerance on how close design point is to limit-
state surface
analysisopt.e2 = 0.001;         % Tolerance on how accurately the gradient points
towards the origin
analysisopt.step_code = 0;      % 0: step size by Armijo rule, otherwise: given value
(0 < s <= 1) is the step size.
analysisopt.grad_flag = 'FFD';  % 'DDM': direct differentiaclotion, 'FFD': forward
finite difference

%analysisopt.sim_point = 'origin';
analysisopt.sim_point = 'dspt';
analysisopt.stdv_sim  = 1;
analysisopt.num_sim   = 10000;
analysisopt.target_cov = 0.05;

femodel = 0;
randomfield = 0;

for i = 1:length(d)
  gfundata(i).evaluator = 'basic';
gfundata(i).type = 'expression';
gfundata(i).parameter = 'no';
gfundata(i).expression = [num2str(d(i)) ' - ' ...
                           'GetD_Left(x(1),x(2),x(3),' ...
                           num2str(Ts) ', ' ...
                           num2str(Mw) ', ' ...
                           num2str(sa) ')'];
end

system.system=[length(d)];
system.scis_max = 20000;
system.scis_min = 10000;
system.cov_max  = 0.05;
function [D] = GetD_Left(Sur, alpha, epsilon, Ts, Mw, Sa)
% function [D] = GetD_Left(Sur, alpha, epsilon, Ts, Mw, Sa)
% % Input
% Sur: Post-liquefaction undrained shear strength (psf)
% alpha: Number of diameters, above and below liquefiable layer, to points of fixity
% epsilon: Error term in Bray an Travasarou (2007)
% Ts: Initial fundamental period of the potential sliding mass
% Mw: Moment magnitude
% Sa: Spectral acceleration at 1.5Ts
% Output
% D: Residual displacement of abutment in longitudinal direction (inches)
%
% Parameters for FPiles (lbf)
Es = 29000000; % Young's modulus of steel (lbf/in^2)
Ip = 2549; % Moment of inertia of one pile (in^4)
H = 2.5; % Thickness of liquefiable layer (feet) -- LEFT
N = 6; % Number of Piles
My = 1381; % Plastic moment of one pile (kips*ft)
R = 1; % Radius of one pile (feet)

% Parameters for FPassive (lbf)
g_abut = 4; % inches (10 cm)
k_abut = 21.8; % kips/in/ft
p_abut = 32.7; % kips/ft
W = 43; % Width of back wall (feet)

% Other parameters
A = 55*71; % Base area of potential failure surface (ft^2) -- LEFT

% Calculations
syms d real
assignin('base','H',H); assignin('base','alpha',alpha); assignin('base','R',R);
assignin('base','N',N); assignin('base','Es',Es); assignin('base','Ip',Ip);
assignin('base','My',My);
FPiles = subs('GetFPilesSmooth(0.5*d,H,alpha,R,N,Es,Ip,My)'); % lbf
FPiles = vpa(FPiles);
assignin('base','g_abut',g_abut); assignin('base','k_abut',k_abut);
assignin('base','p_abut',p_abut); assignin('base','W',W);
FPassive = subs('GetFPassiveSmooth(0.5*d,g_abut,k_abut,p_abut,W)'); % lbf
FPassive = vpa(FPassive);
assignin('base','Sur',Sur); assignin('base','FPiles',FPiles);
assignin('base','FPassive',FPassive);
assignin('base','A',A);
S = subs('Sur + (FPiles + FPassive)/A'); S = vpa(S); % psf
ky = GetKySmooth(S,'l1'); % ky(S) -- LEFT

% From Bray and Travasarou (2007)
eqn = log(d) - (-1.10 - 2.83*log(ky) - 0.333*(log(ky))^2 + ...
0.566*log(ky)*log(sa) + 3.04*log(sa) - 0.244*(log(sa))^2 + ...
1.50*Ts + 0.278*(Mw-7) + epsilon);
eqn = char(vpa(eqn)); % char() is required for Matlab 7
if feval(inline(eqn),1)<0
dsol = fzero(inline(eqn),[1 1e6]); % cm
dsol = dsol/2.54; % inches
else
dsol = 1/2.54; % inches
end
D = dsol;
function [F] = GetFPilesSmooth(d,H,alpha,R,N,Es,Ip,My)
% function [F] = GetFPilesSmooth(d,H,alpha,R,N,Es,Ip,My)
% 
% Input        d:      Displacement (inches)
% %
% Parameters   H:      Thickness of liquefiable layer (feet)
% %
% alpha:  Number of diameters, above and below liquefiable
% %
% layer, to points of fixity
% %
% R:      Radius of one pile (feet)
% %
% N:      Number of piles
% %
% Es:     Young's modulus of steel (lbf/in^2)
% %
% Ip:     Moment of inertia of one pile (in^4)
% %
% My:     Plastic moment of one pile (kips*ft)
% %
% Output       F:      Total shear force in piles system (lbf)

ft2in = 12;
kips2lbf = 1000;

L = H + 2*(alpha*2*R); % feet
L = L*ft2in; % inches
My = My*kips2lbf*ft2in; % lbf*ft
Vy = (2*My/L)*N; % lbf
dy = My*L^2/(6*Es*Ip); % inches

b = 0;
RR = 10;

deq = d/dy;

Feq = b*deq + (1-b)*deq./((1+deq.^RR).^(1/RR));
F = Feq*Vy;

return
function [F] = GetFPassiveSmooth(d,g_abut,k_abut,p_abut,W)

% function [F] = GetFPassiveSmooth(d,g_abut,k_abut,p_abut,W)
%
% % Input
d: Displacement (inches)
%
% Parameters
g_abut: Abutment gap (inches) -- Caltrans units
% k_abut: Abutment linear stiffness (kips/in/foot)
% p_abut: Abutment total passive capacity (kips/foot)
% W: Width of back wall (feet)
%
% Output
F: Passive reaction at the abutment (lbf)

RR = 10;

dy = 0.5*p_abut/k_abut; % inches
Vy = p_abut*1000*W/2; % lbf

deq = (d-g_abut-dy)/dy;

% b=0
Feq = 1 + deq./((1+deq.^RR).^((1/RR)));
F = Feq*Vy;

return
function [ky] = GetKySmooth(S, side)

% function [ky] = GetKySmooth(S, side)
% % Input      S:    Total equivalent shear strength of liquefiable layer %
%               (includes passive reaction, piles reaction)
% %       side: 'l' or 'r' (left or right)
% % Output     ky:   Yield coefficient

RR = 200;

if side == 'l'
    Sy = 0.5*500000;    % psf
    kys = 0.0004*Sy;    % --
    Sys = 0.0895/0.0004; % psf
    Seq = (S-Sys-Sy)/Sy;
    % b=0
    kyeq = 1 + Seq./((1+Seq.^RR).^(1/RR));
    ky = kyeq*kys;
elseif side == 'r'
    Sy = 0.5*500000;    % psf
    kys = 0.0004*Sy;    % --
    Sys = 0.1132/0.0004; % psf
    Seq = (S-Sys-Sy)/Sy;
    % b=0
    kyeq = 1 + Seq./((1+Seq.^RR).^(1/RR));
    ky = kyeq*kys;
elseif side == 'nl'   % No Liquefaction Case - LEFT & RIGHT
    Sy = 0.5*500000;    % psf
    kys = 0.0004*Sy;    % --
    Sys = 0.1473/0.0004; % psf
    Seq = (S-Sys-Sy)/Sy;
    % b=0
    kyeq = 1 + Seq./((1+Seq.^RR).^(1/RR));
    ky = kyeq*kys;
end
Appendix B:  Pile Design

This section presents the design of the piles under the abutments and piers of the example described in Chapter 6.
1 Design Loads

The design loads for the piles system are a function of the characteristics of the bridge pier that it supports. In this report, the case of Bridge Type 1 (height=22 feet) and Column Type A (i.e. a circular reinforced concrete column with a diameter of 4 feet and 2\% of steel reinforcement) will be analyzed. The loads in this case are (Ketchum, 2004)

\[
P_{DL} = 1796 \text{kips} \\
P_{LL} = 418 \text{kips} \\
M_p = 5674 \text{kips ft} \Rightarrow M_o = 1.2M_p = 6809 \text{kips ft} \\
V_p = 516 \text{kips} \Rightarrow V_o = 1.2V_p = 619 \text{kips}
\]

where \(P_{DL}\) and \(P_{LL}\) correspond, respectively, to the dead and live axial loads at the bottom of each pier section, \(M_p\) is the plastic moment of the pier based on the average of the axial dead and earthquake loads, \(V_p\) is the shear force associated with \(M_p\), and \(M_o\) and \(V_o\) are the overstrength moment and shear capacities of each pier, respectively.

2 Subsurface Characterization

Figure 1 shows the soil properties that will be considered.

3 Foundation Type

A group of 3 \times 2 circular open-ended steel piles (PP 24 \times 0.5, \(f_y = 60\text{ ksi}\)), with a center-to-center spacing of 6 ft and a length of 60 ft, have been pre-selected for design. The dimensions and properties of each pile are (Coduto, 2001):
Figure 1: Soil profile at the right abutment

External diameter: \( D = 24 \text{ in} \)
Thickness: \( t = 0.5 \text{ in} \)
Area: \( A = 36.91 \text{in}^2 \)
Moment of inertia: \( I = 2549 \text{in}^4 \)
Section modulus \( S = 212.4 \text{in}^3 \)
Weight \( w = 126 \text{lbf/ft} \)

4 Axial Loads

4.1 Structural Capacity

The axial load in a pile should not exceed the factored axial structural capacity (Barker et al., 1991), i.e.

\[
r \phi_a P_n \geq \gamma_D P_D + \gamma_L P_L
\]

For steel pipes the eccentricity factor is \( r = 0.87 \) and the performance factor is \( \phi_a = 0.85 \), the nominal structural capacity of the pile is \( P_n = f_y A_y = 60 \text{ksi} \times 36.91 \text{in}^2 = 2214.6 \text{kips} \), the load factors are \( \gamma_D = 1.3 \times 1.0 = 1.30 \) and \( \gamma_L = 1.3 \times 2.2 = 2.86 \), and the axial loads are \( P_D = P_{DL}/6 = 1796 \text{kips}/6 = 299.3 \text{kips} \) and \( P_L = P_{LL}/6 = 418 \text{kips}/6 = 69.7 \text{kips} \), then

\[
0.87 \times 0.85 \times 2214.6 \text{kips} \geq 1.30 \times 299.3 \text{kips} + 2.86 \times 69.7 \text{kips}
\]

\[
1637.7 \text{kips} \geq 588.4 \text{kips}
\]

which implies that the structural axial capacity is appropriate.
4.2 Soil Capacity

The ultimate bearing capacity of a pile is the sum of the skin and point resistances minus the weight of the pile

\[ Q_{ult} = Q_s + Q_p - W \]

The tip resistance can be estimated as

\[ Q_p = A_p q_p \]

Since the penetration-to-diameter ratio is \(60/2 = 30\), the soil plug may be considered rigidly embedded (Paikowsky and Whitman, 1990) which means that \(A_p = \pi 2^2/4 = 3.14 \text{ ft}^2\).

In cohesionless soils, like sand, the drained ultimate tip resistance may be approximated as (Kulhawy et al., 1983)

\[ q_p = \sigma'_v N_q s_q d_q r_q \]

where the term \(N_q s_q d_q r_q\) can be estimated from the friction angle, \(\phi' = 40^\circ\), and the rigidity index \(I_r\) where for dense sands (Kulhawy et al., 1983)

\[ I_r \approx \frac{110}{(\sigma'_v)^{0.5} \tan \phi'} \]

with \(\sigma'_v\) is in tsf. At the bottom of the pile we have that

\[ \sigma'_v = 110 \times 8 + 120 \times 32 + 135 \times 20 - 62.428 \times (32 + 20) \]
\[ \sigma'_v = 4173.7 \text{ psf} \Rightarrow \sigma'_v = 2.09 \text{ tsf} \]

\[ \Rightarrow I_r \approx \frac{110}{(2.09)^{0.5} \tan 40^\circ} = 90.7 \]

For \(\phi' = 40^\circ\) and \(I_r = 90.7\), \(N_q s_q d_q r_q \approx 94\), then \(q_p = \sigma'_v N_q s_q d_q r_q = 4173.7 \text{ psf} \times 94 = 392.3 \text{ ksf} \) and

\[ Q_p = 3.14 \text{ ft}^2 \times 392.3 \text{ ksf} = 1231.8 \text{ kips} \]

The ultimate load carried by the pile shaft is

\[ Q_s = A_s q_s \]

The surface area of the pile shaft is \(A_s = \pi \times 2 \times 60 = 376.99 \text{ ft}^2\). The skin friction of piles in cohesionless soils can be estimated using the following equation (Meyerhof, 1976)

\[ q_s = \frac{\bar{N}}{50} \text{ in tsf} \]
The weighted average of the uncorrected SPT blow counts along the pile shaft is \( N \approx 17.1 \), then \( q_s \approx 0.34 \text{tsf} = 680 \text{psf} \), and

\[
Q_s = 376.99 \text{ft}^2 \times 680 \text{psf} = 256.4 \text{kips}
\]

The weight of the pile \( W \) is (neglecting the weight of the soil plug)

\[
W = 126 \frac{\text{lbf}}{\text{ft}} \times 60 \text{ft} = 7680 \text{lbf} = 7.6 \text{kips}
\]

Then, the ultimate bearing capacity of one pile is

\[
Q_{ult} = 256.4 \text{kips} + 1231.8 \text{kips} - 7.6 \text{kips}
\]

\[
Q_{ult} = 1480.6 \text{kips}
\]

What needs to be verified is that

\[
\phi_q Q_{ult} \geq \gamma_D P_D + \gamma_L P_L
\]

where, for the methods that were used to estimate \( q_s \) and \( q_p \), the performance factor is \( \phi_q = 0.45 \), then

\[
0.45 \times 1480.6 \text{kips} \geq 588.4 \text{kips}
\]

\[
666.3 \text{kips} \geq 588.4 \text{kips}
\]

which shows that the soil capacity for axial loads is appropriate. The ultimate bearing capacity of the group is also appropriate since, in the case of sands, the group capacity can be estimated by adding the capacities of all the piles in the group and conservatively considering a group efficiency of one.

5 Settlement

The settlement \( \rho \) can be estimated as (Meyerhof, 1976)

\[
\rho = \frac{2q\sqrt{XI}}{N_{corr}}
\]

where \( \rho \) is in inches, \( q \) is the net foundation pressure (in tsf) applied at \( 2D_b/3 \), \( X \) is the width of pile group (in ft), and \( I \) is the influence factor of the effective group embedment.

\[1\text{Since in this last version of the soil profile the blow counts are higher than in the original profile, this value of } N \text{ is now a bit conservative. However, since this is an end-bearing pile, this change has a very small effect in the end result.}\]
The depth of embedment in the dense sand is \( D_b = 20 \text{ ft} \Rightarrow \frac{2D_b}{3} = 13.3 \text{ ft} \), \( X = 8 \text{ ft} \), and

\[
q = \frac{P_D + P_L}{8 \times 14} = \frac{(1796 + 418) \times 1000 \text{ lbf}}{8 \times 14 \text{ ft}^2} = 19768 \text{ psf}
\]

\[\Rightarrow q = 9.88 \text{ tsf}\]

also

\[
I = 1 - \frac{D'}{8X} = 1 - \frac{13.3}{8 \times 8} = 0.79 \geq 0.5
\]

and, since \( \phi' = 40^\circ \Rightarrow N \approx 30 \), and

\[
\sigma'_v \approx 110 \times 8 + 120 \times 32 + 135 \times (13.3 + 0.5 \times (35 - 13.3)) - 62.428 \times (32 + 13.3 + 0.5 \times (35 - 13.3))
\]

\[\Rightarrow \sigma'_v \approx 4474.9 \text{ psf} = 2.24 \text{ tsf}\]

then

\[
N_{\text{corr}} = (0.77 \log_{10} (20/\sigma'_v)) N = (0.77 \log_{10} (20/2.24)) 30
\]

\[\Rightarrow N_{\text{corr}} = 22.0\]

and

\[
\rho = \frac{2q\sqrt{X}I}{N_{\text{corr}}} = \frac{2 \times 9.88 \sqrt{8} \times 0.79}{22.0}
\]

\[\Rightarrow \rho = 2.0 \text{ in}\]

The typical allowable total settlement for bridges is 2 in (Coduto, 2001).

### 6 Lateral Deformations

#### 6.1 Single Pile Deflection

The Evans and Duncan (1982) procedure will be used.

First, we need to determine the characteristic load \( P_c \) which in the case of sands is

\[
P_c = 1.57D^2 (E_p R_d) \left( \gamma' D \phi' K_p / (E_p R_d) \right)^{0.57}
\]
where

\[ D = \text{Diameter of Pile} = 2 \text{ ft} = 24 \text{ in} \]

\[ E_p = \text{Young's modulus of steel} = 29000000 \text{ lbf/ in}^2 \]

\[ I_p = \text{Moment of Inertia of pile} = 2549 \text{ in}^4 \]

\[ I_{solid} = \frac{\pi D^4}{64} = 16286 \text{ in}^4 \]

\[ R_f = \text{Moment of inertia ratio} = \frac{I_p}{I_{solid}} = 0.16 \]

\[ \gamma' \approx 120 - 62.428 = 57.6 \text{pcf} = 0.0333 \text{ lb/ in}^3 \]

\[ \phi' \approx 35^\circ \text{ (since } N_{ave} \approx 10 \text{ in the zone of interest) } \]

\[ K_p = \tan^2 \left( 45^\circ + \frac{\phi'}{2} \right) = 3.69 \]

then

\[ P_c = 1.57 \times 24^2 \times (29000000 \times 0.16) \times (0.0333 \times 24 \times 35 \times 3.69) \times (29000000 \times 0.16)^4 \]

\[ P_c = 9348938.5 \text{ lb} = 9349 \text{ kips} \]

Then, we need to calculate the load ratio \( P_{sp}/P_c \), where \( P_{sp} \) is the unfactored lateral load. The ultimate lateral load is \( V_c = 1.2V_p = 619 \text{ kips} \). Let us assume that the unfactored total lateral load is \( 619 \text{ kips} / 3 = 206.3 \text{ kips} \) then, in average, each pile experiments an unfactored lateral load of \( P_{sp} \approx 206.3 \text{ kips} / 6 = 34.4 \text{ kips} \). The load ratio is then \( P_{sp}/P_c = 0.00368 \).

Since \( P_{sp}/P_c = 0.00368 \), the \( Y_{sp}/D \) ratio is about 0.0063, then the single pile deflection is \( Y_{sp} \approx 0.0063 \times 24 = 0.2 \text{ in} \).

### 6.2 Pile Group Deflection

The lateral deflection of a group of piles can be estimated using the empirical equation (Barker et al., 1991)

\[ Y_g = \frac{A + N_{pile}Y_{sp}}{B \sqrt{\frac{S}{D} + \frac{P_{sp}}{C_P}}} \]

where

\[ A = 9 \text{ for sand} \]

\[ N_{pile} = \text{Number of piles in group} = 6 \]

\[ B = 3 \text{ for sand} \]

\[ S = \text{Average spacing of piles} = 6 \text{ ft} \]

\[ D = \text{Pile Diameter} = 2 \text{ ft} \]

\[ P_{sp} \approx 34.4 \text{ kips (from previous sub-section)} \]

\[ C = 16 \text{ for sand} \]

\[ P_N = K_p \gamma D^3 = 3.69 \times 120 \times 2^3 = 3.5 \text{ kips} \]
then

\[ Y_g = \frac{9 + 6}{3\sqrt{\frac{9}{2} + \frac{24.4}{16 \times 3.3}}} Y_{sp} \]
\[ = 2.63 Y_{sp} \]
\[ Y_g \approx 0.5 \text{ in} \]

Coduto (2001) indicates that

Building, bridges, and other similar structures typically tolerate no more than 5 to 20 mm (0.25 in to 0.75 in) of lateral deflection in the foundation.

7 Combined Axial Loads and Bending Moments

From the previous section we know that \( P_c = 9349 \text{ kips} \). The factored lateral load per pile is \( \gamma_h P_{sp} = 1.3 P_{sp} = 1.3 \times 34.4 \text{ kips} = 44.7 \text{ kips} \), then \( \gamma_h P_{sp} / P_c = 0.005 \Rightarrow M_{sp} / M_c \approx 0.003 \).

For sands, the characteristic moment \( M_c \) is defined as

\[ M_c = 1.33 D^3 (E_p R_f) (\gamma' D \phi' K_p / (E_p R_f))^0.4 \]

then

\[ M_c = 1.33 \times 24^3 (29000000 \times 0.16) (0.0333 \times 24 \times 35 \times 3.69 / (29000000 \times 0.16)) \]
\[ = 1.175 \times 10^6 \text{ lb ft} \]
\[ \Rightarrow M_c = 97917 \text{ kips ft} \]

and the bending moment in a single pile is \( M_{sp} \approx 0.003 \times 97917 \text{ kips ft} \Rightarrow M_{sp} = 293.8 \text{ kips ft} \).

The maximum bending moment in a pile within a pile group \( M_g \) can be estimated as (Barker et al., 1991)

\[ M_g = \left( \frac{Y_g}{Y_{sp}} \right)^n M_{sp} \]

The \( Y_g / Y_{sp} \) ratio is 2.63 and, for sands

\[ n = \frac{\gamma_h P_{sp}}{300 P_N} + 0.3 = \frac{44.7 \text{ kips}}{300 \times 3.5 \text{ kips}} + 0.3 \approx 0.34 \]

then

\[ M_g = 2.63^{0.34} M_{sp} \]
\[ = 1.39 M_{sp} \]
\[ \Rightarrow M_g = 408 \text{ kips ft} \]
Figure 2: Normalized load-moment interaction curve for steel pipe piles (after Barker et al., 1991)

The normalized load-moment interaction curves shown in Figure 2 will be used to check the structural adequacy of the piles.

Let us assume that the unfactored flexural moment is \( M_o / 3 = 6809 \text{kips} \cdot \text{ft} / 3 = 2270 \text{kips} \cdot \text{ft} \). Then, the maximum axial load per pile due to the earthquake load is \( P_{EQ} = 2270 \text{kips} / 12 \text{ft} / 2 = 95 \text{kips} \). The combined axial load per pile is \( 1.3 \cdot (P_D + P_{EQ}) = 1.3 \cdot (1796/6 + 95) = 513 \text{kips} \). On the other hand, the nominal axial structural capacity of the pile is \( P_n = 2214.6 \text{kips} \), and the performance factor for \( P_n \) is \( \phi_n = 0.85 \). Then \( \phi_n P_n = 1882 \text{kips} \).

The factored design bending moment is \( \gamma_r M = 1.3 \times 408 \text{kips} \cdot \text{ft} = 530 \text{kips} \cdot \text{ft} \). The nominal structural moment capacity of the pile is \( M_n = f_y Z_p \), where \( Z_p \) is the plastic section modulus \( (Z_p = 276.2 \text{in}^3) \), then \( M_n = 60 \text{ksi} \times 276.2 \text{in}^3 = 16572 \text{kips in} = 1381 \text{kips ft} \). The performance factor for \( M_n \) is \( \phi_m = 0.9 \). Then \( \phi_m M_n = 1243 \text{kips ft} \).

The ratios \( \sum \gamma_i P_i / \phi_n P_n \) and \( \sum \gamma_r M / \phi_m M_n \) are \( 513/1882 = 0.27 \) and \( 530/1243 = 0.43 \), respectively. The point at the coordinate values \((0.27, 0.43)\) falls inside the acceptable range on the normalized load-moment interaction diagram, which means that the pile is adequate.
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Remark 1 In the design of the piles under the abutment, some of the results from the design of the piles under the piers were used.

1 Subsurface Characterizations

Figure 1 shows the soil properties that will be considered.

2 Abutment Details

Figures 2 and 3 show the dimensions of the abutment. Please note that the piles will be designed considering only one row of them.

3 Foundation Type

One row of open-ended steel piles (PP 24 × 0.5, \( f_p = 60 \text{ ksi} \)), with a length of 70 ft, will be considered for design. The dimensions and properties of each pile are:

- External diameter: \( D = 24 \text{ in} \)
- Thickness: \( t = 0.5 \text{ in} \)
- Area: \( A = 36.91 \text{ in}^2 \)
- Moment of inertia: \( I = 2549 \text{ in}^4 \)
- Section modulus: \( S = 212.4 \text{ in}^3 \)
- Weight: \( w = 126 \text{ lbf/ft} \)
Figure 1: Soil Profile at the Right Abutment

Figure 2: Abutment-Side View
Figure 3. Abutment-Plan View
4 Design Loads

4.1 Loads from the superstructure

The vertical loads at the abutment $P_{\text{abutment}}$ can be estimated as

$$P_{\text{abutment}} = P_{\text{column}} \frac{L_2}{L_1 + L_2}$$

where $P_{\text{column}}$ is the vertical load acting on any column, $L_1$ is the horizontal distance between columns, and $L_2$ is the horizontal distance between the center of the last column and the abutment. In our case $P_{\text{column}} = P_{DL}$ or $P_{LL}$ and $L_1 = 150\text{ft}$ and $L_2 \approx 120\text{ft}$, then the vertical dead and live loads at the abutment are

$$P_{DL} = 1796 \text{ kips} \times \frac{120}{150 + 120} = 798 \text{ kips}$$

$$P_{LL} = 418 \text{ kips} \times \frac{120}{150 + 120} = 186 \text{ kips}$$

4.2 Loads from earth pressures

If the thickness of the footing is assumed to be $T = 3\text{ ft}$, the earth pressure will act over a height $H = 14 + 3 = 17\text{ ft}$. The earth pressure must be investigated for 75% of the active earth pressure (i.e., $K_a = 0.75 \times 0.3 = 0.225$) (Caltrans, 1988). The lateral force is $p_a = \frac{1}{2} K_a \gamma H^2 = \frac{1}{2} \times 0.225 \times 135 \times 17^2 = 4.4 \text{kips/ft}$. Since the width is 45 ft, then the total lateral force is $P_a = 4.4 \times 45 = 198 \text{kips}$. This lateral force will induce a moment of $M = 198 \text{kips} \times \frac{1}{3} \times 17 \text{ ft} = 1122 \text{kips ft}$ (clockwise).

4.3 Dead load from abutment structure

Assuming a unit weight for the concrete of $\gamma_c = 155 \text{pcf}$, the loads coming from the weight of the concrete structure at the abutment, and the weight of the blocks of soils that are supported by the pile cap, are

$$P = 698 \text{kips}$$

$$M = -862 \text{kips ft} \text{ (counterclockwise)}$$

5 Design

Let $N$ be the number of required piles.
5.1 Axial Loads

Structural Capacity

The requirement is (Barker et al., 1991)

\[ r \phi_a P_n \geq \gamma_D P_D + \gamma_L P_L \]

In our case \( P_D = 798 + 698 = 1496 \text{ kips} \), \( P_L = 186 \text{ kips} \), then

\[
0.87 \times 0.85 \times 2214.6 \text{kips} \geq \frac{1.30 \times 1496 \text{kips} + 2.86 \times 186 \text{kips}}{N} \\
N \geq \frac{2477 \text{kips}}{1638 \text{kips}} = 1.5 \\
\Rightarrow N \geq 2 \tag{1}
\]

Soil Capacity

The requirement is \(^1\) (Barker et al., 1991)

\[
\phi_q Q_{ult} \geq \gamma_L P_D + \gamma_L P_L \\
0.45 \times 1480.6 \text{kips} \geq \frac{1.30 \times 1496 \text{kips} + 2.86 \times 186 \text{kips}}{N} \\
N \geq \frac{2477 \text{kips}}{666 \text{kips}} = 3.7 \\
\Rightarrow N \geq 4 \tag{2}
\]

5.2 Settlement

The requirement is (Barker et al., 1991, Shantz, T., 2006)

\[ \rho = \frac{2q\sqrt{XI}}{N_{corr}} \leq 0.5 \text{ in} \]

If the center-to-center spacing between piles is \( 3D = 6 \text{ ft} \), then

\[ q = \frac{(798 + 186) \times 1000 \times 1}{2 \times (2N + 4(N - 1)) \times 2000} = \frac{492}{12N - 8} \text{ tsf}, \text{ and} \]

\[ X = 2 \text{ ft} \]

\[ I = 1 - \frac{D'}{8X} = 1 - \frac{13.3}{8 \times 2} = 0.17 \geq 0.5 \Rightarrow I = 0.5 \]

\[ N_{corr} = 22 \]

\(^1\)This value of \( Q_{ult} \) comes from the piles under the columns of the bridge. Since this is an end-bearing pile, and the tip resistance of all piles is the same, this value of \( Q_{ult} \) is a bit conservative.
then

\[
\frac{2 \frac{492}{(12N-8)} \sqrt{20.5}}{22} \leq 0.5
\]

\[
N \geq 5.9
\]

\[
\Rightarrow N \geq 6
\]

(3)

From equations (1), (2), and (3), the required number of piles is \( N = 6 \). This is the number of piles that will be assumed for the remaining sections of this report.

5.3 Lateral Deformations

The manual by Barker et al. (1991) was used for this section.

Single pile deflection

Since \( P_c = 9349 \) kips, and \( P_{sp} = 198/N = 198/6 = 33 \) kips, then \( P_{sp}/P_c = 0.0035 \Rightarrow Y_{sp}/D \approx 0.006 \Rightarrow Y_{sp} \approx 0.14 \) in.

Pile group deflection

The lateral deflection of the group of piles can be estimated using the empirical equation

\[
Y_g = \frac{A + N_{pile} Y_{sp}}{B \sqrt{\frac{s}{D} + \frac{P_{sp}}{C P_N}}}
\]

where

\[
A = 9 \text{ for sand}
\]

\[
N_{pile} = \text{Number of piles in group} = 6
\]

\[
B = 3 \text{ for sand}
\]

\[
S = \text{Average spacing of piles} = 6 \text{ ft}
\]

\[
D = \text{Pile Diameter} = 2 \text{ ft}
\]

\[
P_{sp} \approx 33 \text{ kips (from previous sub-section)}
\]

\[
C = 16 \text{ for sand}
\]

\[
P_N = K_p \gamma D^3 = 3.69 \times 120 \times 2^3 = 3.5 \text{ kips}
\]

then
\[ Y_g = \frac{9 + 6}{3\sqrt{\frac{2}{2} + \frac{33}{16 \times 3.5}}} Y_{sp} \]
\[ = 2.64 Y_{sp} \]
\[ Y_g \approx 0.4 \text{ in} \]

Please note that in this estimation it has been assumed that the bridge deck does not contribute to control the lateral deformation of the abutment. Also, Coduto (2001) indicates that

Building, bridges, and other similar structures typically tolerate no more than 5 to 20 mm (0.25 in to 0.75 in) of lateral deflection in the foundation.

5.4 Combined Axial Loads and Bending Moments

We know that \( P_c = 9349 \text{kips} \). The factored lateral load per pile is \( \gamma_h P_{sp} = 1.3 P_{sp} = 1.3 \times 33 \text{kips} = 42.9 \text{kips} \), then \( \gamma_h P_{sp} / P_c = 0.0046 \Rightarrow M_{sp} / M_c \approx 0.0026 \).

Since \( M_c = 97917 \text{kips ft} \) the bending moment in a single pile due to the shear force is \( M_{sp} \approx 0.0026 \times 97917 \text{kips ft} \Rightarrow M_{sp} = 254.6 \text{kips ft} \). Additionally, the loads from the earth pressures, and the dead loads from the abutment structure, apply a bending moment of \( (1122 \text{kips ft} - 862 \text{kips ft}) / 6 = 43.3 \text{kips ft} \). Then, the total factored bending moment in a single pile is \( M_{sp} = 254.6 + 1.3 \times 43.3 = 311 \text{kips ft} \).

The maximum bending moment in a pile within a pile group \( M_g \) can be estimated as (Barker et al., 1991)

\[ M_g = \left( \frac{Y_g}{Y_{sp}} \right)^n M_{sp} \]

The \( Y_g/Y_{sp} \) ratio is 2.64 and, for sands

\[ n = \frac{\gamma_h P_{sp}}{300 P_N} + 0.3 = \frac{42.9 \text{kips}}{300 \times 3.5 \text{kips}} + 0.3 \approx 0.34 \]

then

\[ M_g = 2.64^{0.34} M_{sp} \]
\[ = 1.39 M_{sp} \]
\[ \Rightarrow M_g = 432 \text{kips ft} \]

The normalized load-moment interaction curves shown in Figure 4 will be used to check the structural adequacy of the piles.
The combined axial load per pile is \((1.30 \times 1496 \text{kips} + 2.86 \times 186 \text{kips}) \div N = 413 \text{kips}\). On the other hand, the nominal axial structural capacity of the pile is \(P_n = 2214.6 \text{kips}\), and the performance factor for \(P_n\) is \(\phi_n = 0.85\). Then \(\phi_n P_n = 1882 \text{kips}\).

The factored design bending moment is 432 kips ft. The nominal structural moment capacity of the pile is \(M_n = f_y Z_p\), where \(Z_p\) is the plastic section modulus \((Z_p = 276.2 \text{in}^3)\), then \(M_n = 60 \text{ksi} \times 276.2 \text{in}^3 = 16572 \text{kips in} = 1381 \text{kips ft}\).

The performance factor for \(M_n\) is \(\phi_m = 0.9\). Then \(\phi_m M_n = 1243 \text{kips ft}\).

The ratios \(\sum \gamma_t P_i / \phi_n P_n\) and \(\sum \gamma_m M_i / \phi_m M_n\) are \(413/1882 = 0.22\) and \(432/1243 = 0.35\), respectively. The point at the coordinate values \((0.22, 0.35)\) falls inside the acceptable range on the normalized load-moment interaction diagram, which means that the pile is adequate.

## 6 Summary

Under the abutment, one row of six open-ended steel piles (PP \(24 \times 0.5, f_y = 60 \text{ksi}\)), with a length of 70 ft, and with a center-to-center spacing of 6 ft is required. However, the total width of the abutment in plan view is 45 ft, and
six piles installed at the required spacing of 6 ft will only span a distance of 32 ft. Hence, in the final design, the pile spacing is increased to 8 ft so that the pile foundation now spans a distance of 42 ft under the abutment.

References


Appendix C: Ultimate Capacity Calculation Sheet—PYCAPSI

Below is a snapshot of the Excel spreadsheet developed by Professors Mokwa and Duncan to estimate the ultimate passive reaction against pile caps. The electronic file can be obtained by contacting Prof. Mokwa at: rmokwa@ce.montana.edu.
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