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Why Blind Predictions/Challenges?

= Highlight the gap between analysis & experiments
= What are the sources of these differences?
= A step towards IV&V [Independent Verification & Validation]

= What does this mean to:
= Safety of our structures
= Expected performance levels (Immediate Occupancy vs. Operational)
= Hybrid simulation, that relies on accurate modeling of part of the system

= How to systematically improve the analytical predictions?

= Many possibilities for blind predictions (challenges) of existing
& new components, systems & systems of systems.
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Future 2019-2028 PEER Blind
Prediction Contests & Challenges

—-— Iy

PEER core institutions include major labs
with unique features offering opportunities

for future blind prediction contests:
v The largest 1 DOF shaking table (UCSD)

v The largest 6 DOF shaking table (UC Berkeley)

v The largest geotechnical centrifuge (UC Davis)

v The largest field testing facility (UCLA)

v The largest tsunami wave tank (OSU) 5o W i
v’ The largest shaking table array (UNR) Campus woodland Downtown

\ AT

* PEER will be engaged in a multidisciplinary
research in TBSI (Tsinghua-Berkeley
Shenzhen Institute) to develop the digital twin
of urban system to create city’s resiliency
against hazardous conditions.

* A4 km? testbed in Shenzhen will be outfitted = % e~

with sensors to validate algorithms & tools SR/ (2 testbed in Shenzhen

offering a playground for future Al challenges.



Class B Blind Prediction of a Large-
Scale Shaking Table Test on a
Shallow Foundation in Liquefied Soils
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Background and Motivation

= 2011 M9.0 Tohoku Earthquake

= Widespread Liquefaction
= 27,000 buildings damaged
= Similar to Christchurch, NZ

= Building foundation performance varied

= Deep foundations - good performance
= Shallow foundations - extensive

= 0cm <30cm < 70 cm

damage

Factor of 2.3

f70cm=30cm-l-40cm 5
Building (Pile Supported) Building (Mat Foundation)
-No Settlement -70cm Settlement

Free field
-30cm Settlement

Photo: Ashford et al., 2011
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Shaking Table Test — June 19-21 2018
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Blind Prediction Timeline

09/19/2018 Pre-announcement published

10/24/18 Website went live, news published
11/9/2018 Deadline for questions

12/16/2018 Deadline for submitting prediction results
12/21/2018 Winner notified

UC Berkeley | CALTECH | OSU | Stanford | UC Davis | UCI |UCLA | UCSD | UNR | USC | UW

Pacific Earthquake Engineering Research Center

Home NewsandEventsv Researchv  Publications & Products  Laboratoriesv  Library §Abou(vi

Home » News and Events » Blind Prediction Contest 20
Blind Prediction Contest 2018

! 2018 Blind Prediction

Contest

oy
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Blind Prediction Summary

1 FLIP 2D
2 LS-Dyna 3D
3 ANSYS 2D
4 OpenSees 2D
5 FLAC 2D
6 OpenSees 3D
7 Plaxis 2D
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Blind Prediction Results!

» Third Place:

Arup
Nick O'Riordan, Anton Pillai, Samila Bandara & Ulas Cilingir
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Blind Prediction Results!

» Second Place:

University of Washington
Long Chen & Pedro Arduino
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Blind Prediction Results!

= Winner:

Tokyo Electric Power Services Co., Ltd.
Yuta Nakagama Yuichi Otsuka & Yukio Tamari
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Engineering for the NEXT

Team TEPSCO \

= Yuta Nakagama, Civil Engineer (20’'s) |
= Yuichi Otsuka, Civil Engineer (20’s)

= Yukio Tamari, Ph.D., P.E. Civil Engineer, Manager (50's) Principal Investigator

Yuta Yuichi Yukio

= All are from Research and business incubation office in TEPSCO (Tokyo Electric
Power Services Co., Ltd.), Japan.

= TEPSCO was established in 1960 as an affiliated company of TEPCO to provide
consulting services for electric power industry.
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o .
The beg'nn’ng Of the Engineering ror e NEXT

start of our participation & Gerscd <&

= Due to unexpected set of coincidences

= Announcement about GEESD V 2018 in "PBD-III
Vancouver 20177, BC, Canada

= First encounter with the organizer (Dr. Ramin) in
GEESDV 2018, Austin, TX.

= Got invitation of the Blind prediction contest in
Oct 2018 and accepted.
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What I want to share

with all of you | Gerecd ._ h

Deep gratitude to all.

Key: Soil behavior at large strain.

Please look at our poster on the
numerical analysis using "FLIP TULIP”
during the poster session.

Matter for congratulation will be handed
down to audience.

The winner next time is “you". s A
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PEER Hub Image-Net (®-Net)
2018 Challenge

Yuqging Gao
PhD Candidate, UC-Berkeley
&
Khalid M. Mosalam
PEER Director, Taisei Prof. of Civil Eng., UC-Berkeley



Background

m Deep Learning in vision-based Structural Health Monitoring
- No uniform & systematic detection framework
- Lack of large number, well-organized & labeled data

s Great impact of ImageNet
+ Build discipline-specified ImageNet

m PEER response

+ Build a open-source large-scale dataset & propose framework/pipeline for
automated detection (PEER Hub ImageNet, ®-Net)

+ Hold an inter-discipline competition and aim for baseline performance
+ Promote Al & machine learning in the earthquake engineering community

“The IMAGENET of x”

Structural
ImageNet ?

e g
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Gao, Y. & Mosalam, K.M. (2018). Deep transfer learning for
image-based structural damage recognition. Computer-Aided
Civil & Infrastructure Engineering, 33(9), 748-768.

O-Net & Tasks

s
=)

Task1l: Scene Level Classification

Task5: Collapse Check

Plxel Level Object Level Structural Level

Task4: Material type

' Dan:: Sek(z;heck Damage . . Collapse
Structural
Material type % check check

Yes
[ No damage ] [ Damaged Collapsed
Steel ] [ Concrete ] [Wood ] Bridge Building

nu

Task8: Damage Type

Task7

e
F Damage Damage Damage Damage Level
l o Evaluation Quantification Localization

Moment Braced

Crack
Evaluation

S\II' Frame Frame
palling )
SN i
Beam Column Wwall Joint Brace Task6: Component Type
| —
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Task3: Spalling Check




Organizers

CEE CEE

EECS STATS

Technical
Committee

Khalid Mosalam | Yuqing Gao Selim Gunay John Canny Aditya Guntuboyina WeixGu

Students

Jiawei Chen Xinyan Yang

_Lillian Lau Jiachen Wang Hagen Tam

Wen Tang Enze Cheng Matthew Yeung Rongbing Zhou Yidong Huang Tongyu Chen Ruymg

iu Yinan Guo
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Contributors

Contributor Affiliation Images
Carlos Arteta Universidad del Norte | 710 o
Daniel Gaspar | UC Berkeley 1,068 Original
Images
Jorge Archbold | UC Berkeley 911
Victor Khong UC Berkeley 222
Contributor |Affiliation Images
Victor Khong |CEE, UC Berkeley [2,020
Jiawei Chen CEE, UC Berkeley |5,000
Peijie Li EECS, UC Berkeley [624
Collected
Images Fan Hu CEE, UC Berkeley |2,512
Wen Tang CEE, UC Berkeley |1,300
Hangyu Huang |CEE, UC Berkeley |[1,141
Complete list of Ke Xu CEE, UC Berkeley |1,186
acknowledgements Yinan Guo CEE, UC Berkeley |735

https://apps.peer.berkeley.edu/
phichallenge/acknowledgements
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PEER Hub ImageNet Challenge

vreer @ Challenge 2018 %.¢

O-Net 2018 Challenge

= From August 23 to November 25%, 2018

. . . -u|||||_,.|--PEER “ % Baitme Go gle
s Teams completed 8 multi-classification tasks
= ~30,000 labeled images for training; https://apps.peer.berkeley.edu/spo/
m Total of 68 team applications worldwide, ~50% participation

Finland

Iceland Sweden

., France (1) ,// Canada (1)

Kingd oo //" Canad
o China (11) B
German; Y Lebanon (1) azakhstan 5 N
Franes Mongolia f
o Italy :
Spain | North ” United
£

y'y . Japan S North
China ! a0
Afghanis! Kores i Paci ’ Atlantic
ran | Ocean
|

fic

Iraq Ocean
Algeria Libya Egypt Pakista ’ '
SawdiA India (4) s Taiwan, China (5) | i ? United States (35)
Mali  Niger g Sudan ! Colombia (1)
a |
Nigeria Ethiopia i Venezuel la
; {:'\ Coldmbia
————————————————— BRC— = Kenya-——————— ] S
> : Singapore (1) Papua New \
Tanzania Guinea n Brazil
Angola, 3% )6 T e e . e
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5 otsw e ;
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Atlantic NewZealand(S) Pacific
Resal ¢ South African (1) i Jceal
N
Zeala ,
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Team Submission Statistics

Basic Tasks

1. Scene level identification (Cardinality = 3): 32% to 95%
2. Damage state check (Cardinality = 2): 47% to 91%

Task I o 35 33 31
1 89.25 5.57 30
2 79.28 831 5 No. of teams submitted results (until Nov 25, 6 pm)
3 79.04 245 20 19 20
4 98.16 1.34 20 18 17 18
5+ 6291 528 15
6 71.61 33
7 66.23 528 10
8 64.89 8.56
K Mean accuracy 0
o Standard deviation Task1 Task2 Task3 Task4 Task5 Task6 Task7 Task$8
100 by 5% Optional Tasks
90 * 1 3. Spalling condition check (Cardinality = 2): 72% to 83%
80 ° 11% ° 'Q ° 4. Material type identification (Cardinality = 2): 95% to 100%
< /05 44% ° $ 12% § o 5. Collapse check (Cardinality = 3): 46% to 71%
X N 0 < g} X . Collapse check (Cardinality = 3): 46% to 71%
> gg © 25% ° g 6. Component type identification (Cardinality = 4): 64% to 76%
g 40 * ¢ 7. Damage level (Cardinality = 3): 55% to 80%
g 30 ® ¢ 8. Damage type (Cardinality = 4): 37% to 77%
20 ® Lower Bound
10 ® Upper Bound
0
1 2 3 4 5 6 7 8 3 JJ“IMJ“‘

Task Number
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O-Net 2018 Challenge

=  ®-NET 2018

PEER HUB IMAGE-NET



Winner in Overall Performance

Engineering Category

Stanford EIG

Seongwoon Jeong & Max Ferguson

Stanford University
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PEER Hub ImageNet (PHI) Challenge
Stanford EIG

DAMAGE
SUSTAINED
BN FEB 201

Seongwoon Jeong Max Ferguson
Engineering Informatics Group (Advisor: Prof. Kincho H. Law)
Department of Civil and Environmental Engineering
Stanford University
{swjeong3, maxferg}@stanford.edu

Acknowledgement:

Assistantships for Mr. Seongwoon Jeong and Mr. Max Ferguson are provided, respectively, by the National Science Foundation (NSF), Grant No. ECCS-
1446330, and by the National Institute of Standards and Technology (NIST), Award No. 7ONANB18H193. Certain commercial systems are identified in
this material. Such identification does not imply recommendation or endorsement by NSF or NIST; nor does it imply that the products identified are
necessarily the best available for the purpose. Further, any opinions, findings, conclusions, or recommendations expressed in this material are those of
the authors and do not necessarily reflect the views of NSF, NIST or any other supporting U.S. government or corporate organizations.



Methodology

* Transfer Learning

1. Pretraining a model with a large dataset (e.g., ImageNet) ResNet [He et al., 2015]
IMAGENET [l Shetland
R E e re) S Wl sheepdog
b - * o 0 Y, 0 o ol wme
o i =n i B . m 3_, qu—> S| B Tiger cat
Es:=ﬂil|:=§ £ conv2_x conv3_x conv4_x conv5_x > = - '8
AL RN EE o Q 3x3 conv, 64 3x3 conv, 128 3x3 conv, 256 3x3 conv, 512 > = ,
i [l asl SR , %) = Steel arch
T O T s bridge
_ 2. Discard last few
_ AL = layers containing
Mk 3 | 4 dataset-specific

_ ! (N features
Example of filters at the end of each conv block

|

3. Transfer
PEER Hub ImageNet Structure

Il!ll?’

conv2_x conv3_x Steel

3x3 conv, 64 3x3 conv, 128

3x3 max pool
max or avg. pool
fc,2,30r4

z Collapsed

* Tested with different ConvNets, data augmentation, ensemble Iearning, etc. 27 “"I“ 4
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Results

Test Accuracy

[T1] Scene classification 17,424 SENet154 @) 7]
[T2] Damage check 5,913 SENet154 0 X 73]
[T3] Spalling condition 3,294 DenseNetl161 0] 0] 7]
[T4] Material type 4,337 SENet154 0] X 7S]
[T5] Collapse check 515 ResNext101 @) X 76
[T6] Component type 2,630 ResNet152 0] 0] -
[T7] Damage level 2,632 ResNet152 0 X 78]
[T8] Damage type 2,632 ResNet152 (0] (0] 0% 20% 40% 60% 80% 100%
Structure Danwaged Damaged Spalling | Steel ~ Steel ParUaIcoHapse Column
Testing
images
Guided
back-

propagation
saliency




Winner in Overall Performance

Computer Science Category

Karo8K

Jianfei Yang (Nanyang Technological University)
Zhaoyang Zeng (Microsoft Research Asia)
Kai Wang (Shenzhen Institutes of Advanced Technology)

Han Zou (University of California, Berkeley)
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Team - Kar98K

Jianfei Yang Zhaoyang Zeng Kai Wang Han Zou
Nanyang Technological Microsoft Shenzhen Institute of University of
University Research Asia Advanced Technology California, Berkeley
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Problem Statement

Multiple Domains Imbalance
Pixel/Object/Structural level 5 of 8 tasks have imbalanced
sy data across categories

~

i W ociass1 B ciass2 B class3 M classd
Task 1:
Scene Classification
Task 2: Task 5: Task 4: .
Damage Check Collapse Check Material Type
Task 3: Task 6: Task 7: Task 8:
Spalling Detection Component Type Damage Level Damage Type
Strong Correlations Multiple Attributes
8 tasks are organized as a Each image can be
main task and 7 subtasks annotated in several tasks
- 1
- - Structural level
- No collapse
No damage

Damage check Damage level

o1
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Solutions

Deep
Embeddings

High-level
features
Transformations , L s

.

L, Tasks
........ Scene
, A e, e, Detection
i [ =1 e B e, vaeisasnnnnnn Damage
......... . - : . £ Detection
. L R, I Collapse
Check

Input ......
t ' Numbers of O
Data Augmentation Convolution Convolutional Flatten Full connection
layers to vector

Challenges Multi-task Transfer Learning Framework
» Difficult image recognition scenario v’ State-of-the-art deep feature extractors
- Cumbersome to train models for all tasks - v" Simultaneous multi-label learning for all tasks
* Lack of data for some categories v Various data augmentation skills

32 JJi“MJﬂi
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Experiments and Results

Final Solution:

Task 1 (main task): [Deeper models + Basic augmentation + Multiple Resolutions] * Model Ensemble

Task 2-8 (subtasks): [Basic models + Multi-task transfer learning] * Model Ensemble

Table 1: Task 1 results in the private and public test.

Table 2: Private result of rask 2-8

Private  Public

ResNet-50 92.975 91.643
DPN-98 93.709 92.424
Augmented DPN-98  93.893  92.975
Ensemble 1 95.087 93.893
Ensemble 2 05.224  93.526

Task 2 Task3 Taskd4 Task5 Task6 Task7 Task 8

ResNet-50 81.216 79854 98895 60.000 72.644 - -
DPN-98 81.891 80.097 98526 67.692 74468 67.173 64437
Multi-task ResNet 50 89.459 82.281 99.263 52.307 74772 78419 73.556
Ensemble 89.324 82766 99.263 63.076 76291 79939 76.291
Best private model 00.270 83.495 99263 75384 76.291 81.155 76.595

Results and conclusions:

» The main detection task is a general image recognition problem, which requires more powerful models.

» Other subtasks are more difficult to improve. The simple and advanced models provide similar results,

but our transfer learning framework improves the accuracies of the baseline models by 3-8%.

> We take the 1st place in the overall evaluation and 4 independent tasks (1, 3, 6, 7).
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Have enjoyable

Poster Session & Rece

10N

PACIFIC EARTHQUAKE ENGINEERING RESEARCH CENTER

2019 ANNUAL MEETING il“ J
P

JANUARY 17-18, 2019 LOS ANGELES, CA
SEISMIC YEARS AFTER NORTHRIDGE:
RESILIENCE ACCOMPLISHMENTS AND CHALLENGES

Seismic Resilience 25 Years after Northridge: Accomplishments and Challenges

“Seismic Resilience 25 Years after Northridge: Accomplishments and Location
Challenges” will feature the role of multi-disciplinary performance-based
engineering with seismic and related natural hazards to achieve community
resiliency. The meeting will open on Thursday, January 17 with plenary sessions
highlighting the role of PEER research in the fields of performance-based
engineering and resilience, and to identify areas where research and development
of technology and tools are needed for effective decision-making. On Friday,
January 18 concurrent breakout sessions will be formatted for more detailed
discussion and engagement of PEER-funded researchers and projects, with the
goal of creating a synergy of resources and information.

N

Mong Center
UCLA Campus
404 Westwood Boulevard
Los Angeles, California

Who Should Attend
Decision-making 8:00 - 830 AM REGISTRATION / BREAKFAS!
professionals, researchers, fawlty students, Ui
and others interested in the practice of 830-1000AM PEER Overview
P based eng g for natural Northridge Overview
azards are encouraged to attend. Program
details can be found at: X nma s .
peer.berkeley.edu/peer-2019- | ting-prog! 10:30 - 1200 PM PLENARY -2 B
‘Advances and Challenges since Impact of Ground Geo Hazards |
& & Northridge Motions on Bridge Simutation of
" : Performance and Geotechnical and
Reglstratlon Desgn Structursi Systems
i %or 12:00 - 1:30 PM LUNCH & Special Presentation LUNCH
at the 2019 PEER Annual Meeung Reglstrabon -
details can be found at: 120-300PM PLENARY -3 New Trends in GeoHazards il |  PBEE to Promote
& Reglonal PBEE - Lifeline Systems Sdnk_wd Dlmlu
peer.berkeley edu/peer-2019- | ting Dwetings
3:00 - 3:30 PM BREAK BREAK
Early Bird Reglstrallon ends PLENARY -4
December 7, 2018 %430 P Computatianal Tools for Simulating PLENARY -6
& & - Natural Hazerd Effects Resilient Los Angeles
g s 4 and Community Resilience
Poster Session & Reception PLENARY [——
R 4:30 - 5:00 PM 2018 PEER Biind Prediction Concurrent S e &.Cloaars.
Emerging researchers and students are SRS GRS
encouraged to apply to participate in the poster |[s00-530Pm BREAK
session. All accepted posters will be displayed  [52-7:30pm POSTER SESSION
during a reception on the evening of Thursday, ! SERECERTION) :
e

January 17, 2019. Submit your poster at:

p wiufoo.com/for g8y120

PEER Center - 325 Davis Hall, University of California, Berkeley, CA 94720 | (510) 642-3437 | peer_center@berkeley.edu
UC Berkeley * Caltech » OSU + Stanford « UC Davis * UC Irvine = UC Los Angeles « UC San Diego * UNR * USC - U Washington
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