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ABSTRACT

In recent years, the concept of resilience has been introduced to the field of engineering as it relates to disaster mitigation and management. However, the built environment is only one element that supports community functionality. Maintaining community functionality during and after a disaster, defined as resilience, is influenced by multiple components. This report summarizes the research activities of the first two years of an ongoing collaboration between the Politecnico di Torino and the University of California, Berkeley, in the field of disaster resilience.

Chapter 1 focuses on the economic dimension of disaster resilience with an application to the San Francisco Bay Area; Chapter 2 analyzes the option of using base-isolation systems to improve the resilience of hospitals and school buildings; Chapter 3 investigates the possibility to adopt discrete event simulation models and a meta-model to measure the resilience of the emergency department of a hospital; Chapter 4 applies the meta-model developed in Chapter 3 to the hospital network in the San Francisco Bay Area, showing the potential of the model for design purposes Chapter 5 uses a questionnaire combined with factorial analysis to evaluate the resilience of a hospital; Chapter 6 applies the concept of agent-based models to analyze the performance of socio-technical networks during an emergency. Two applications are shown: a museum and a train station; Chapter 7 defines restoration fragility functions as tools to measure uncertainties in the restoration process; and Chapter 8 focuses on modeling infrastructure interdependencies using temporal networks at different spatial scales.
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1 Modeling Disaster Resilience and Interdependencies of Physical Infrastructure and Economic Sectors

1.1 INTRODUCTION

Today modern communities and their economic sectors are highly interdependent, making them more vulnerable to natural and human-caused disruptive events. While interdependencies are considered to enhance a community in normal operating conditions as they promote a greater economic growth, they have serious drawbacks in the aftermath of natural or man-made disasters. After a catastrophic event such as an earthquake, the damaged region is affected by different types of losses. This depends on the level of interdependency among different economic sectors, their business downtime, and restoration. Disruptive events generate a chain reaction of production cutbacks among successive rounds of customers (demand reductions) and suppliers spreading through the entire regional economy.

In the last decade, several studies have addressed the behavior of communities in the aftermath of a disaster event from a global perspective. Cimellaro et al. [2016] defined seven dimensions of community resilience based on an index they derived that can characterize the behavior of a region. Among these dimensions, the economic effects post-disaster are certainly the most important. The study demonstrated that measuring the economic changes at the regional level triggered by a disaster is a crucial step towards disaster risk reduction. Recent discussions within the engineering and economics communities have focused on defining the economic structure of local and regional communities and the connections between productive sectors and consumers that will maximize the economic benefits.

The economic structure needs to be defined by identifying the weak points of the economic system that are to be “protected” to enhance economic resiliency in response to natural and man-made disasters. Webb et al. [2002] analyzed business characteristics that influence the long-term recovery after a catastrophic event. Rose and Liao [2005] focused on the estimation of indirect economic losses within a region stemming from a disruption of water service. Wasileski et al. [2011] examined how physical damage to the infrastructure, lifeline disruption, and business characteristics, among other factors, impact business closure and relocation following major disasters. Pant et al. [2013] developed a specific approach for the evaluation of interdependencies among multiple infrastructures able to support decision-making and resource allocation. Although the studies mentioned above deal with the economic effects of extreme events in the communities, they all focus on specific aspects of the problem.
In this chapter, a methodology is proposed for estimating the economic dimension of resilience that encompasses all types of losses that should be taken into account to predict the effects of natural disaster on a regional economy. The proposed methodology uses an economic framework that is an extension of HAZUS [2005] framework. The proposed framework divides losses in two main categories: direct and indirect. The direct losses include economic losses caused by physical damage to buildings and utilities. Economic losses generated by physical damage of buildings are based on the model by Terzic et al. [2014a]. Within the proposed methodology, a further step is made to develop a correlation between physical damage to utilities, their downtime, and losses. To account for the indirect losses that stem from the interdependence between different economic sectors, the structural growth model (SGM) introduced by Li [2010] is utilized as described by Martinelli et al. [2014].

The proposed methodology is demonstrated in a case study for the San Francisco Bay Area, a region with strong initiative in reducing earthquake risk by identifying performance goals that are to be achieved through design to improve resiliency of the region as described by Poland et al. [2009]. For this case study, the economic resiliency of the region is based on combination of the existing and simulated data. Simulated data were only used if the real data were not available. To take into account the uncertainty of the data used in the analysis, a sensitivity analysis was performed to identify preventive measures that could be facilitated to improve economic resiliency. Finally, an economic performance index, named economic resilience index $R$, was used as a measure of the economic ability of a region to withstand catastrophic events.

1.2 DESCRIPTION OF THE METHODOLOGY

Natural disasters may generate significant economic losses at both the local (regional) and global level. Given that regional losses are significantly higher than global losses, they will be the focus of this study. To estimate the total economic losses of a region struck by a natural disaster, the losses are disaggregated into direct and indirect losses. The direct economic losses are associated with the business-interruption cost due to physical damage of structures (buildings and lifelines), and indirect losses are associated with the disrupted inter-industry transactions.

1.2.1 Economic Loss Framework

The proposed framework for calculating economic losses due to hazard events, schematically presented in Figure 1.1, is an extension of HAZUS [2005]. HAZUS is software developed by the U.S. Federal Emergency Management Agency (FEMA) to estimate different types of losses generated by a natural hazard. The framework divides the losses in direct and indirect losses. The direct losses stem from building but also from utility damage (note, this kind of interdependency is disregarded by HAZUS) and are associated to the cost of reconstruction and business interruption. The indirect losses in the methodology are estimated as the general equilibrium effects of a disrupted inter-industry economy instead of being computed through the traditional Input-Output model of HAZUS.

Three main modifications of the framework shown in Figure 1.1 are applied to capture all the types of possible losses. The first is represented by the analysis of the industry loss of function due to the disruption of utilities. The second is given by a new method that is able to
determine the probabilistic distribution of the time-dependent direct losses that affect a specific region of interest. Finally, the SGM is applied instead of the usual Input-Output model to quantify the indirect effects that arise when a cascade effect due to the business interdependencies occurs.

### 1.2.2 Direct Time-Dependent Losses

The proposed methodology refines the analysis of the time-dependent direct losses related to the building physical damage. Note that these losses do not include repair costs. The basic model assumes, as in HAZUS, that relocation occurs if the damage state of the building is greater or equal to moderate; in that case, the losses are given by relocation expenses, RE, rental income losses, RIL, and loss of income, LI.

Otherwise, the time-dependent direct losses are given only by the LI due to the loss of functionality that could arise even with slight damage to the building. Because the goal of the chapter is to quantify the global economic effects of a disaster on a specific region of interest, it should be taken into account that relocation may occur in different ways that influence the losses. To accomplish this goal, Equations (1.1), (1.2) and (1.3) have been implemented. The differences in the methodology adopted with respect to the HAZUS approach stem from two observations.

![Economic loss framework](image-url)

*Figure 1.1 Economic loss framework.*
\[
RE_i = \left(1 - \%OO_i\right) \cdot \sum_{DS=3}^5 \left( POSTR_{DS,i} \cdot DC_i \right) + \%OO_i \\
\cdot \sum_{DS=3}^5 \left[ POSTR_{DS,i} \cdot DC_i \left(+RENT_i \cdot RT_{DS}\right)\right] \\
\]

\[
LI_i = \left(1 - RF_i\right) \cdot FA_i \cdot INC_i \cdot \left( \sum_{DS=4}^5 POSTR_{DS,i} \cdot t_{DS} \right)
\]

\[
RIL_i = \left(1 - \%OO_i\right) \cdot FA_i \cdot RENT_i \cdot \left( \sum_{DS=3}^5 POSTR_{DS,i} \cdot t_{DS} \right)
\]

where \(\%OO_i\) is the percent owner occupied for occupancy \(i\); \(POSTR_{DS,i}\) is the probability of occupancy \(i\) being in structural damage state \(DS\); \(DC\) is the disruption costs for occupancy \(i\); \(RENT_i\) is the rental cost for occupancy \(i\); \(RT_{DS}\) is the recovery time for the damage state \(D\); \(RF_i\) is the recapture factor for occupancy \(i\); \(INC_i\) is the income per day per square foot for occupancy \(i\); and \(t_{DS}\) is the period of time that depends on the \(DS\), business property, and place of relocation (Figure 1.2).

First, since the goal of the research is to estimate the losses of a specific region, it is important to distinguish between inside and outside relocation. Second, HAZUS does not take into account the possibility that the industries forced to relocate own extra space in which move the activity, and that this space may be again inside or outside the region of interest.

The implemented algorithm takes into account these different possibilities by choosing different time windows to compute LI and RIL, depending on the location of the relocation space (HAZUS computes losses using the loss of function and the recovery time, respectively) and considering or not new rental costs and rental losses depending on if the property is owned by the business.

As described in HAZUS [2005], the lengths of the recovery time estimates of the median time for actual clean-up and repair, or construction. These estimates are extended to account for delays in decision-making, financing, inspection, and mobilization, and represent estimates of the median time for recovery of building functions.

The recovery time is then translated into a loss of function through multipliers that take into account the possibility that businesses rents alternative space or uses spare industrial capacity elsewhere. Once all the direct time-dependent losses for all the different occupancies in the different damage states are computed, the total direct time-dependent cost estimate is found by summing the total relocation expenses, rental income losses, and output losses. The flowchart of the method that refers to businesses that are owner occupied is represented in Figure 1.2.

The yellow blocks in the flowchart (Figure 1.2) are the decision blocks. Depending on these blocks, the algorithm takes different paths. Due to the scarcity of data, it is very difficult to obtain exact data for these blocks. For this reason a probabilistic approach has been adopted to take into account the uncertainty of the decision variables. However, if more data regarding the decision blocks become available, they could easily be substituted in the method to obtain outcomes that are more reliable. The probabilistic approach gives probability distributions for the
different types of losses and offers the possibility to develop “sensitivity analyses” to identify the crucial factors that influence the losses.

The methodology implemented in this chapter is based on three assumptions: (1) that the greater the size of the business, the higher the possibility that the businesses own vacant space to relocate the activity; (2) that the probability that the vacant space is located within the region of interest is equal to the percentage of vacant buildings in the region; and (3) it is assumed that the longer the recovery time, the higher the probability that the external relocation will be permanent. These three assumptions have been translated into numeric values within the methodology. For example, the first assumption determines the decision block “vacant space owned by the industry” and is calibrated by assuming that a medium size business has 50% probability of owning vacant space or has excess capacity in other branches. Then, the probability density function of the business size for each building’s occupancy in all fifty states is found considering the average number of employees per industry and assuming a normal distribution as shown in Figure 1.3. Finally, the cumulative distribution function is derived from the probability density function; see Figure 1.4. The cumulative distribution function is used to determine the values of the probabilities of the different industries to own extra space.

![Time-dependent losses algorithm for owner-occupied businesses.](image_url)
Figure 1.3  Probability density functions of the businesses sizes.

Figure 1.4  Cumulative distribution functions of the size of the businesses.
In other words, the mean value of the probability density function represents the typical size of a business which has 50% chance of owning vacant space while the value of the cumulative distribution function in correspondence of the average business size in the region of interest represents the probability of the sector to own vacant space in the probabilistic methodology adopted. The probability that the vacant space is located within the region of interest has been set equal to the percentage of vacant buildings in the region, which has been taken directly from HAZUS database.
It has been assumed that after a specific number of days of relocation (which has been verified by sensitivities analyses), the relocation becomes permanent. This assumption has been implemented only for occupancies that are not of primary importance, like hospitals and schools, since a permanent relocation of these facilities is unlikely.

The data used to derive the business size distributions have been taken from the Economic Census (2007–2012), and the assumption of the normal distribution has been verified for each sector, as shown in Figure 1.5 for the Agricultural sector in the Bay Area case study. Note that the income losses considered in this section refer to the output losses suffered by the industries, which eventually represent the loss of functionality of each sector.

The cost of business interruption due to the physical damage of buildings is represented through a graph that shows the normalized output losses as a step function, where the different steps shown in Figure 1.6 for the Educational sector represents the number of damage states that contribute to the loss of business functionality.

After computing the building damage losses, the business losses due to lifelines disruptions are also taken into account in the proposed methodology. However, due to the scarcity of data, a hybrid approach has been adopted where both simulated and real data have been used. For example, the lifelines functionalities after the event are obtained by using the simulated data given by HAZUS. The real data is represented by the probability of business closure due to lifeline disruption. They have been derived using a procedure similar to the one explained by Chang et al. [2002] using data collected from surveys conducted on two natural disasters (the Northridge earthquake and Des Moines flood) described in the works of Tierney [1995] and the simulated results given by Rose et al. [2007]. In particular, a new function called an autonomy curve, which corresponds to the probability of business closure for a given lifeline, is derived using Equations (1.5) and (1.6). These autonomy curves represent the ability of each economic sector to withstand a utility outage of a different entity without losing functionality.
\[ AF_i = 1 - P_{Bl,i} \]  
\[ P_{Bl,i} = P_{BC,j} \cdot P_{UO,j} \cdot \alpha_i \]  
where \( P_{Bl,i} \) is the probability of business interruption due to utility \( i \) outage; \( P_{BC,j} \) is the probability of business closure for occupancy \( j \); \( P_{UO,j} \) is percentage of business with utility \( i \) outage for occupancy \( j \); \( \alpha_i \) is the average percentage of businesses that closed due to utility \( i \) outage; and \( AF_i \) is the autonomy factor of the sector on utility \( i \).

The autonomy factor curves have been calibrated using the known temporal lifeline outage in the case study considered, while a different type of curve has been selected depending on the type of utility considered. For example, when analyzing the Retail and Wholesale sector for the electricity, water, and phone networks, a four-parameter logistic function was chosen; for the waste and gas system, a multi-linear curve was selected as shown Figure 1.7. All the figures shown in this chapter refer to the San Francisco Bay Area case study. The influence of each utility disruption on the economic sector functionalities is modeled applying the autonomy curves (AF) to determine the new sector functionalities using the following equation:

\[
\left( f_{sector}(t) = f_{utility}(t) + \left[1 - f_{utility}(t)\right] \cdot AF_{utility}(t) \right)
\]

where \( f_{sector} \) is the functionality of the economic sector, and \( f_{utility} \) is the functionality of the utility.

The limitation of Equation (1.6) is that the normal operating condition after lifeline disruption is reached is the same for both the Lifeline and the Economic sector, as shown in Figure 1.8, which considers the example of the water service. In reality, a lag exists between Economic sector and Lifeline recovery. Therefore, Equation (1.6) can be used until the Economic sector begins to recover. Then a lag factor, \( \theta \), is introduced to take into account the delay of functionality of the other. The mathematical formulation for the lag factor is given by:

\[
\begin{cases} 
\theta = 0 & t < t_r \\
\theta = \frac{t-t_r}{X_{gg}} & t_r < t < t_{fr} \\
\end{cases}
\]

\[
f_{sector}(t + \theta \cdot t_r) = f_{utility}(t) + \left[1 - f_{utility}(t)\right] \cdot AF_{utility}(t)
\]

where \( t_r \) is the time instant when the recovery of the economic sector starts using Equation (1.6); \( t_{fr} \) is the time instant when the recovery of the economic sector ends using Equation (1.6); \( X_{gg} \) is the lag time of the economic sector with respect to the utility; and \( AF_{utility} \) is the autonomy curves of the Economic sector with respect to the utility.

As a first approximation, the lag time needs to be calibrated. The lag time \( \theta \) for the Economic sector is assumed as a fraction of the utility restoration time. Once all the autonomy curves—which describe the interdependencies between the Economic sector and the different lifelines—are determined, they are combined with the Economic sector functionality for determining the effect of all the different utilities.
Figure 1.8   Sector functionality influenced by the water service restoration.

The new updated functionality curves are then combined to determine a single functionality curve for each Economic sector that captures the interdependencies between each lifeline. Note that the methodology overestimates losses due to utility disruption since it has been assumed that the businesses were affected separately by the utilities, which affects sector functionality most. Moreover, interdependencies are considered separately one by one, and it has not been taken into account the possibility that businesses that are forced to close due to utility disruption can reduce their losses by interacting with other utilities or by making up production at different times. To reduce this overestimation, the recapture factors provided by HAZUS have been used to decrease the losses.

Finally, the losses due to utilities disruption for each economic sector were summed with the output losses due to building damage, and a loss range was determined. The lower bound of this loss range is represented by the envelope of the two functionality curves affected separately by physical damage and the utilities disruption. The upper bound is represented by the sum of the two functionality losses. Then, depending on the conditional probability for a business to be affected simultaneously by building physical damage and utility disruption, it has been found a probable value within this range. Equation (1.9) is adopted to compute the global functionality.

\[
F_{tot,sec} = \min(F_{sec,utilities} ; F_{sec,building}) - P(BD \cap UO) \cdot \left[1 - \max(F_{sec,utilities} ; F_{sec,building})\right] \quad (1.9)
\]

where \(F_{sec,utilities}\) is the functionality of the sector influenced by the utilities; \(F_{sec,building}\) is the functionality of the sector influenced by the building damage; and \(P(BD \cap UO)\) is the probability that business is simultaneously affected by building damage; and \((BD)\) and utility outage \((UO)\).

### 1.2.3 Indirect Losses

After estimating the direct effect of the disaster event on each economic sector, the methodology applies the SGM to the scenario of interest, as described in Cimellaro et al. [2014], to estimate the indirect effects that stems from the interdependence between the sectors. In other words, the model applies an initial perturbation to the business functionalities that corresponds to the direct
damages experienced by the sectors and then evaluates the recovery process, which is controlled by the price-adjustment velocity and by the depreciation factors of the goods. At the end of the analysis, it is possible to obtain the graph shown in Figure 1.9, which depicts the general equilibrium effects and from which the monetary losses due to the business interdependences can be derived.

### 1.2.3.1 The Structural Dynamic Growth Model

Li [2010] developed the structural growth model from the classical growth framework. This growth model can be used to compute general equilibrium effects. The model represents the production processes in the economy through two matrices: the input and the output coefficient matrices, respectively, \(\mathbf{A}\) and \(\mathbf{B}\). For example, for the economy described in Equation (1.10), the two matrices are given by Equation (1.11):

\[
\begin{align*}
280\text{quarterswheat} + 12\text{tonsiron} & \Rightarrow 575\text{quarterswheat} \\
120\text{quarterswheat} + 8\text{tonsiron} & \Rightarrow 20\text{tonsiron}
\end{align*}
\]

\[
\mathbf{A} = \begin{bmatrix} 56/115 & 6 \\ 12/575 & 2/5 \end{bmatrix}; \mathbf{B} = \mathbf{I}
\]

where the \(i\)th column in matrix \(\mathbf{A}\) represents the standard input bundle of agent \(i\). In the classical economic growth framework, the equilibrium price vectors and equilibrium output vectors are the left and right P-F eigenvectors of \(\mathbf{A}\). The Structural Dynamic Growth model tries to integrate the market mechanism into the classical growth model by embedding it in an exchange process, which is represented by an exchange vector in order to reach equilibrium.

### 1.2.3.2 Exchange Process

The exchange process considers the economy as a discrete-time dynamic system and supposes economic activities such as price adjustment, exchange, production, etc., occur in turn in each period. With reference to the previous economic system, \(\mathbf{S}\) in Equation (1.12) denotes the \((n \times m)\) supply matrix, and \(\mathbf{s}\) denotes the supply vector in the initial period.

\[
\mathbf{S} = \begin{bmatrix} 575 & 0 \\ 0 & 20 \end{bmatrix}; \mathbf{s} = \begin{bmatrix} 575 \\ 20 \end{bmatrix}
\]

Let \(\mathbf{z}\) denote the vector consisting of purchase amounts of \(m\) agents, where \(\mathbf{z}\) is called the purchase vector or exchange vector (of standard input bundles), \(\mathbf{A}\mathbf{z}\) is called the sales vector of goods. It’s possible to derive Equation (1.13) where \(\mathbf{s}\) represents the diagonal matrix with the vector \(\mathbf{s}\) as the main diagonal and \(\mathbf{u}\) the \(n\)-dimensional sales rate vector indicating the sales rates of \(n\) goods.

\[
\mathbf{u} = \mathbf{s}^{-1} \mathbf{A}\mathbf{z}
\]

Under given price vector \(\mathbf{p}\), the purchase and sales values of \(m\) agents are \(\mathbf{p}'\mathbf{A}\mathbf{z}\) and \(\mathbf{p}'\mathbf{s}\mathbf{S}\), respectively. It is assumed that the values of each agent purchases must be equal the value it sells, as in CGE income balance, thus obtaining Equation (1.14):

\[
\mathbf{p}'\mathbf{A}\mathbf{z} = \mathbf{p}'\mathbf{s}\mathbf{S} \equiv \mathbf{p}'\mathbf{s}^{-1}\mathbf{A}\mathbf{z}\mathbf{S}
\]
If Equation (1.14) holds, there exists a unique normalized exchange vector that can be found by the following steps, which stands for the outcome of the exchange process:

- Step 1. Compute the matrix \( Z = \mathbf{ps}^{-1} \mathbf{AzS} \)
- Step 2. Find the normalized right P-F eigenvector of \( Z \), denoted by \( \mathbf{x} \);
- Step 3. Find the minimal component of \( \mathbf{Ax}^{-1}s \), denoted by \( \xi \);
- Step 4. Compute the exchange vector \( \mathbf{z} = \xi \mathbf{s} \).

The economic system in period \( t \) is represented by the following variables: \( \mathbf{p}(t) = \) price vector; \( \mathbf{S}(t) = \) supply matrix; \( \mathbf{u}(t) = \) sales rate vector; and \( \mathbf{z}(t) = \) exchange vector and production intensity vector. The market mechanism is embedded considering that in period \( t+1 \), the economy runs as in Equation (1.15) until the time where the system reaches the equilibrium.

\[
\begin{align*}
\mathbf{p}(t+1) &= P[\mathbf{p}(t), \mathbf{u}(t)] \\
\mathbf{S}(t+1) &= B\mathbf{z}(t) + Q[e - \mathbf{u}(t)S(t)] \\
[\mathbf{u}(t+1), \mathbf{z}(t+1)] &= Z[A, \mathbf{p}(t+1)S(t+1)]
\end{align*}
\]  

(1.15)

where \( P \) represent price adjustment process, \( Q \) is the inventory depreciation function and stands for the depreciation process of inventories, and \( Z \) is the exchange function depicted above.

### 1.2.3.3 General Equilibrium Effects After a Disruptive Event

Starting from the I-O matrices representative of the economy in normal operating condition, a shock that simulate earthquakes or other disasters is considered by modifying the exchange vector, which is the driver of the equilibrium process consistent with the direct damages experienced by the sectors. After the shock, the value of the loss due to the industries interdependencies can be estimated from the restoration curves of the system in Figure 1.9. To obtain data consistent with the economy of interest, the model requires calibration of two input parameters by which the model can be adapted to different regions. The first parameter is the price adjustment velocity; the second parameter is the depreciation factor of the goods.

### 1.2.4 Economic Resilience Index (\( R_{EC} \))

Finally, the methodology evaluates the economic behavior of the analyzed region using a comprehensive resilience index, \( R_{EC} \) determined according to the PEOPLES framework [Cimellaro et al. 2016]. \( R_{EC} \) is the area under the function that is the sum of the direct losses and of the indirect losses normalized with respect to the value of the business functionality over the same control period; see Figure 1.10.
1.3 The San Francisco Bay Area Case Study

The San Francisco Bay Area shown in Figure 1.11 is considered as a case study to demonstrate implementation of the methodology described above. The U.S. Geological Survey (USGS) has estimated the maximum probability of 30% for a $M > 6.7$ in the Hayward Fault; therefore, the baseline scenario chosen is a M6.9 earthquake close to Oakland on the Hayward fault.
The structural/non-structural losses and the utilities functionalities have been derived from HAZUS after having loaded the soil map and the liquefaction susceptibility map of the region. Then the methodology described above is implemented to estimate the direct time-dependent losses. To do that, the values of \( \text{INC}_i \) in Equation (1.2) have been updated coherently, with the output data of each sector published by the economic census.

The loss distributions for the economy in the region obtained by the methodology are shown in Figure 1.12. The estimated relocation expenses are $1.5 and 2.1 billion using the proposed methodology or HAZUS, respectively. The estimated rental income losses are $1.06 and $1.21 billion using the proposed methodology or HAZUS, respectively. Figure 1.13(a) represents the mean and dispersion of the direct output losses for each sector due to building damage; Figure 1.13(b) shows the losses taking into account disruption of utilities. The contribution of utility disruption to business loss of function has been computed assuming that the mean number of utilities that lost their businesses is 2.5, and that a business has about 50% of probability of being both affected by building damage and utility disruption.

The results show that for the Bay Area, the sectors experiencing the greatest losses are the Retail Wholesale, the Residential, and the Services & Government sectors; the Mining and Agriculture sectors experienced smaller losses. For the Retail & Wholesale and the Services & Government sectors, the greatest losses stem from the interdependencies, which affect the business interruption. For the Residential sector, a significant contribution is due to relocation expenses. The small losses of the Mining and Agriculture sectors are mainly due to the relatively small volume of business.

![Region considered in the San Francisco Bay Area case study.](Figure 1.11)
To estimate indirect losses, the SGM has been applied. The proposed method first computes the Input-Output matrix of the region of interest using the procedure explained by Chamberlain [2011] from the Make and Use matrices provided by the Bureau of Labor Statistics (1990–2010). Since public data are available only at the national level, the San Francisco Bay Area Input-Output matrix has been derived assuming a scaling factor based on the GDP value, which was applied to the U.S. Input-Output matrix.
The final indirect losses are represented in Figure 1.13(c). These losses have been derived by using depreciation factors for the different goods consistent with the values provided by the BEA. Similar to what has been done to estimate the output losses due to building damage and utility disruption, to take into account for the ability of business to make up production at different times indirect losses were reduced using the recapture factors provided by HAZUS. Note that the direct output losses were not been represented for the Utilities and the Transportation sector due to the unavailability of appropriate data for the methodology; however, direct output losses were taken into account in the total loss analysis considering the data provided in HAZUS. Finally, in the specific case study, the indirect losses represented approximately 15% of the direct losses.

### 1.3.1 Sensitivity Analysis

Performing a sensitivity analysis is a useful tool to demonstrate how the total losses are influenced by different parameters. Table 1.1 reports the results of different analyses performed for the total direct-time dependent losses; each analysis is distinguished by a specific assumption. Figure 1.14 summarizes the different outcomes. As is clear from Figure 1.14(b), a critical factor in minimizing loss is to avoid is permanent external relocation of businesses: this quadruples the loss of productivity of the sectors in the region; moreover, it does not allow the economy of the region to bounce back the pre-event levels of productivity since part of the functionality is lost forever. Indeed, the smaller losses are found assuming a high probability of vacant space within the region. Though it seems difficult to reach this condition in the reality, this observation can be taken as a guideline for the preventive measures implementation of the individual industries.

To show the uncertainty stemming from the unknown magnitude of the earthquake, Figure 1.15 represents the differences for the case of three different earthquakes. Finally, Table 1.2 summarizes the outcomes of the baseline case study from the $R_{EC}$ index point of view.

<table>
<thead>
<tr>
<th>Table 1.1</th>
<th>Assumptions implemented in the sensitivity analysis.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No excess capacity or vacant space owned by the business which relocate</td>
</tr>
<tr>
<td>2</td>
<td>Probability of vacant space within the region equal to 50%</td>
</tr>
<tr>
<td>3</td>
<td>Probability of vacant space within the region equal to 97%</td>
</tr>
<tr>
<td>4</td>
<td>High probability of permanent external relocation</td>
</tr>
<tr>
<td>5</td>
<td>Probability of excess capacity or vacant space owned by the industry close to 100%</td>
</tr>
<tr>
<td>6</td>
<td>Medium probability of permanent external relocation</td>
</tr>
</tbody>
</table>
### Table 1.2  Summary of total economic losses and resilience indices for the case study.

<table>
<thead>
<tr>
<th></th>
<th>M6.9</th>
<th>M7.3</th>
<th>M7.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Relocation Expenses (million$)</td>
<td>1498</td>
<td>2129</td>
<td>2258</td>
</tr>
<tr>
<td>Total Rental Income Losses (million$)</td>
<td>1057</td>
<td>1511</td>
<td>1709</td>
</tr>
<tr>
<td>Total Direct Output Losses (million$)</td>
<td>18407</td>
<td>29094</td>
<td>25267</td>
</tr>
<tr>
<td>Total Indirect Output Losses (million$)</td>
<td>2555</td>
<td>4198</td>
<td>2359</td>
</tr>
<tr>
<td>Total Structural/Non-Structural Losses (million$)</td>
<td>29388</td>
<td>42804</td>
<td>49108</td>
</tr>
<tr>
<td>$R_{EC}$</td>
<td>0.96</td>
<td>0.938</td>
<td>0.955</td>
</tr>
</tbody>
</table>
1.4 REMARKS AND CONCLUSIONS

This chapter proposes a new methodology to evaluate the economic losses following a natural disaster. A new probabilistic framework to estimate time-dependent direct losses has been presented where the indirect losses have been estimated using the SGM, while interdependencies between the different economic sectors and lifelines during disruption are modeled using autonomy curves defined by the authors. The influence of different parameters uncertainties were analyzed and a final global economic resilience index $R_{EC}$ obtained, which can be used in more general community resilience frameworks (e.g., PEOPLES) to estimate the effects of the economic dimension.

Autonomy curves were derived using the probabilities of business closure collected from business surveys and simulation conducted mainly in California; thus, they are representative of the case study presented herein. These autonomy curves represent the main finding of the study.
As shown by the sensitivity analysis that simulates different earthquake magnitudes, the M7.5 earthquake in San Francisco causes less direct and indirect output losses compared to a M7.3 earthquake in Oakland, even though its magnitude is higher. This is because a M7.5 earthquake in San Francisco, considering the HAZUS approximation, will result in fewer utility losses; therefore, costs due to business interruption will be smaller. Further research will focus on addressing the limitations of the current methodology.
2 Utilizing Base-Isolation System to Increase Earthquake Resiliency

2.1 INTRODUCTION

In the event of structure failure, healthcare facilities represent a substantial hazard to human life (occupancy category III, per ICC IBC, [2012]). Therefore, they are designed following more stringent design requirements than buildings with residential and commercial occupancy. In the recent large earthquakes in Chile, New Zealand, and Japan, healthcare facilities generally performed well. However, healthcare closures due to extensive structural and nonstructural damage that resulted in the loss of their function have occurred [Miranda et al. 2012]). As a result, increased attention is being placed on strategies to design facilities that are both safe and damage resistant. It is often presumed that such an approach increases costs to an unacceptable level. However, the cost-effectiveness of alternative design choices can be assessed using performance-based earthquake engineering (PBEE) methodology [Miranda and Aslani 2003] that quantifies expected future costs associated with damage repair, loss of functionality, casualties, etc.

This chapter presents the results of a study that compares the repair costs and repair times considering two designs for a three-story steel building: a high-performance special moment resisting frame (HP-SMRF) and a damage-resistant base-isolated intermediate moment resisting frame (BI-IMRF). The design of both systems comply with the occupancy category III [ICC 2012], allowing the building to serve as a healthcare facility. To aid in understanding the relative performance of these two systems, key engineering demand parameters (EDPs) (i.e., median values of maximum and residual story drifts and floor accelerations), repair costs, and repair times were compared at five hazard levels. These results were then used to estimate the resilience of the two systems. The value of PBEE analysis in identifying cost-effective seismic design strategies that produce more resilient, damage-resistant structures is discussed. Finally, two different ways to account for healthcare facilities equipment were considered to show the impact in terms of repair costs.

2.2 PBEE METHODOLOGY

The Pacific Earthquake Engineering Center (PEER) developed a methodology to probabilistically assess seismic performances of buildings, bridges, and other facilities. The purpose of the methodology is to provide stakeholders with the necessary information to make
conscious decisions based on life-cycle considerations rather than on costs alone. The traditional way to measure a structure’s performance is the quantitative evaluation of forces and deformations; however, these variables do not give a direct estimation of losses. Performance assessments provide information that can be immediately related to losses as needed by decision-makers and are assessed at a specified hazard level.

The performance-based process starts with the statement of performance objectives that take into account the site location and characterization, the configuration and occupancy of the building, the structural system, the non-structural components, and content location. Given the structure’s characteristics, the process flowchart evaluates the building response after ground shaking and calculates the probable damage that can affect components as well as the associated losses.

The performance-based process is made of four logical progression steps that involve four generalized variables [Zareian et al. 2006]. The uncertainties in performance assessment can be calculated as outcome at each stage. Those variables are useful to quantitatively relate seismic hazard and other engineering parameters to structural performances. The four variables that are considered in the process are: Intensity Measure (IM), Engineering Demand Parameter (EDP), Damage Measure (DM), and Decision Variable (DV). Each quantity is defined as the conditional probability of exceedance that a certain demand does not exceed a fixed value.

The process starts with a hazard analysis whose aim is to describe the intensity of ground shaking. Earthquake hazard is the quantification of ground-motion intensity and, given the location \( O \) and the design characteristics \( D \), it can be expressed as the conditional probability that level of shaking is exceeded: \( P(\text{im} \geq \text{IM} \mid o = O, d = D) \). In this study, an intensity-based approach was used to consider the response to a single acceleration response spectrum. Instead of a single value of spectral acceleration, a set of ground motions was selected and then scaled to match the response spectrum. Spectral acceleration corresponding to 5% damping of the first-mode period of the structure \( S_a(T_1) \) can be used as ground-motion IM. The approach for the hazard analysis can be deterministic or probabilistic. Deterministic seismic hazard analysis (DSHA) considers a particular scenario; probabilistic seismic hazard analysis (PSHA) evaluates ground-motion uncertainties. In recent years, PSHA has become the preferred method for hazard analysis and was used herein. The PSHA outcome is the mean seismic hazard curve that relates the intensity measure \( S_a(T_1) \) with its mean annual frequency of exceedance \( \lambda(\text{IM}) \), which varies in function of the site and of the vibration period of the building.

Given the ground motions exciting the system, a structural analysis is done to calculate the most representative EDPs describing the system. The most common parameters used to characterize the structural system are peak and residual interstory drifts, floor accelerations, component forces, and deformations. Structural response can be evaluated using nonlinear time history analysis or a simplified procedure based on equivalent static forces. Nonlinear analysis can be used to simulate the response of any building, while simplified analysis can be applied just for regular, low, and mid-rise structures with limited nonlinear response. In this study, a nonlinear response history analyses was performed to develop the IM–EDP relationships. The analysis was performed for multiple intensities and the outcome was the conditional probability that a certain demand parameter exceeded a defined EDP value for a given intensity measure: \( P(\text{edp} \geq \text{EDP} \mid \text{im} = \text{IM}) \). The estimation of EDPs accounts for uncertainties related to the structural mode, material properties, strength and deformation characteristics of structural
components, variation in dead loads, and seismic mass. This study used the open-source software OpenSees (Open System for Earthquake Engineering Simulation; http://opensees.berkeley.edu) to perform the nonlinear analyses and calculate response parameters. The response quantities obtained from the analysis can be associated with the damage of structural/non-structural components and contents.

The next step in the process is to perform a damage analysis whose purpose is to correlate EDPs with DMs of all vulnerable components. Once the damage states for each element are defined, the conditional probability that a certain DS is exceeded for a given EDP \( P(\text{dm} \geq \text{DM} | \text{edp} = \text{EDP}) \) is evaluated. Component DSs are usually defined as damage levels corresponding to repair measures needed to restore components to their undamaged conditions. The relationships between DM and EDPs are usually expressed in the form of fragility curves.

The last stage of the process involves a loss analysis whose outcome is the definition of decision variables (DVs) that can be used by stakeholders to make informed decisions. In this step, damage information obtained by damage analysis is converted into final decision variables. The DVs involved in the process can be expressed in terms of economic losses, fatalities, duration of repairs or retrofit, or injuries. As seen in the previous steps, the results of this analysis can be represented as conditional probabilities that a DV overcomes a certain value given a specific DS \( P(\text{dv} = \text{DV} | \text{dm} = \text{DM}) \). In contrast to DSs that are related to single elements, DVs are assigned at the system or building level. The process stages are graphically shown in Figure 2.1.

The four aforementioned PBEE steps can be analytically summarized in terms of a triple integral based on the total probability theorem. The integral expresses the probability that a decision variable exceeds a given value given as input the intensity measure of ground motion \( P(\text{dv} \geq \text{DV} | \text{im} = \text{IM}) \). The combination of analysis stages is then given in accordance with the total probability by:

\[
G(DV | IM) = \int \int G(DV | DM) dG(DM | EDP) dG(EDP | IM) d\lambda(IM)
\]

(2.1)

As a result of this probabilistic analysis, it can be stated that DV values are not deterministic and vary with probability due to different sources of uncertainty.

Figure 2.1 Underlying probabilistic framework [Moehle et al. 2003].
Healthcare facilities are critical buildings whose performance goals cannot be limited to merely reducing repair costs and guaranteed short downtimes. Energy generators and water suppliers have to remain functional in order to ensure the minimum required services. Finally, wall partitions and ceiling elements should maintain their isolating characteristics to help to prevent infection and fire propagation. The flow chart for the life-cycle cost analysis that was followed herein is shown in Figure 2.2. The scheme shows the various steps that were followed in the analysis to characterize the resilient features of both fixed-base and base-isolated buildings to facilitate the decision-making process.

![Figure 2.2 Process flow chart.](image)

### 2.3 DESCRIPTION OF BUILDING

The study considered a three-story steel building located in Oakland, California, a site representative of the high-seismic hazard characteristics of western North America. The basic building plan dimensions are 120 ft (36.5 m) × 180 ft (54.9 m) with a bay spacing of 30 ft (9.1 m) in each direction. The building’s plan is shown in Figure 2.3. The structure is located on relatively stiff soil having a shear-wave velocity on the top 30 m $V_{30}$ equal to 360 m/sec. This velocity corresponds to the NEHRP site class C/D boundary with reference shear-wave velocity $= 180$ to 360 m/sec.
For the fixed base structure, special moment resisting frames (SMRF) were used and designed with higher performance objectives than the minimum code requirements. For the base-isolated configuration, intermediate moment resisting frames (IMRF) were used. The designs of the two considered systems, fixed-base and base-isolated moment resisting frames, are consistent with what might be used by many engineers and are compliant with the code standards for design according to the Equivalent Lateral Force Method [ASCE 2010].

The HP-SMRF was designed with a force reduction factor \((R/I_e)\) of 6.4 \((8/1.25)\), an interstory drift limit of 1.0\% (more stringent than 2\% required by code [ASCE 2010];
reduced beam section (RBS) was used to ensure a ductile behavior. These connections are the only prequalified welded connections permitted for SMRF by AISC 341-05 [2005]. This resulted in fundamental period of the fixed-base system of 0.67 sec. Compared to the HP-SMRF, the BI-IMRF (Figure 2.5) was designed utilizing lower $R/I_e$ factor $[1.69=(3/8) \times (4.5/1)]$ and the same drift limit (1.0%). The IMRF uses welded unreinforced flange–welded web (WUF-W) connections. Because these connections do not contain flanges in the plastic hinge zone, they have higher rotational stiffness compared to the RBS. This higher stiffness is appropriate for isolated buildings where period separation is desirable. Additionally, the ductility demand for isolated buildings is expected to be low, eliminating the need for a highly-ductile connection such as the RBS. The fundamental period for the isolated system is 1.404 sec.

The isolation system was designed to have a maximum displacement of 30 in. under the maximum capable earthquake (MCE) event. It utilized triple friction pendulum bearings (TFPB) with the friction coefficients of the four sliding surfaces of 0.01, 0.01, 0.03, and 0.06, and effective pendulum lengths of 20, 122, and 122 in. Under an MCE event, this bearing had an effective period of 4.35 sec and effective damping of 15.1% (Table 2.1). More details on design of these two systems can be found in Mayencourt [2013] and Terzic et al. [2014a]. The hysteretic behavior of the bearings is represented using tri-linear models and for the considered isolator; see Figures 2.6 and 2.7.

<table>
<thead>
<tr>
<th>Table 2.1 Isolation system parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>DBE</td>
</tr>
<tr>
<td>Effective period</td>
</tr>
<tr>
<td>Effective damping</td>
</tr>
<tr>
<td>Isolator displacement</td>
</tr>
<tr>
<td>MCE</td>
</tr>
<tr>
<td>Effective period</td>
</tr>
<tr>
<td>Effective damping</td>
</tr>
<tr>
<td>Isolator displacement</td>
</tr>
</tbody>
</table>

Figure 2.6  Hysteretic behavior (force versus horizontal displacement) for triple-friction-pendulum bearing.
Figure 2.7  Hysteretic behavior (normalized force versus horizontal displacement) for triple-friction-pendulum bearing.

Table 2.2 compares the member sizes between the code-minimum performance design and the considered HP-SMRF and BI-IMRF structures. As can be seen in Table 2.1, the high-performance system has much bigger frame sections than code-minimum members. This led to a 40% increase in the weight of the steel, which justifies the use of RBS to ensure a controlled ductile behavior.

The RBS connections (Figure 2.8) were used to protect the SMRF configurations by forcing the plastic hinge in the beam to form away from the column face (between $a$ and $a+b/2$ from the column face). To ensure a strong column–weak beam behavior, the RBS connections reduced the moment capacity of the beam locally, resulting in large strains occurring in the imposed location. The part of the beam that is between the RBS and the column face is called the panel zone, which must remain elastic. That zone should be free from damage so that damaged beams will be easier to replace after an earthquake. The floor weights of the building are shown in Table 2.3. The fixed-base structure doesn’t have a base floor; instead, the base level of the isolated structure has been assumed to have the same weight of the first floor.

The construction material was ASTM A992 steel with 0.4901 kips/ft³ weight per unit volume, 50 ksi (345 MPa) tensile yield strength, and 65 ksi (450 MPa) tensile ultimate strength. Material ductility of the considered material is defined by the maximum yield-to-tensile strength ratio equal to 0.85. This material was chosen because the AISC states that this is the preferred steel for wide-flange shapes.

Code spectral accelerations were determined from PSHA by the USGS for the given location. Healthcare facilities are assigned as Risk Category II, corresponding to structures whose failure could pose a substantial risk to human life [ASCE 2010]. The spectral accelerations for the MCE spectrum were selected to be $S_x = 2.2g$ for short periods and $S_1 = 0.74g$ at a period of 1 sec, which are representative of many locations in California. The long-period transition period $T_x$ was set equal to 8 sec for the Oakland site. Site coefficients $F_x$ and $F_y$ were chosen knowing that the site class of the building is $E$, and their values are 1.0 and 1.5, respectively. The response modification coefficient $R$ was set equal to 8 for steel SMRFs and
equal to 4.5 for intermediate moment-resisting frames; the seismic importance factor $I_e$ for Risk Category III is 1.25. The design basis earthquake (DBE) spectrum was found by dividing per 1.5 the MCE spectrum. The code spectra are shown in Figure 2.9.

<table>
<thead>
<tr>
<th>Table 2.2</th>
<th>Beams and columns sizes.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Code minimum</td>
</tr>
<tr>
<td><strong>Beams</strong></td>
<td></td>
</tr>
<tr>
<td>Third story</td>
<td>W27x102</td>
</tr>
<tr>
<td>Second story</td>
<td>W33x130</td>
</tr>
<tr>
<td>First story</td>
<td>W33x141</td>
</tr>
<tr>
<td>Base</td>
<td>-</td>
</tr>
<tr>
<td><strong>Columns</strong></td>
<td></td>
</tr>
<tr>
<td>Third story</td>
<td>W14x211</td>
</tr>
<tr>
<td>Second story</td>
<td>W14x370</td>
</tr>
<tr>
<td>First story</td>
<td>W14x370</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2.3</th>
<th>Floor weights.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Story</strong></td>
<td><strong>Weight (kips)</strong></td>
</tr>
<tr>
<td>Penthouse</td>
<td>219</td>
</tr>
<tr>
<td>Third story</td>
<td>1773</td>
</tr>
<tr>
<td>Second story</td>
<td>1924</td>
</tr>
<tr>
<td>First story</td>
<td>1924</td>
</tr>
<tr>
<td>Base</td>
<td>1924</td>
</tr>
</tbody>
</table>

Figure 2.8 Reduced beam section [Chou and Uang 2003].
2.4 GROUND-MOTION SELECTION

The set of ground motions used in the analysis was selected to be representative of the hazard at the site of the I-880 viaduct in Oakland, California. For the hazard analysis, a location of 37.803N × 122.287W was used. The site is located between the Hayward and San Andreas faults as shown in Figure 2.10.

The site-specific ground motions were selected to match the uniform hazard spectrum [UHS] [USGS 2013]. The UHS for the different hazard levels were derived using the 2008 USGS hazard maps and interactive deaggregation tools [USGS 2013], and are shown in Figure 2.11. In addition, the mean magnitude, distance, and ε values associated with occurrence of each spectral value were determined.

The deaggregation plots for $S_a$ values exceeded with 2% probability in 50 years at periods of 0.1 and 1 sec as shown in Figure 2.12 and Figure 2.13 to better understand the relative contributions of the various sources to the total seismic hazard. A comparison of the two plots shows that the contribution of the Hayward fault is higher for the lower periods, while the contribution of San Andreas fault increases as the period increases. Table 2.8 shows ε values close to zero, implying that the spectral acceleration value is approximately equal to the median spectral acceleration value. As the probability of exceedance decreases, it shows positive ε values, which are representative of spectral accelerations higher than the median ground motions. The median magnitudes increase with lower probabilities of exceedance, representing the extreme events.

Forty three-component ground-motion records were selected to represent the ground-motion hazard at each of three hazard levels: 2%, 10%, and 50% probabilities of exceedance in 50 years. More information on these motions can be found in Baker et al. [2011]. To better characterize the seismic hazard at the site, two additional sets of ground-motion records representative of hazard levels at 5% and 20% probabilities of exceedance were also used in the
Those additional sets were selected from the PEER Ground-Motion Database by inputting the UHS at the different hazard levels.

Figure 2.10 (a) Position of Hayward and San Andreas fault respect to the site of interest; and (b) location of I-880 bridge viaduct and the Oakland site. Aerial imagery from Google Earth (http://earth.google.com).

Figure 2.11 Uniform Hazard Spectra for the Oakland site.
### Table 2.4 Uniform hazard spectrum and mean deaggregation values of distance, magnitude, and \( \varepsilon \) for the Oakland site, with a 2\% probability of exceedance in 50 years.

<table>
<thead>
<tr>
<th>( T ) (sec)</th>
<th>( S_a ) (g)</th>
<th>( R ) (km)</th>
<th>( M )</th>
<th>( \varepsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.94</td>
<td>8.8</td>
<td>6.78</td>
<td>1.70</td>
</tr>
<tr>
<td>0.1</td>
<td>1.78</td>
<td>8.4</td>
<td>6.73</td>
<td>1.76</td>
</tr>
<tr>
<td>0.2</td>
<td>2.20</td>
<td>8.4</td>
<td>6.77</td>
<td>1.74</td>
</tr>
<tr>
<td>0.3</td>
<td>2.13</td>
<td>8.5</td>
<td>6.81</td>
<td>1.73</td>
</tr>
<tr>
<td>1.0</td>
<td>1.14</td>
<td>9.9</td>
<td>7.00</td>
<td>1.74</td>
</tr>
<tr>
<td>2.0</td>
<td>0.60</td>
<td>13.4</td>
<td>7.20</td>
<td>1.74</td>
</tr>
<tr>
<td>5.0</td>
<td>0.22</td>
<td>16.0</td>
<td>7.43</td>
<td>1.64</td>
</tr>
</tbody>
</table>

### Table 2.5 Uniform hazard spectrum and mean deaggregation values of distance, magnitude, and \( \varepsilon \) for the Oakland site, with a 5\% probability of exceedance in 50 years.

<table>
<thead>
<tr>
<th>( T ) (sec)</th>
<th>( S_a ) (g)</th>
<th>( R ) (km)</th>
<th>( M )</th>
<th>( \varepsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.70</td>
<td>9.9</td>
<td>6.80</td>
<td>1.27</td>
</tr>
<tr>
<td>0.1</td>
<td>1.26</td>
<td>9.8</td>
<td>6.73</td>
<td>1.31</td>
</tr>
<tr>
<td>0.2</td>
<td>1.57</td>
<td>9.8</td>
<td>6.77</td>
<td>1.30</td>
</tr>
<tr>
<td>0.3</td>
<td>1.53</td>
<td>9.8</td>
<td>6.82</td>
<td>1.31</td>
</tr>
<tr>
<td>1.0</td>
<td>0.86</td>
<td>11.1</td>
<td>7.00</td>
<td>1.40</td>
</tr>
<tr>
<td>2.0</td>
<td>0.44</td>
<td>15.3</td>
<td>7.18</td>
<td>1.40</td>
</tr>
<tr>
<td>5.0</td>
<td>0.16</td>
<td>16.5</td>
<td>7.36</td>
<td>1.31</td>
</tr>
</tbody>
</table>

### Table 2.6 Uniform hazard spectrum and mean deaggregation values of distance, magnitude, and \( \varepsilon \) for the Oakland site, with a 10\% probability of exceedance in 50 years.

<table>
<thead>
<tr>
<th>( T ) (sec)</th>
<th>( S_a ) (g)</th>
<th>( R ) (km)</th>
<th>( M )</th>
<th>( \varepsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.60</td>
<td>10.1</td>
<td>6.80</td>
<td>1.05</td>
</tr>
<tr>
<td>0.1</td>
<td>1.11</td>
<td>10.0</td>
<td>6.75</td>
<td>1.10</td>
</tr>
<tr>
<td>0.2</td>
<td>0.38</td>
<td>10.0</td>
<td>6.78</td>
<td>1.10</td>
</tr>
<tr>
<td>0.3</td>
<td>1.32</td>
<td>10.2</td>
<td>6.82</td>
<td>1.09</td>
</tr>
<tr>
<td>1.0</td>
<td>0.67</td>
<td>11.8</td>
<td>7.00</td>
<td>1.09</td>
</tr>
<tr>
<td>2.0</td>
<td>0.34</td>
<td>15.6</td>
<td>7.15</td>
<td>1.09</td>
</tr>
<tr>
<td>5.0</td>
<td>0.12</td>
<td>16.9</td>
<td>7.313</td>
<td>1.01</td>
</tr>
</tbody>
</table>
Table 2.7  Uniform hazard spectrum and mean deaggregation values of distance, magnitude, and $\varepsilon$ for the Oakland site, with a 20% probability of exceedance in 50 years.

<table>
<thead>
<tr>
<th>$T$ (sec)</th>
<th>Sa(g)</th>
<th>$R$ (km)</th>
<th>M</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.43</td>
<td>12.0</td>
<td>6.80</td>
<td>0.64</td>
</tr>
<tr>
<td>0.1</td>
<td>0.76</td>
<td>12.1</td>
<td>6.73</td>
<td>0.70</td>
</tr>
<tr>
<td>0.2</td>
<td>0.94</td>
<td>12.3</td>
<td>6.76</td>
<td>0.70</td>
</tr>
<tr>
<td>0.3</td>
<td>0.91</td>
<td>12.3</td>
<td>6.81</td>
<td>0.70</td>
</tr>
<tr>
<td>1.0</td>
<td>0.48</td>
<td>14.1</td>
<td>6.99</td>
<td>0.72</td>
</tr>
<tr>
<td>2.0</td>
<td>0.24</td>
<td>18.9</td>
<td>7.13</td>
<td>0.72</td>
</tr>
<tr>
<td>5.0</td>
<td>0.08</td>
<td>18.3</td>
<td>7.25</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 2.8  Uniform hazard spectrum and mean deaggregation values of distance, magnitude and $\varepsilon$ for the Oakland site, with a 50% probability of exceedance in 50 years.

<table>
<thead>
<tr>
<th>$T$ (sec)</th>
<th>Sa(g)</th>
<th>$R$ (km)</th>
<th>M</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.27</td>
<td>15.1</td>
<td>6.79</td>
<td>0.00</td>
</tr>
<tr>
<td>0.1</td>
<td>0.48</td>
<td>15.0</td>
<td>6.73</td>
<td>0.10</td>
</tr>
<tr>
<td>0.2</td>
<td>0.60</td>
<td>15.7</td>
<td>6.76</td>
<td>0.11</td>
</tr>
<tr>
<td>0.3</td>
<td>0.56</td>
<td>16.2</td>
<td>6.80</td>
<td>0.10</td>
</tr>
<tr>
<td>1.0</td>
<td>0.26</td>
<td>19.3</td>
<td>6.96</td>
<td>0.04</td>
</tr>
<tr>
<td>2.0</td>
<td>0.12</td>
<td>24.2</td>
<td>7.06</td>
<td>0.02</td>
</tr>
<tr>
<td>5.0</td>
<td>0.04</td>
<td>24.2</td>
<td>7.13</td>
<td>-0.02</td>
</tr>
</tbody>
</table>
Figure 2.12  Deaggregation plot for $S_a$ (0.1 sec) exceeded, with 2% probability in 50 years [USGS 2008].

Figure 2.13  Deaggregation plot for $S_a$ (1 sec) exceeded, with 2% probability in 50 years [USGS 2008].
The following criteria were used to better represent the hazard at the site for both 5% and 20% probability of exceedance in 50 years:

- magnitude values between 5.9 and 7.3 to be comprehensive of the range of probable magnitudes
- closest distance to the fault rupture between 0 and 20 km
- scale factor of all three components of ground motion between 0.25 and 4, which is the recommended limit on scaling
- shear-wave velocity at 30 m less than 550 m/sec
- periods between 0 and 5 sec
In addition to these criteria, ground motions were selected limiting to five the records coming from the same event in order to avoid the influence of a particular earthquake with many records (e.g., Northridge) on the set of ground motions. Each of the two additional sets of ground motions had 25 three-component ground motion records that were scaled by multiplying the spectral accelerations for the scale factor that provided the best match between the record and the UHS. Figure 2.15 compares UHS with the median pseudo-acceleration response spectra for the selected ground motions at all five considered hazard levels. There is a good agreement between UHS and median pseudo-acceleration response spectra for the range of periods of the considered structural systems.

**Figure 2.14** Uniform hazard spectrum at the 20% in 50 years hazard level and response spectra of the selected ground motions.

**Figure 2.15** Comparison of UHS with the median pseudo-acceleration response spectra for the selected ground motions at five considered hazard levels.
2.5 ANALYSIS MODEL AND METHOD USED

A nonlinear time-history analysis was performed for both fixed-base and base-isolated systems. To avoid complications related to a full three-dimensional (3D) model, the analysis was simplified by modeling an appropriate two-dimensional (2D) frame using OpenSees [McKenna et al. 2004]. This simplification is valid as the lateral load-resisting frames are located only on the perimeter of the building and do not have common elements. Gravity-load-only type connections were used elsewhere in the structure.

2.5.1 Modeling Assumptions

To achieve an acceptable level of accuracy using the simplified 2D analysis, numerical modeling assumptions were made for the two structural systems. Further details can be found in Terzic at el. [2014a]. The five main assumptions are listed below:

- Floor slabs were assumed to be axially inextensible. All nodes on the same floor were constrained to the same displacement.

- The 2D frame considered in the analysis carried half of the horizontal floor mass, equally distributed among the six nodes of the same floor. The vertical masses were assigned to the same nodes by using the principle of tributary area. The external nodes carried half of the interior nodes vertical mass.

- The frames were subjected to horizontal and vertical components of ground motion.

- The effects of large deformations of beam and column elements were accounted for using $P$-$\Delta$ nonlinear geometric transformation. The large deformations of the columns increased the distance between the initial centerline of elements and the point of application of the load. That implies an increase of the bending moment due to second-order effects. A negative stiffness was then added to the global system.

- Vertical gravity loads acting not only on the moment frame but on the entire structure, were included in the analysis since they act on the displaced location of the joints, giving birth to destabilizing $P$-$\Delta$ effects. $P$-$\Delta$ effects from the gravity columns were taken into account by using a single leaning column with applied gravity loads that relied on the seismic force-resisting system for lateral stability [Gupta and Kunnath 2000]. It was composed of elastic elements and connected to the 2D frame using a rigid truss element with an infinite axial stiffness, which was obtained by increasing the section up to an area of 10,000 in.$^2$. The column was composed of vertical elastic elements whose section was equal to half of the sum of the area of all gravity columns and of the moment-resisting frames in the opposite direction of the building. The connection at each floor intersection was modeled by using concentrated plastic hinges. The capacity of each hinge was equal to the flexural capacity of half of the sum of the capacity of all gravity columns and half of the columns of the frame in the opposite direction. The load applied on the column was equal to the half of the gravity load per floor reduced by the gravity load acting on the columns of the lateral load-resisting frame.
Table 2.10  Mass input at each node.

<table>
<thead>
<tr>
<th></th>
<th>Vertical mass</th>
<th>Horizontal mass</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(kip·sec²/in.)</td>
<td>(kip·sec²/in.)</td>
</tr>
<tr>
<td>Second floor</td>
<td>0.105</td>
<td>0.419</td>
</tr>
<tr>
<td>Third floor</td>
<td>0.105</td>
<td>0.419</td>
</tr>
<tr>
<td>Roof</td>
<td>0.096</td>
<td>0.430</td>
</tr>
</tbody>
</table>

Figure 2.16  Beam assembly for a regular bay and P-delta bay [Mayencourt 2013].

Figure 2.17  BS hinges backbone curve [PEER/ATC 2010]. $M_y$: effective yield strength, $K_e$: initial stiffness, $\theta_y$: yield rotation, $\theta_y + \theta_p$: capping strength rotation, $K_{pc}$: post-capping stiffness.

To take into account the possibility of a nonlinear behavior of the system at high hazard levels, the beams of the HP-SMRF system were modeled as lumped plasticity elements. They were characterized by elastic elements with concentrated plastic hinges at the ends to recreate the lumped plasticity of the RBS. Plastic hinges were reproduced by rotational springs with deterioration rules based on experimental data.

Rotational springs were modeled in Open Sees by means of nonlinear zero-length elements placed at the center of the RBS. To maintain the same stiffness of the initial frame, the inertia of the elastic portion of the beam was increased by multiplying the initial inertia by 1.1 [Ibarra and Krawinkler 2005]. The hinge–elastic-beam–hinge assembly was used to model the lumped plasticity of the reduced beam section. The moment-rotation relationships for RBS connections were developed based on recommendations from PEER/ATC [2010] using Hysteretic Material of OpenSees. The initial backbone curve (Figure 2.17) defined the
boundaries of the hysteretic response, which degraded (deterioration in strength and stiffness) as a function of damage and energy dissipated during the cyclic model.

Input values for the RBS are listed in Table 2.11. The effective yield strength $M_y$ defines the first point in the initial backbone curve. For beams with RBS connections, a mean value can be estimated as $1.06 \times M_p$ [Lignos 2008]. For the same beams capping strength, $M_c$ can be estimated as the mean value of the ratio of capping strength to effective yield strength, $M_c/M_y = 1.09$; Lignos suggests a value of $0.4 \times M_y$ to estimate the residual strength $M_r$. The panel zone at the beam and column intersection was modeled as a rectangle composed of four very stiff elastic beam elements to ensure that the plastic hinges form away from the columns.

Columns of the HP-SMRF and beams and columns of the BI-IMRF were both modeled using force-based beam–column elements of OpenSees. Thus, the spread of the plasticity along the element is taken into account. Sections were represented by fibers, and a steel material with a fatigue behavior was considered using the Menegotto-Pinto hysteretic model. Low-cycle fatigue failure of beams and columns was accounted for by using an OpenSees fatigue model. A global representation of a regular bay and leaning column is shown in Figure 2.18.

The isolated system was designed with an isolator beneath each column of the structural frame. The isolators were modeled with horizontal springs and tri-linear uniaxial material representative of the hysteretic behavior of triple-pendulum friction bearings. The capacity of each bearing of the considered frame is equal to half of the sum of the properties of all the isolators of the building divided by the six columns of the frame. Vertical displacements and rotations at the top and the bottom of isolators were assumed to be fixed. The leaning column was modeled with a roller at the base and was connected to the structural frame with a rigid truss element as at the other floors.

Following the recommendations of PEER/ATC [2010], damping was assigned to the frames in a way that represents the energy dissipation during the analysis. Since the analysis was performed by using nonlinear elements, most of the dissipation was already captured by the hysteretic response. In any case, in this study a damping ratio of 3% was taken for both structural systems. For the fixed-base building, mass and tangent stiffness proportional to Rayleigh coefficients were calculated based on two periods. For the 50% in 50-years hazard level, the first ($T_1$) and third ($T_3$) periods were selected. For the fixed-base building, mass and tangent stiffness proportional to Rayleigh coefficients were calculated based on two periods. The first ($T_1$) and third ($T_3$) periods were selected for the 50%/50-years and 20%/50-years hazard levels, while $1.5T_1$ and $T_3$ were selected for the 10%/50-years, 5%/50-years and 2%/50-years hazards. The first period was elongated 1.5 times to account for the change in period due to the nonlinear deformations of the system.

For the isolated building, the damping was assumed to be proportional only to the tangent stiffness of the structure. The stiffness-proportional damping was calculated from the fundamental period of the structure $T_1$ for the 50%/50-years hazard, and $T_{\text{eff}}$ for the 20%/50-years, 10%/50-years, 5%/50-years, and 2%/50-year hazards, where $T_{\text{eff}}$ is the effective fundamental period of the isolation system.
### Table 2.11 RBS hinges characteristics.

<table>
<thead>
<tr>
<th>Section size</th>
<th>Effective yield strength $M_y$ (kip in.)</th>
<th>Yield rotation (rad)</th>
<th>Capping strength $M_c$ (kip in.)</th>
<th>Capping strength rotation (rad)</th>
<th>Residual strength $M_r$ (kip in.)</th>
<th>Residual strength (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W33 × 130</td>
<td>19,695.49</td>
<td>0.000488</td>
<td>21,665.04</td>
<td>0.021709</td>
<td>7,878.196</td>
<td>0.120</td>
</tr>
<tr>
<td>W36 × 182</td>
<td>30,997.81</td>
<td>0.000429</td>
<td>34,097.59</td>
<td>0.021291</td>
<td>12,399.124</td>
<td>0.156</td>
</tr>
<tr>
<td>W36 × 182</td>
<td>30,997.81</td>
<td>0.000429</td>
<td>34,097.59</td>
<td>0.021291</td>
<td>12,399.124</td>
<td>0.156</td>
</tr>
</tbody>
</table>

![Figure 2.18](image)

Figure 2.18 Structural scheme of a generic bay and the $P$-$\Delta$ leaning column. (1) RBS connections, (2) panel zone, (3) elastic beam-column elements, (4) columns, (5) rigid truss, (6) $P$-$\Delta$ floor connections [Mayencourt 2013].

### 2.5.2 Comparison of Structural Response

While numerous parameters need to be considered to fully evaluate structural response, it is common practice to correlate performances to EDPs as story drifts, floor accelerations, and residual drifts. By comparing the EDP average peak values for the five considered hazard levels, the performance characteristics of the system can be assessed. The severity of damage to various structural and nonstructural components associated with EDPs can be quantified using fragility relations from FEMA P-58 [FEMA 2012]. Losses associated with damage will be evaluated in the next section.

The base-isolated moment frame substantially reduced accelerations and drifts compared to the fixed-base frame; see Figure 2.19 and Figure 2.20. While the effectiveness of the isolation system in reducing story drift increased by increasing the ground shaking intensity (ranging from 20% to 62% with an average of 49%), the reduction of acceleration was consistently high at all hazard levels (ranging from 84% to 90% with an average of 88%). The BI-IMRF, with the uniform acceleration profile over the height of the building and the peak median value, which reached 0.22g at the 2% in 50-years hazard level, most likely will not trigger any damage of the acceleration sensitive components (e.g., ceiling, MEP, contents).

Figure 2.21 shows that isolation system was also effective in eliminating residual drifts of the moment frame at the highest hazard levels. At the 50%/50-years hazard level, the HP-SMRF developed maximum median drift of 0.46%, 20% larger than maximum median drift of the BI-
IMRF of 0.37%; see Figure 2.19. Since both moment frames are expected to yield at drift ratios slightly larger than 1%, elastic structural behavior was anticipated at this hazard level. The damage to interior partitions was expected for both the HP-SMRF and BI-IMRF system since the median drift associated with initiation of damage to partition walls commonly used in healthcare facilities is 0.21% [FEMA 2012]. Median horizontal accelerations in the HP-SMRF ranged from 0.26g to 0.67g over the height of the building—see Figure 2.20a—likely triggering damage to piping, electronic, and medical equipment in the upper levels [FEMA 2012].

At the 20%/50-years hazard level, greater differences in story-drift demands were observed between the two systems; see Figure 2.19. Compared to the BI-IMRF, the fixed-base HP-SMRF had about two times larger drift ratio at each level, with the peak median value reaching 0.84%. This would likely result in a greater damage to partition walls and initiation of damage to staircases, which initiates at a drift of 0.5%, per FEMA [2012]. At this hazard level, damage to structural elements was not anticipated. Median horizontal accelerations in the HP-SMRF ranged from 0.37g to 1.13g over the height of the building; see Figure 2.20(b). These accelerations extended the regions of the building that typically undergo acceleration-related damage, triggering additional damage to ceilings, chillers, fire sprinkler drops, bookcases, and filing cabinets [FEMA 2012]. At the 10%/50-years hazard level. Figure 2.19(c) shows even greater differences in story-drift demands between the two systems.

The fixed-base HP-SMRF had a peak median drift ratio of 1.24%, which suggests initiation of yielding of the system and probable extensive damage to wall partitions and moderate damage to staircases. The BI-IMRF, with a peak median drift ratio of 0.57%, is anticipated to remain elastic with slight damage to wall partitions and staircases. Median horizontal accelerations in the HP-SMRF ranged from 0.59g to 1.54g over the height of the building; see Figure 2.20(c). These accelerations extended the regions of the building that typically undergo acceleration-related damage observed at lower hazard levels, triggering additional damage to lighting, cooling tower, HVAC ducts, and air handling units.

At the fixed-base HP-SMRF had a median peak story drift of 1.57% (5%/50-years hazard level) and 2.24% (2%/50-years hazard level)—see Figure 2.19(d) and (e)—suggesting damage to both structural and nonstructural components thus requiring substantial repair. The BI-IMRF, with the peak median drift ratios of 0.62% (5%/50-years hazard level) and 0.83% (2%/50-years hazard level) is anticipated to remain elastic with slight non-structural damage. Median horizontal accelerations in the HP-SMRF ranged from 0.78g to 1.61g for the 5%/50-year hazard level and from 0.97g to 1.81g for the 2%/50-year hazard level—see Figure 2.20(d) and (e)—causing damage to all acceleration sensitive non-structural components and content except for electrical systems and components.
Figure 2.19  Median story drifts of the HP-SMRF and the BI-IMRF on TFPBs for five hazard levels: 2%, 5%, 10%, 20%, and 50% probabilities of exceedance in 50 years.
Figure 2.20  Median absolute floor accelerations of the HP-SMRF and the BI-IMRF on TFPBs for five hazard levels: 2%, 5%, 10%, 20%, and 50% probabilities of exceedance in 50 years.
2.5.3 Hysteretic Cycle Response

The behaviour of the HP-SMRF from serviceability limit states to near-collapse limit states is shown in terms of the hysteretic cycle response of the system at all considered hazard levels. Each graph shows the base shear and the first floor displacement of the ground-motion record that better represents the median structural response of the building at each hazard level. As obvious, this specific ground motion cannot summarize the effect of a set of ground motions, but it can give an idea of the median behaviour of the system at an increasing the level of hazard. An analysis of the hysteretic cycle response allows for insight into the strength and stiffness degradation of the structure under random loading histories as well as the modes (slow or rapid) in which this deterioration can occur.

At 50%/50 years and 20%/50 years hazard levels, the behaviour of the system is kept in the elastic range, reaching maximum first-floor displacements of 0.89 and 1.63 in., respectively (Figure 2.22 and Figure 2.23), which correspond to story drift ratios of 0.43% and 0.8%. As previously explained, both moment frames were expected to yield at drift ratios slightly larger than 1%. This happens at 10%/50-years hazard level when the displacement reached 2.55 in., corresponding to a first-floor story drift ratio of 1.25%; see Figure 2.24. The hysteretic cycle was symmetric, with a maximum positive and negative base shear slightly bigger than 2500 kips. At 5%/50-years hazard level, the shape of the hysteretic cycle is similar, but there is more evidence of the nonlinear behaviour of the system; see Figure 2.25. The force did not increase significantly (maximum base shear of 2700 kips), but a big increase in displacement can be observed (3.27 in.), with a maximum first-floor story drift ratio of 1.6%. This effect is even more noticeable at 2%/50-years hazard level, when a further slight increase of force led to story drift ratios that reached 2.1% for maximum displacements of 4.25 in.; see Figure 2.26. The hysteretic cycle is no longer symmetric, and the degradation in stiffness appears more evident than in the previous case, but it is not conspicuous even at this hazard level.
Figure 2.22  Hysteretic cycle response of the system at 50%/50-years hazard level.

Figure 2.23  Hysteretic cycle response of the system at 20%/50-years hazard level.
Figure 2.24  Hysteretic cycle response of the system at 10%/50-years hazard level.

Figure 2.25  Hysteretic cycle response of the system at 5%/50-years hazard level.
2.6 LOSS ANALYSIS: HEALTHCARE FACILITY

Two loss metrics were used to estimate effectiveness of isolation system in reducing the total financial losses: (1) financial losses associated with the cost required to implement repairs and (2) repair time. A seismic life-cycle assessment to calculate repair costs and repair times for the two systems (fixed-base and base-isolated moment frames) and healthcare occupancy, at each of five considered hazard levels was performed using the computer software Performance Assessment Calculation Tool (PACT) [ATC 2012].

2.6.1 Introduction to PACT

The seismic performance assessment methodology depicts building performance after earthquake shaking. The consequences resulting from earthquake damage are expressed in terms of direct economic losses and indirect economic losses. The direct economic losses are identified by the building repair costs that represent the cost to restore the building to its pre-earthquake condition. The indirect economic losses are related to the business interruption activities and with building downtime. These performance measures make it possible to quantify earthquake consequences in terms that are meaningful to decision-makers and more directly useful in the decision-making process compared to the traditional discrete performance levels that have been used in the past.

Many input data are required in PACT to perform the analysis and predict the performance of the building under earthquake shaking. The user must input the basic building information and a description of the population model that includes the distribution of people inside the building and the variability of this distribution over the time. Then a detailed description of type and quantities of structural/non-structural elements and contents has to be added. Several types of occupancies are available in PACT to model the population and to define components types and quantities without performing a specific inventory of the building.
In the final stage, the EDPs computed with the nonlinear response history analysis (maximum story drifts, maximum absolute floor horizontal accelerations, and peak residual story drifts) are inputted for each ground motion at each hazard level. Building components are generally sensitive to story drifts or floor accelerations. In PACT, each building component is associated with a fragility curve that correlates EDPs to the probability of that item reaching a particular damage state. The component’s damage is then related to a loss (e.g., repair cost or repair time) utilizing consequence functions. The total loss at each hazard level is then estimated by integrating losses over all components of a system. To account for the uncertainties affecting calculation of seismic performance, FEMA P-58 methodology uses a Monte Carlo procedure to perform loss calculations [FEMA 2012].

### 2.6.2 Basic Building Data

Basic building information includes the size of the building (number of stories, story height, and floor area at each level) and the replacement cost. Building replacement costs are equal to the initial construction cost increased by 20% to include cost allowances for demolition and site clearance [FEMA 2012]. It is used as input in PACT to compute the cost associated with damage that makes the building irreparable. It can occur if the repair cost of the structure exceeds 0.4 times the replacement cost. This threshold is suggested by the *FEMA P-58* based on past studies that show that a building is likely to be replaced rather than repaired if the ratio between repair cost and replacement cost is bigger than 0.4.

Construction cost of healthcare facilities cannot be estimated without including the huge cost of medical equipment. For this reason, it was calculated using the metric of $597.7/ft^2$ estimated by M. Phipps per Mayencourt [2013]. Considering the footprint of the three-story building, the initial construction cost of the healthcare is estimated to be $38,730,960; this is the same for the two considered structural systems. Construction and replacement costs for the considered systems are shown in Table 2.12.

**Table 2.12 Construction and replacement costs for healthcare facilities.**

<table>
<thead>
<tr>
<th></th>
<th>HP-SMRF</th>
<th>BI-IMRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction cost</td>
<td>$38,730,960</td>
<td>$38,730,960</td>
</tr>
<tr>
<td>Replacement cost</td>
<td>$46,477,152</td>
<td>$46,477,152</td>
</tr>
</tbody>
</table>

### 2.6.3 Population Models

The building population model defines the number of occupants for 1000 ft² of building floor space. PACT provides information for the peak population for each occupancy and the time of the day when this peak is expected to occur. The peak population for healthcare facilities is 5 occupants for 1000 ft², which is reached at 3:00 pm. The PACT manual also contains data about the variation in the population as a percentage of the peak population over the course of a 24-hr. period; see Figure 2.27.
2.6.4 Fragility Groups

To determinate the damage, all structural/non-structural components and contents considered vulnerable to earthquake shaking are described by using fragility functions and consequence functions. Each fragility function specifies DS probability for a certain demand parameter. Because of the uncertainty in evaluating the type and the extent of damage, fragility functions are lognormal distributions. Each component is generally defined by three DSs (slight, moderate, or extensive), and a unique fragility function is required for each of them. Fragility curves are defined by a median demand value ($\lambda$) at which there is the 50% of probability that the DS will initiate and by the dispersion ($\beta$), which takes into account the uncertainty that the DS will initiate at that particular demand value. A repair cost is associated to the DS by means of consequence functions that indicate the probable loss associated to a certain level of damage. Fragility information is contained in PACT database (FEMA P-58 Fragility Specifications). This database may not include all components. In case of unavailability of data, user-defined fragility curves can be developed and added to PACT to suit the needs of a specific building. Figure 2.28 shows a sample fragility function for steel column base plates given in the database. In this sample curve for a story drift ratio of 0.06 rad, there is 10% probability the component is damaged more than the third state (complete fraction of the column), 25% probability the component reaches an intermediate DS between the DS2 (propagation of brittle crack into column) and DS3, 50% probability the damage is between DS1 (initiation of crack) and DS2, and 15% probability the component is undamaged.

All components are categorized in PACT by using fragility groups. A fragility group is a collection of components with similar construction characteristics, similar potential model of damage and probability of incurring damage, and similar potential consequences resulting from the damage. Each fragility group is identified by a specific classification number. The first letter of this number indicates the macro-category of each group:
Figure 2.28  Steel column base plates fragility curves.

- A – Substructure
- B – Shell
- C – Interiors
- D – Services
- E – Equipment and Furnishings

The type and quantities of each component must be clearly defined. For most non-structural components and contents used in the loss analysis, normative quantities recommended by FEMA P-58 [FEMA 2012] were used. Structural/non-structural components and building contents considered in the loss analysis are given in Table 2.13. They include: (i) structural: moment connections, shear tab gravity connections, base plates, and column splices; (ii) non-structural: partition walls, curtain walls, cladding, ceiling, lighting, stairs, elevators, and MEP components, and (iii) content: bookcases, filing cabinets, computers, servers, and medical equipment. Isolator devices and utilities at the isolation level are not included in the loss model due to unavailability of their fragility functions in PACT. Healthcare occupancy implies higher quantities of most of the components due to higher standards required as well as specific types of non-structural components.

Shell components include the superstructure (B10), the exterior enclosure (B20), and the roof (B30). Type and quantities of structural components (such as column base plates or RBS connections) were estimated directly from design drawings of the building. The only differences between fixed-base and isolated-systems components are in the superstructure components. Interiors (C) include wall partitions, stairs, and ceilings. Services (D) are the components that make the building operational and include plumbing, HVAC, and electrical systems. As an example, Table 2.14 lists components that form the HP-SMRF superstructure.

Equipment and furnishings (D) are strongly related to the type of occupancy. The PACT database contains fragility specification for file cabinets, bookcases, and electronic equipment.
Healthcare facilities contain heavy and costly-to-repair equipment that could highly affect the overall repair cost of the building. Fragility functions for medical equipment are not available in PACT nor are consequence functions. In this study, fragility functions for medical equipment were developed using two methods: a global fragility curve representing all medical equipment [Yao and Tu 2012] and multiple curves representing the single medical items of a generic hospital inventory [ATC 63].

**Figure 2.29** Cost breakdown of office buildings, hotels, and hospitals.

**Figure 2.30** Fragility curve for medical equipment for slight, moderate, and extensive damage levels [Yao and Tu 2012].
First, the simplified method was used to make a comparison between fixed-base and base-isolated designs. The Yao and Tu medical equipment curve was derived by investigating 41 healthcare buildings after the 1999 Chi-Chi, Taiwan, earthquake. Figure 2.30 shows the median and dispersion values for slight, moderate, and extensive levels of damage. Because that item is sensitive to peak ground acceleration, it was placed at the building ground floor. Per Miranda and Taghavi [2003], the consequence functions relating the component damage to the repair costs for an extensive level of damage were based on assuming that medical equipment cost would be 44% of the total building cost. The consequence functions relating damage of medical equipment to repair time were not developed due to unavailability of data.

<table>
<thead>
<tr>
<th>Type</th>
<th>Structural</th>
<th>Building Content</th>
<th>Non-structural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolted shear tab gravity connections</td>
<td>Tall File Cabinet</td>
<td>Curtain Walls</td>
<td>Precast Concrete Panels</td>
</tr>
<tr>
<td>Steel Column Base Plates</td>
<td>Unanchored Bookcase</td>
<td>Wall Partition, Type: Gypsum with metal studs</td>
<td>Cold Water Piping</td>
</tr>
<tr>
<td>Column Splices</td>
<td>Desktop Electronics</td>
<td>Wall Partition, Type: Gypsum + Ceramic Tile</td>
<td>Hot Water Piping - Small Diameter Threaded Steel</td>
</tr>
<tr>
<td>Post-Northridge RBS connection with welded web</td>
<td>Medical Equipment</td>
<td>Suspended Ceiling</td>
<td>Hot Water Piping - Large Diameter Welded Steel</td>
</tr>
<tr>
<td>Post-Northridge welded steel IMRF connection other than RBS</td>
<td>Recessed lighting in suspended ceiling</td>
<td>Sanitary Waste Piping</td>
<td>HVAC Drops</td>
</tr>
<tr>
<td>Prefabricated steel stairs</td>
<td>Steam Piping - Small Diameter Threaded Steel</td>
<td>Variable Air Volume (VAV) box</td>
<td>Distribution Panel</td>
</tr>
<tr>
<td>Hydraulic Elevator</td>
<td>Steam Piping - Large Diameter Welded Steel</td>
<td>Concrete tile roof</td>
<td></td>
</tr>
</tbody>
</table>
Table 2.14 HP-SMRF superstructure fragility groups.

<table>
<thead>
<tr>
<th>PACT ID</th>
<th>Component type</th>
<th>EDP</th>
<th>Unit</th>
<th>Floor</th>
<th>Dir. 1</th>
<th>Dir. 2</th>
<th>Non dir.</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1031.001</td>
<td>Bolted shear tab gravity connections</td>
<td>Story drift ratio</td>
<td>Ea.</td>
<td>1</td>
<td>136</td>
<td>84</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>136</td>
<td>84</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>136</td>
<td>84</td>
<td>-</td>
</tr>
<tr>
<td>B1031.011a</td>
<td>Steel column base plates, column W &lt; 150 plf</td>
<td>Story drift ratio</td>
<td>Ea.</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>B1031.011c</td>
<td>Steel column base plates, column W &gt; 300 plf</td>
<td>Story drift ratio</td>
<td>Ea.</td>
<td>1</td>
<td>12</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>B1031.021a</td>
<td>Welded column splices, column W &lt; 150 plf</td>
<td>Story drift ratio</td>
<td>Ea.</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>B1031.021c</td>
<td>Welded column splices, column W &gt; 300 plf</td>
<td>Story drift ratio</td>
<td>Ea.</td>
<td>3</td>
<td>12</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>B1035.002</td>
<td>Post-Northridge RBS connection with welded web, beam one side of column only, beam depth &gt;= W30</td>
<td>Story drift ratio</td>
<td>Ea.</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>-</td>
</tr>
<tr>
<td>B1035.012</td>
<td>Post-Northridge RBS connection with welded web, beams both sides of column, beam depth &gt;= W30</td>
<td>Story drift ratio</td>
<td>Ea.</td>
<td>1</td>
<td>8</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>8</td>
<td>6</td>
<td>-</td>
</tr>
</tbody>
</table>

2.6.5 Repair Costs and Loss Ratio

Repair cost estimates can provide the design engineer with valuable insights regarding the desirability and cost-effectiveness of enhancements to the structural system. Table 2.15 and Figure 2.31 show the median repair costs for the fixed-base and base-isolated moment frames for the five considered hazard levels. The diagram clearly shows effectiveness of base-isolated systems in mitigating damage. Reductions in the cost of repairs are consistently high at all hazard levels for the base-isolated systems. The reduction in repair costs ranged from 76% to 88%, with an average of 85%. While the fixed-base system generates disproportionately greater losses for the most expensive facility, the base-isolated system generates proportionally greater losses.

To identify the major contributors to the losses, the partial contributions of structural/non-structural components and contents to repair costs is shown in Figure 2.31. Non-structural components and contents dominate the losses for healthcare facility. In the case of the fixed-base healthcare facility, non-structural components dominate the losses (72% contribution) at the lower hazard levels (50% and 20% in 50 years). At the 10%/ and 5%/50-years hazard levels, non-structural components and content have an almost equal contribution to the total repair costs. At the 2%/50-years hazard level, damage to the medical equipment, which is the primary source of the content damage, dominates the losses. The cost of repairs of structural components, although minor for the fixed-base system at higher hazard levels, is decreased through utilization of base isolation. Although total repair costs points to the improvement provided by the isolation system, the partial contribution of structural/non-structural elements
and contents needs to be considered; see Table 2.16. The results obtained are graphically shown in Table 2.17 in which the fixed-base and base-isolated systems are compared.

To facilitate decisions on whether to repair or replace a building damaged after an earthquake, repair costs can be expressed in terms of a loss ratio, which FEMA P-58 [FEMA 2012] defines as the necessary repair costs divided by the building’s replacement costs. The building’s replacement cost in this case is based on the initial construction cost associated with structural and nonstructural components; the contents are excluded. According to FEMA P-58, building owners typically prefer to replace a building rather than repair it when the loss ratio exceeds 40%. Figure 2.32 plots loss ratios for each system at the five considered hazard levels. Although the fixed-base healthcare buildings have significantly higher loss ratios than the base-isolated buildings at all hazard levels, the highest loss ratio of the fixed-base system of 0.26 is significantly smaller than the FEMA P-58 replacement threshold of 0.4. Therefore, none of the buildings will require replacement even for a very rare earthquake with the 2% probability of exceedance in 50 years.

![Hospital repair costs graph](image)

**Figure 2.31** Median repair costs for the HP-SMRF and the BI-IMRF for five hazard levels: 2%, 5%, 10%, 20%, and 50% probabilities of exceedance in 50 years.
Table 2.15  Median repair costs at all hazard levels for all systems.

<table>
<thead>
<tr>
<th></th>
<th>50%/50yrs</th>
<th>20%/50yrs</th>
<th>10%/50yrs</th>
<th>5%/50yrs</th>
<th>2%/50yrs</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-SMRF</td>
<td>1,551,724</td>
<td>3,723,077</td>
<td>6,333,333</td>
<td>9,500,000</td>
<td>19,333,333</td>
</tr>
<tr>
<td>BI-SMRF</td>
<td>370,656</td>
<td>475,229</td>
<td>796,178</td>
<td>1,135,762</td>
<td>2,852,941</td>
</tr>
</tbody>
</table>

Table 2.16  Median repair cost of structural components, non-structural components, and contents.

<table>
<thead>
<tr>
<th></th>
<th>HP-SMRF repair cost ($)</th>
<th>BI-IMRF repair cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Structural</td>
<td>Non structural</td>
</tr>
<tr>
<td>50%/50yrs</td>
<td>0</td>
<td>1,131,536</td>
</tr>
<tr>
<td>20%/50yrs</td>
<td>136,775</td>
<td>2,662,720</td>
</tr>
<tr>
<td>10%/50yrs</td>
<td>303,006</td>
<td>3,105,441</td>
</tr>
<tr>
<td>5%/50yrs</td>
<td>804,520</td>
<td>4,229,748</td>
</tr>
<tr>
<td>2%/50yrs</td>
<td>1,140,311</td>
<td>4,413,423</td>
</tr>
</tbody>
</table>

Table 2.17  Repair cost contribution at 2%/50-years hazard level.

<table>
<thead>
<tr>
<th></th>
<th>HP-SMRF</th>
<th>BI-IMRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical equipment</td>
<td>73.29%</td>
<td>0.49%</td>
</tr>
<tr>
<td>Wall Partition</td>
<td>7.42%</td>
<td>52.72%</td>
</tr>
<tr>
<td>Suspended Ceiling</td>
<td>4.39%</td>
<td>0.90%</td>
</tr>
<tr>
<td>Precast Concrete Panels</td>
<td>3.91%</td>
<td>26.99%</td>
</tr>
<tr>
<td>Concrete tile roof</td>
<td>2.40%</td>
<td>0.26%</td>
</tr>
<tr>
<td>Post-Northridge connections</td>
<td>1.39%</td>
<td>4.46%</td>
</tr>
<tr>
<td>Bolted shear tab gravity connections</td>
<td>1.03%</td>
<td>8.81%</td>
</tr>
<tr>
<td>Desktop electronics</td>
<td>0.60%</td>
<td>2.23%</td>
</tr>
<tr>
<td></td>
<td>94.43%</td>
<td>96.88%</td>
</tr>
</tbody>
</table>
Figure 2.32 Repair cost contribution at 2%/50-years hazard level.

Figure 2.33 Median loss ratio for the HP-SMRF and the BI-IMRF for five hazard levels and healthcare occupancy.

2.6.6 Repair Time

To estimate the resilience of the system and the revenue losses resulting from the business interruption following an earthquake, business downtime as a function of time needs to be characterized. Business downtime should include the time required to: (1) identify damage, design repairs or upgrades, obtain permits and financing, and mobilize supplies and manpower; and (2) make the repairs necessary to restart operations. If the structural/non-structural damage is such that the building is not deemed economical to repair, which corresponds to a loss ratio bigger than 40%, downtime is assumed equal to the replacement time for the building. If there is a minor damage that doesn’t affect the operability of the system, the downtime is set equal to
zero. If there is major non-structural damage that affects a building’s functionality, the owner can simultaneously begin site preparation, building cleanup, mobilizing a general contractor, and securing necessary funding before initiating repairs. In the case of extensive non-structural damage or major structural damage, a detailed inspection is needed. Site preparation and clean up can occur simultaneously with the inspection. Although business models exist for commercial occupancy types (e.g., Terzic et al. [2014a]), a similar type of model could not be found for a healthcare facility. Therefore, the study presented herein will use repair time as a metric for comparing the two systems and two occupancy types.

Estimating the time required to repair a structure is difficult without specific information about the availability of workers and material. To calculate repair time, a number of assumptions were made. PACT estimates repair time considering the number of labor hours associated with the required repair at each DS. One of the input parameters in PACT is the number of workers that can occupy the building at the same time, which is dependent on whether the building is occupied during construction. In this study, it was assumed that supplies and workers were available to permit the necessary work. A high density of workers (one worker per 500 ft²) was used, assuming that the building would be unoccupied during the repair of damaged building components. The repair time was calculated considering two repair schemes: (1) the parallel scheme assumes simultaneous repair at all three floors, and (2) the serial scheme assumes sequential repair at three floor levels [FEMA 2012]. Both repair schemes assume sequential repair of all damaged components within one floor level.

These repair schemes are not optimal but provide a good estimate of repair time of the lower and upper bound for the chosen density of workers. While the assumptions made may be feasible for the systems with the smaller level damage (i.e., the isolated system), they may be hard to achieve for the systems with more extensive damage (i.e., the fixed-base system). Therefore, these assumptions are advantageous for the HP-SMRF relative to the base-isolated system as they reduce the relative benefits of the isolated system. Figure 2.35 shows the median repair times for the HP-SMRF and the BI-IMRF for all five hazard levels considering the two repair strategies: parallel and serial. The base-isolated systems are again very effective in reducing repair time, thus significantly reducing the total downtime for the isolated buildings. Upper (serial) and lower (parallel) bounds of the repair times are both several magnitudes smaller for the isolated buildings relative to the fixed-base buildings. For the 50%/50-years hazard level, the repair times of the base-isolated buildings are 2–3 times smaller than for the fixed-base buildings. For the higher hazard levels, 20%/10%/5%/50-years hazard level, base isolation is even more effective, resulting in 4–6 times smaller repair time. For the 2%/50 years hazard level, the reduction in repair time is 3–4 times, which is still significant. Repair times would have been even higher if repair time of medical equipment was included in the consequence function.
2.6.7 Indirect Losses

Indirect losses were calculated as the hospital’s daily loss in income due to business interruption. By averaging the square footage of four California hospitals located in the Bay Area, the number of beds available for a 64,800 ft² hospital was estimated to be 92. Since the average revenue per inpatient bed is approximately $1 million per year for California hospitals [Meade et al. 2002], the hospitals’ daily income is $252,055.

In the case of the serial repair strategy, a floor is considered functional after being repaired even if the other floors are not yet functional. Assuming that the population is equally distributed over three floors, the daily income after the first floor is repaired is a third of the total income under normal conditions. The same approximation can be applied to the other floors. In the case of the parallel repair strategy, although the functionality is recovered at once, there will
be no daily income until the total recovery of the structure is completed. Analyzing the damage states in PACT, it was found that several structural components were seriously damaged after an earthquake with 2%/50-years probability of exceedance occurs. Assuming that an inoperative building will correspond to a drop to zero in terms of its functionality is realistic. Figure 2.36 compares the two repair strategies after the drop of functionality for the buildings that have experienced an earthquake with 2%/50-years probability of exceedance.

![Figure 2.36 Comparison between serial and parallel repair strategy for the structures considered.](image)

### 2.6.8 Total Annualized Losses

Annualized losses (due to both repair costs and business interruption costs) were calculated by integrating direct and indirect losses at each hazard level weighted by the probability that the hazard was exceeded. Then the total losses were obtained by adding the direct and indirect losses. Table 2.18 shows the results for serial and parallel repair strategy. Figure 2.37 shows the comparison between the considered systems.

As can be seen in Table 2.18, isolating the buildings led to a significant reduction of the total annualized losses, resulting in an average decrease of more than 70% for the healthcare facility. For both structural systems, the contribution of indirect losses is significantly bigger than the contribution of the direct losses. In both cases, the serial repair strategy resulted in bigger indirect losses when considering repair times. The chart shows that even if the assumptions are conservative, the performance of the base-isolated structures is superior compared to fixed-base structures.

<table>
<thead>
<tr>
<th></th>
<th>Serial repair strategy</th>
<th>Parallel repair strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Direct loss</td>
<td>Indirect loss</td>
</tr>
<tr>
<td>HP-SMRF</td>
<td>69,061</td>
<td>328,377</td>
</tr>
<tr>
<td>BI_SMRF</td>
<td>11,263</td>
<td>95,885</td>
</tr>
</tbody>
</table>
2.7 LOSS ANALYSIS: SCHOOL

Next, we performed a seismic life-cycle assessment using the same methodology—PACT [ATC 2012]—to calculate repair costs and repair times for the two systems (fixed-base and base-isolated moment frames) for a school at each of five considered hazard levels. Two loss metrics were used to estimate the effectiveness of isolation system in reducing the total financial losses: (1) financial losses associated with the costs required to implement repairs and (2) repair time.

2.7.1 Basic Building Data

Basic building information includes the size of the building (number of stories, story height, and floor area at each level) and the replacement cost. Replacement costs for the buildings are equal to the initial construction cost increased by 20% to include cost allowances for demolition and site clearance [FEMA 2012]. It is used as input in PACT to compute the cost associated with damage if the building is deemed irreparable, which occurs if the repair cost of the structure exceeds 0.4 times the replacement cost. This threshold is suggested by the FEMA P-58 based on past studies that show that a building is likely to be replaced rather than repaired if the ratio between repair cost and replacement cost is bigger than 0.4.

The initial construction cost of the school is estimated to be $17,823,000 for the HP-SMRF and $17,408,000 for the BI-IMRF, which is the same as if it were a commercial building [Terzic et al., 2014a; Ryan et al. 2010]. The HP-SMRF required 40% more steel, which increased the overall cost of the building compared to the code-minimum design. Because of the cost of the isolators, the base-isolated structure shows an increase in cost when compared to the code-minimum design; see Table 2.19.

---

**Figure 2.37** Annualized losses for all systems considered.
### Table 2.19 Construction and replacement costs for schools.

<table>
<thead>
<tr>
<th>Code minimum</th>
<th>HP-SMRF</th>
<th>BI-IMRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction cost</td>
<td>$16,800,000</td>
<td>$17,823,000</td>
</tr>
<tr>
<td>Replacement cost</td>
<td>$20,160,000</td>
<td>$21,387,600</td>
</tr>
</tbody>
</table>

#### 2.7.2 Population Model

The building population model defines the number of occupants for 1000 ft\(^2\) of building floor space. PACT provides information for the peak population for several types of occupancy (including schools) and the time of the day in which this peak is expected to occur; see Table 2.20. It also contains data about the variation of population as a percentage of peak population over a 24-hour period; see Figure 2.38.

### Table 2.20 Peak population model.

<table>
<thead>
<tr>
<th>Occupancy description</th>
<th>Peak population model (occupant per 1000 sq. ft.)</th>
<th>Peak population model (time of day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education(K-12): Elementary Schools</td>
<td>14</td>
<td>Daytime</td>
</tr>
</tbody>
</table>

![Elementary school](image)

**Figure 2.38** Population distribution of occupancy for a school over a 24-hour period [FEMA 2012].

#### 2.7.3 Fragility Groups

As described in Section 2.6.4, all structural/non-structural elements and contents considered vulnerable to earthquake shaking are described using fragility functions and consequence
functions; see Table 2.1.3 and Figure 2.2.8. The shell components include the superstructure (B10), the exterior enclosure (B20), and the roof (B30). Type and quantities of structural components (such as column base plates or RBS connections) were estimated directly from design drawings of the building. Fixed-base and isolated-system components differed only for the superstructure. Interiors included wall partitions, stairs, and ceilings. Services considered are only those components that make the building operational. They included plumbing, HVAC, and electrical systems. Equipment and furnishing were strongly related to the type of occupancy studied. The PACT database contains fragility specifications for file cabinets, bookcases, and electronic equipment, which are considered adequate representative of standard contents for a school.

### 2.7.4 Repair Costs and Loss Ratio

Repair cost estimates provide the design engineer with valuable insights regarding the desirability and cost-effectiveness of enhancements to the structural system. Table 2.21 and Figure 2.39 show the median repair costs for the fixed-base and base-isolated moment frames for the five considered hazard levels and occupancy type. It clearly shows effectiveness of base-isolated system in mitigating damage. Reduction in cost of damage repair is consistently high at all hazard levels. It ranged from 66% to 82%, with an average of 76%.

To identify the major contributors to the losses, Figure 2.39 shows the partial contributions of structural/non-structural elements and contents to the cost of repairs. For both structural systems, non-structural components dominated the losses (for a contribution greater than 73%); however, the contribution for the base-isolated building was smaller. The cost of repairing structural components, although minor for the fixed-base system at higher hazard levels (up to 23%), was completely diminished if base-isolation was used. Although the total repair costs highlights the improved performance provided by the isolation system, the partial contribution of structural/non-structural elements and contents needs to be considered; see Figure 2.39 and Table 2.22.

<table>
<thead>
<tr>
<th>Table 2.21</th>
<th>Median repair costs at all hazard levels for all systems.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Repair costs ($)</strong></td>
<td>50%/50yrs</td>
</tr>
<tr>
<td>HP-SMRF</td>
<td>592,967</td>
</tr>
<tr>
<td>BI-SMRF</td>
<td>199,355</td>
</tr>
</tbody>
</table>
Table 2.22 Median repair cost of structural components, non-structural components and contents for school structures.

<table>
<thead>
<tr>
<th>HP-SMRF school repair costs ($)</th>
<th>BI-IMRF school repair costs ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>structural</td>
</tr>
<tr>
<td>50%/50yrs</td>
<td>0</td>
</tr>
<tr>
<td>20%/50yrs</td>
<td>7304</td>
</tr>
<tr>
<td>10%/50yrs</td>
<td>68,701</td>
</tr>
<tr>
<td>5%/50yrs</td>
<td>364,554</td>
</tr>
<tr>
<td>2%/50yrs</td>
<td>1,073,583</td>
</tr>
</tbody>
</table>

Figure 2.39 Median repair costs for the HP-SMRF and the BI-IMRF for five hazard levels: 2%, 5%, 10%, 20%, and 50% probabilities of exceedance in 50 years.

A more detailed analysis was performed to understand the contribution of the various elements in terms of repair costs. The percentages shown in Table 2.23 are related to the 2%/50-years hazard level, the level with the highest accelerations, which produces the highest repair costs. In the isolated building, a bigger decrease in accelerations with respect to drifts led to acceleration values that do not reach the first DS of the acceleration-sensitive components; i.e., the ceilings and roof. Although these components do not affect total repair cost, the drift-
sensitive components contribute the most. Conversely, for the fixed-base building, acceleration-sensitive elements account for more than 30% of the total repair costs. Drift-sensitive non-structural components such as wall partitions and panels significantly affect the repair costs for both systems. Desktop electronics (including computers, monitors, stereos, etc.) account for a small contribution. The results are compared graphically in Figure 2.40.

To facilitate decisions on whether to repair or replace a building damaged after an earthquake, repair costs can be expressed in terms of loss ratio per FEMA P-58 [FEMA, 2012]. Figure 2.41 plots loss ratios for each system at the five considered hazard levels. Although the fixed-base building has significantly higher loss ratios than the base-isolated building at all hazard levels, the highest loss ratio of the fixed-base system of 0.21 is significantly smaller than the FEMA P-58 replacement threshold of 0.4. Therefore, none of the buildings would require replacement even for a very rare earthquake with the 2% probability of exceedance in 50 years.

<table>
<thead>
<tr>
<th>Table 2.23 Repair cost contribution at 2%/50-years hazard level.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-SMRF</td>
</tr>
<tr>
<td>Wall Partition</td>
</tr>
<tr>
<td>Suspended Ceiling</td>
</tr>
<tr>
<td>Precast Concrete Panels</td>
</tr>
<tr>
<td>Concrete tile roof</td>
</tr>
<tr>
<td>Post-Northridge connections</td>
</tr>
<tr>
<td>Bolted shear tab gravity connections</td>
</tr>
<tr>
<td>Desktop electronics</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

![Figure 2.40 Repair cost contribution at 2%/50-years hazard level.](image-url)
2.7.5 Repair Time

Although business models exist for the commercial occupancy-type structures (e.g., Terzic et al. [2014a]), such a model could not be found for school occupancy. Therefore, the study presented herein will use the repair time as a metric for comparing the two systems. Similar assumptions made for hospital occupancy considering availability of workers and materials were made for the school. A high density of workers (one worker per 500 ft²) was used, and it was assumed that the building was not occupied during the repair of damaged building components. As with the hospital, the repair time was calculated considering the parallel scheme that assumes simultaneous repair at all three floors, and the serial scheme that assumes sequential repair at three floor levels [FEMA 2012]. Both repair schemes assumed sequential repair of all damaged components within one floor level; see Figure 2.42.

Figure 2.43 shows the median repair times for the HP-SMRF and the BI-IMRF for five hazard levels considering two repair strategies: parallel and serial. Base isolation was again very effective in reducing the repair time, resulting in a significantly smaller overall downtime for the isolated buildings. The upper (serial) and lower (parallel) bounds of the repair times are both several magnitudes smaller for the isolated buildings relative to the fixed-base buildings. For the 50%/50-years hazard level, the repair times of the base-isolated buildings were 2–3 times smaller compared to the fixed-base buildings. For the higher hazard levels, 20%/50-years, 10%/50-years, and 5%/50-years hazard levels, the base-isolation was even more effective, resulting in 4–6 times smaller repair times. For the 2%/50-years hazard level, the reduction in repair time was 3–4 times which is still significant.
2.7.6 Indirect losses

Indirect losses were calculated as the daily loss in income of schools due to business interruption. By averaging the square footage of four California schools, the number of students for a 64,800ft² school was estimated to be 290. Assuming the school is a private elementary school, the annual income per student is $6733 [National Centre for Education Statistics 2011]; therefore, the annual earning of the school is $1,952,570 with a daily income of $5350. The rational for both the serial and parallel repair strategy was discussed in Section 2.6.7. Figure 2.44 shows the comparison between the two repair strategies after a drop in functionality for buildings experiencing an earthquake with 2% in 50 years probability of exceedance.
Figure 2.44  Comparison between serial and parallel repair strategy for the structures considered.

2.7.7  Total losses

Annualized losses (due to both repair costs and business interruption costs) were calculated by integrating direct and indirect losses at each hazard level weighted by the probability that the hazard was exceeded. Then the total losses were also found by adding the direct and indirect losses contribute. Table 2.24 shows the results for serial and parallel repair strategy. Figure 2.45 shows the comparison between all the considered systems.

As can be seen in Table 2.24, isolating the buildings led to a significant reduction of the total annualized losses, resulting in an average decrease of 76%. When considering school buildings and given that the daily loss in income is small, the contribution of direct losses is bigger than the contribution of indirect losses. In regards to repair time, the serial repair strategy resulted in bigger indirect losses. The chart shows that even if the assumptions are conservative for the base-isolated structures, the system performs better compared to the fixed base structure.

<table>
<thead>
<tr>
<th></th>
<th>Serial repair strategy</th>
<th></th>
<th>Parallel repair strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Direct loss</td>
<td>Indirect loss</td>
<td>Total</td>
</tr>
<tr>
<td>HP-SMRF</td>
<td>24,825</td>
<td>5,205</td>
<td>30,029</td>
</tr>
<tr>
<td>BI-SMRF</td>
<td>5,964</td>
<td>1,120</td>
<td>7,084</td>
</tr>
</tbody>
</table>
2.8 RESILIENCY

Resiliency is the ability of a system to sustain a level of functionality or performance or to re-establish its functionality following a hazard event. The level of resiliency is measured by integrating the recovery function of the system within a certain period of time [Cimellaro et al, 2010a, b]. To quantify the resiliency of the considered building, it is necessary to determine the recovery functions. Recovery functions describe how a given system returns to the same level of functionality before the extreme event. Functionality ranges from 0 to 100% where 100% means no reduction in performance, while 0% means total loss. In this study, two different ways to recover functionality of the system were examined. In the first recovery model, functionality is recovered all at once over a period of time that corresponds to the repair time, i.e., the parallel repair strategy used in PACT. The second recovery model is a step function that is associated with the serial repair strategy where total functionality is recovered step-wise as the repairs of each floor of the building are completed sequentially.

2.8.1 Healthcare Facility

When considering the healthcare facility, it is obvious that the base-isolated buildings are more resilient than the fixed-base buildings as they have significantly reduced repair times and thus their return to functionality will be faster. To better quantify resiliency, resilience functions at a very rare earthquake with a 2% probability of exceedance in 50 years were determined. For this hazard level, it was assumed that both the fixed-base and the base-isolated system incurred enough damage to trigger closure of the buildings. The probable lower and upper bounds for the recovery and therefore resiliency were established based on the lower (parallel scheme) and upper (serial scheme) bounds of repair times. Resilience functions as well as recovery functions for all the considered systems are shown in Figure 2.46.
Figure 2.46  Healthcare facility: recovery (a) and resilience functions (b) of all considered systems at 2% in 50-year hazard level.

2.8.2 School Facility

Figure 2.46 clearly shows significantly greater resilience of the base-isolated system compared to the fixed-base system. Note that following a rare event, the base-isolated system starts to recover its functionality after 52 days compared to the fixed-base system where functionality only begins between 137 and 160 days. Resiliency functions are much steeper for the base-isolated building, indicating faster recovery times. Table 2.25 shows possible expressions for resilience functions over the period of time for the given systems; the standard deviation is reported to show the good match between resiliency functions and experimentally calculated data.

It is also possible to calculate the resilience factor corresponding to a specific period of time. In this study, 400 days was chosen as reference period of time because by that point, all the systems have recovered their full functionality. As can be seen in Table 2.26, in all the considered cases, the isolated systems have higher resilience than the fixed-base systems. In particular, resilience factors for isolated systems considering the serial repair strategy are more than double with respect to the corresponding fixed-base systems.

When considering the school building, Figure 2.47 clearly shows significantly greater resilience of the base-isolated system relative to the fixed-base system. The base-isolated system starts to recover its functionality between 22 and 36 days. The fixed-base system starts to re-establish its function between 133 and 145 days following a very rare earthquake Resiliency functions are much steeper for the base-isolated system indicating faster recovery times. Table 2.27 shows possible expressions for resilience functions over the period of time for the given systems, where the standard deviation is reported to show a good match between resiliency functions and experimental calculated data.

It is also possible to calculate the resilience factor corresponding to a specific period of time. In this study, 400 days was chosen as reference period of time because by that point, all the systems had recovered their full functionality. As can be seen in Table 2.28, in all cases consider, the base-isolated systems had higher resilience than the fixed-base systems. In particular, the resilience factor for isolated system considering the serial repair strategy is more than double with respect to the corresponding fixed-base system.
Figure 2.47  School facility: recovery (a) and resilience functions (b) of all considered systems at 2% in 50-year hazard level.

Table 2.25  Resilience functions for healthcare buildings.

<table>
<thead>
<tr>
<th>Structural system</th>
<th>Resilience function</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-SMRF PARALLEL</td>
<td>$R=1 \cdot 10^{-8} t^3-2 \cdot 10^{-5} t^2+0.09 t-1.076$</td>
<td>0.998</td>
</tr>
<tr>
<td>HP-SMRF SERIAL</td>
<td>$R=-2 \cdot 10^{-9} t^3+2 \cdot 10^{-6} t^2+0.000 t-0.131$</td>
<td>0.998</td>
</tr>
<tr>
<td>BI-IMRF PARALLEL</td>
<td>$R=2 \cdot 10^{-8} t^3-2 \cdot 10^{-5} t^2+0.008 t-0.238$</td>
<td>0.971</td>
</tr>
<tr>
<td>BI-IMRF SERIAL</td>
<td>$R=8 \cdot 10^{-9} t^3-1 \cdot 10^{-5} t^2+0.006 t-0.311$</td>
<td>0.997</td>
</tr>
</tbody>
</table>

Table 2.26  Resilience factors at $t = 400$ days for healthcare buildings.

<table>
<thead>
<tr>
<th>Resilience factors</th>
<th>Parallel repair strategy</th>
<th>Serial repair strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-SMRF</td>
<td>0.6000</td>
<td>0.3700</td>
</tr>
<tr>
<td>BI-IMRF</td>
<td>0.8700</td>
<td>0.7700</td>
</tr>
</tbody>
</table>

Table 2.27  Resilience functions for the school facility.

<table>
<thead>
<tr>
<th>Structural system</th>
<th>Resilience function</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-SMRF PARALLEL</td>
<td>$R=1 \cdot 10^{-8} t^3-2 \cdot 10^{-5} t^2+0.010 t-0.996$</td>
<td>0.998</td>
</tr>
<tr>
<td>HP-SMRF SERIAL</td>
<td>$R=-3 \cdot 10^{-9} t^3+2 \cdot 10^{-6} t^2+0.001 t-0.269$</td>
<td>0.999</td>
</tr>
<tr>
<td>BI-IMRF PARALLEL</td>
<td>$R=2 \cdot 10^{-8} t^3-3 \cdot 10^{-5} t^2+0.009 t-0.2$</td>
<td>0.972</td>
</tr>
<tr>
<td>BI-IMRF SERIAL</td>
<td>$R=1 \cdot 10^{-8} t^3-2 \cdot 10^{-5} t^2+0.007 t-0.116$</td>
<td>0.996</td>
</tr>
</tbody>
</table>
Table 2.28 Resilience factors at $t = 400$ days for school buildings.

<table>
<thead>
<tr>
<th>School</th>
<th>Serial repair strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-SMRF BI-IMRF</td>
<td>HP-SMRF BI-IMRF</td>
</tr>
<tr>
<td>0.6675 0.9100</td>
<td>0.4633 0.8600</td>
</tr>
</tbody>
</table>

2.9 NONLINEAR ANALYSIS USING ATC 63 FRAGILITY CURVES FOR MEDICAL EQUIPMENT

In order to better evaluate the healthcare facility building performance after an earthquake, further analyses were made. The aim of these new analyses is to move on from the simplified analysis with a single fragility curve representing all of the medical equipment as proposed by Yao and Tu [2012]. For this reason, new fragility curves modeling the equipment inventory from a typical healthcare facility were used to replace the single curve previously used. These new fragilities were derived as part of the Applied Technology Council project (ATC 63) in which a methodology was developed to assess seismic design provisions for building systems based on the FEMA P-58 methodology. The objective of the study is to evaluate how ASCE 7-10 design provisions can affect seismic performance by impacting the building losses.

The FEMA P-58 methodology is a powerful tool used to evaluate building-specific seismic performance in terms that can directly be used by decision-makers. The ATC 63-2/3 projects [FEMA 2013] provides benchmark data for various types of buildings analyzed using the FEMA P-58 methodology. For this reason, 18 representative building archetypes designed according to the requirements of ASCE 7-10 were investigated. Different levels of ground shaking as well as different geometries (two or five stories buildings), construction materials (wood, steel, and concrete), and occupancies (residence, office, emergency operator center, medical office building, and an acute care hospital) were considered to cover a wide range of cases. Building models for each archetype were built and implemented in the PACT software system. As part of the project, a list of possible components that can cause losses for all archetypes was performed and the DS at which the building would be “barely functional” determined.

The buildings components were chosen using the Normative Quantity Estimation Tool. Although the FEMA P-58 fragility library is extensive, it is not comprehensive of all the fragility specifications needed to model the archetypes. As part of the project results, the fragility database was expanded to include new medical equipment fragility curves. An inventory of major equipment items was generated based on a representative 70,000 ft$^2$ facility and data obtained from a major healthcare provider. Thirty-nine additional hospital items fragility curves were developed to represent most major medical components. For each item, different curves were determined in terms of the risk category (II or IV) and the component height in the building divided by the total height $x/h$.

The medical items included in the list are both fixed and mobile. For mobile items, the possibility to slide versus tip was analyzed based on the dimensions of the unit. A slick floor surface was used, which implies that all items were prone to slipping as opposed to tipping over.
Mobile items are velocity sensitive, and two DSs were derived to represent the possible consequences. For DS1, the demand parameter is the floor velocity capable of making the item slide 6 in. for a total of 22 in./sec. DS1 has minor impact on the unit, resulting in a still functional element. For DS2, the demand parameter is the floor velocity capable of making the item slide 12 in. for a total of 31 in./sec. The DS has significant impact, leading to a non-functional element. Fixed components are acceleration sensitive and their anchorage is divided into categories: Overhead Mount and Floor Mount. These elements have just one DS, and they are divided in special elements; that equipment that is required to maintain basic post-earthquake functionality, and that equipment that has experienced anchorage failure and is damaged beyond repair.

As part of that study, the number of units and floor location for a 2- and 5-story building was given. This study considered a 3-story building; a graphic showing where the departments are assumed to be located is shown in Figure 2.48. A list of the most typical items housed in each department of the healthcare facility is given in Table 2.29.

Since the mobile items are velocity sensitive, it was necessary to input in PACT the absolute velocities at each floor and for each hazard level. Absolute velocities were derived by adding the relative velocities to the velocities generated by the ground motion. The first contribution was found by running OpenSees and recording the relative velocities at each node of the considered structure. To find the ground-motion velocities, the software Seismosignal was used. By inputting the accelerograms from PEER Strong Motion Database, velocity time series that were found for all considered hazard levels. The relative and ground-motion contributions were added to determine the absolute velocities for both fixed base and base isolated structures; see Figure 2.49.

![Figure 2.48 Location of various departments in the healthcare facility.](image-url)
<table>
<thead>
<tr>
<th>Surgery</th>
<th>Diagnostic</th>
<th>ICU/PACU</th>
<th>Inpatient</th>
<th>Lab</th>
<th>Central supply</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anesthesia machine</td>
<td>Catheter cabinet</td>
<td>Patient bed</td>
<td>Patient bed</td>
<td>Freezer</td>
<td>Shelving machine</td>
</tr>
<tr>
<td>Anesthesia boom</td>
<td>Breathing circuit dryer</td>
<td>Refrigerator</td>
<td>Refrigerator</td>
<td>Laminar flow hood</td>
<td>Washer / disinfect</td>
</tr>
<tr>
<td>Hypothermia system</td>
<td>Endoscope system</td>
<td>Headwall</td>
<td>Refrigerator under counter</td>
<td>Chemistry analyzer</td>
<td></td>
</tr>
<tr>
<td>Ice slushier</td>
<td>Dual surgical light</td>
<td>Ice dispenser</td>
<td>Headwall</td>
<td>Cryostat</td>
<td></td>
</tr>
<tr>
<td>Equipment boom</td>
<td>Blood recovery system</td>
<td>Ultrasound unit</td>
<td>Ice dispenser</td>
<td>Shelving system</td>
<td></td>
</tr>
<tr>
<td>Balloon pump</td>
<td>Examination light</td>
<td></td>
<td></td>
<td>Refrigerator-lab</td>
<td></td>
</tr>
<tr>
<td>Cath lab system</td>
<td>Decontamination washer</td>
<td></td>
<td></td>
<td>Bio safety hood</td>
<td></td>
</tr>
</tbody>
</table>

As can be seen in the figures above, the velocity trend is similar to the acceleration trend, and a significant decrease is noticeable in the base-isolated system compared to the fixed-base structure. The previous loss analysis only considered a single fragility curve as representing the whole equipment. In the PACT model, all new components were added at the floor corresponding to their location within the building. The quantities were chosen taking into account the information provided in the ATC-63 study and were consistent with the department’s position inside the building. The risk category was assumed to be IV, which is the category for healthcare facilities. As an example, see Table 2.30 for a listing of the medical equipment components at the first floor. After implementing the PACT model including fragility curves from ATC 63 project, a more detailed loss assessment was done that reflected the impact on repair costs. Total repair costs for the fixed base HP-SMRF structure are shown in Table 2.31.

As can be seen in Table 2.31, total repair costs found that although the two different procedures are comparable at the lower hazard levels, there is a huge difference at the 2%/50-years hazard level. To understand the reason for this difference, the partial contribution to total repair costs of structural/non-structural elements and contents must be determined.
Figure 2.49  Median absolute floor velocities of the HP-SMRF and the BI-IMRF on TFPBs for five hazard levels: 2%, 5%, 10%, 20%, and 50% probabilities of exceedance in 50 years.

A comparison of the two approaches shows a good match between structural/non-structural repair costs because those elements are the same in both two analyses. The slight differences are due to the probabilistic analysis in PACT. For the lower hazard levels of exceedance, the content repair cost associated with the new curves is larger than costs associated with medical equipment. At 5% and 2%, the costs related to the new curves increases. This large increase in content repair cost using Yao and Tu [2012] approach is that input accelerations are greater than accelerations related to the third DS, whose repair cost is $16,663,662. This means there is a high probability of reaching content costs close to the DS3-level costs. In the case of the ATC 63 approach, at 2% hazard level, input velocities and accelerations are larger than the worst possible DS. For this reason, a limit case in which all the curves reach their maximum damage was considered, and the associated repair cost is $6,072,882, which is close to the value obtained from analysis at 2%/50-years hazard level ($4,897,670). With the first simplified method, content repair costs are underestimated if compared with the more exact analysis at the lower hazard levels while the content cost at 2%/50 years is significantly overestimated. The same comparison was done for the base-isolated building. The total repair costs considering the two approaches are shown in Table 2.33.

For the BI-IMRF system, repair costs calculated using the two methods at each hazard level are comparable. A slight increase in costs at all hazards can be observed using the Yao/Tu
approach but the difference is never more than 5%. The contribution of the model elements is shown in Figure 2.51 and Table 2.35.

For the isolated structure, accelerations are such that the third DS of Yao/Tu medical equipment fragility curve is never reached. Using the ATC 63 approach, there is a low probability to incur damage since input accelerations are always smaller than the mean acceleration related to the DS, because the highest acceleration at 2% hazard level is equal to 0.2\textit{g} while the mean DS1 acceleration is 0.92\textit{g}. For this reason, medical equipment that is acceleration sensitive has a low probability of being damaged. The same can be said for velocity sensitive components since maximum velocities exciting the system are around 50 in./sec, and the DS1 mean velocity is 266 in./sec. Therefore, content evaluated using the ATC 63 method results in a minimal impact on repair costs in contrast to the simplified approach.

### Table 2.30 Medical equipment components at floor 1.

<table>
<thead>
<tr>
<th>PACT ID</th>
<th>Component type</th>
<th>EDP</th>
<th>Unit</th>
<th>Number of non dir. FCs</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1028.003a</td>
<td>Catheter Cabinet, unanchored laterally</td>
<td>Peak Floor Velocity</td>
<td>Ea.</td>
<td>1</td>
</tr>
<tr>
<td>E1028.021a</td>
<td>Endoscopy System, unanchored laterally</td>
<td>Peak Floor Velocity</td>
<td>Ea.</td>
<td>2</td>
</tr>
<tr>
<td>E1028.023a</td>
<td>Ultrasound Unit, unanchored laterally</td>
<td>Peak Floor Velocity</td>
<td>Ea.</td>
<td>2</td>
</tr>
<tr>
<td>E1028.108c</td>
<td>Washer/Disinfector - Risk Cat IV - x/h=0 to 0.2 - anchorage fragility</td>
<td>Acceleration</td>
<td>Ea.</td>
<td>1</td>
</tr>
<tr>
<td>E1028.205b</td>
<td>Decontamination Washer - Risk Cat IV - x/h=0 to 0.4 anchorage fragility</td>
<td>Acceleration</td>
<td>Ea.</td>
<td>1</td>
</tr>
<tr>
<td>E1028.212b</td>
<td>Breathing Circuit Dryer - Risk Cat IV - x/h=0 to 0.4 anchorage fragility</td>
<td>Acceleration</td>
<td>Ea.</td>
<td>1</td>
</tr>
<tr>
<td>E1028.342a</td>
<td>Medstation - Risk Cat IV - x/h=0 to 0.4 anchorage fragility</td>
<td>Acceleration</td>
<td>Ea.</td>
<td>1</td>
</tr>
<tr>
<td>E1028.502a</td>
<td>Storage Shelving - Risk Cat IV - x/h=0 to 0.4 anchorage fragility</td>
<td>Acceleration</td>
<td>Ea.</td>
<td>7</td>
</tr>
</tbody>
</table>

### Table 2.31 Comparison between the two approaches of median repair costs at all hazard levels for fixed-base system.

<table>
<thead>
<tr>
<th></th>
<th>Total repair cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50%/50yrs</td>
</tr>
<tr>
<td>HP-SMRF (Yao and Tu, 2012)</td>
<td>1,551,724</td>
</tr>
<tr>
<td>HP-SMRF (ATC 63, 2012)</td>
<td>1,481,123</td>
</tr>
</tbody>
</table>
### Table 2.32
Structural, non-structural and content contribution to repair cost for fixed-base system.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Structural</td>
<td>Non-structural</td>
<td>Content</td>
</tr>
<tr>
<td>50%/50 yrs</td>
<td>0</td>
<td>1,131,536</td>
<td>417,189</td>
</tr>
<tr>
<td>20%/50 yrs</td>
<td>136,775</td>
<td>2,662,720</td>
<td>922,603</td>
</tr>
<tr>
<td>10%/50 yrs</td>
<td>303,006</td>
<td>3,105,441</td>
<td>2,922,484</td>
</tr>
<tr>
<td>5%/50 yrs</td>
<td>804,520</td>
<td>4,229,748</td>
<td>4,553,780</td>
</tr>
<tr>
<td>2% /50 yrs</td>
<td>1,140,311</td>
<td>4,413,423</td>
<td>13,830,020</td>
</tr>
</tbody>
</table>

### Table 2.33
Comparison between the two approaches of median repair costs at all hazard levels for base-isolation system.

<table>
<thead>
<tr>
<th></th>
<th>50%/50yrs</th>
<th>20%/50yrs</th>
<th>10%/50yrs</th>
<th>5%/50yrs</th>
<th>2%/50yrs</th>
</tr>
</thead>
<tbody>
<tr>
<td>BI-IMRF (Yao and Tu, 2012)</td>
<td>370,656</td>
<td>475,229</td>
<td>796,178</td>
<td>1,135,762</td>
<td>2,852,941</td>
</tr>
<tr>
<td>BI-IMRF (ATC 63, 2012)</td>
<td>369,137</td>
<td>471,812</td>
<td>794,391</td>
<td>1,102,934</td>
<td>2,701,409</td>
</tr>
</tbody>
</table>

### Table 2.34
Structural, non-structural and content contribution to repair cost for base-isolation system.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Structural</td>
<td>Non-structural</td>
<td>Content</td>
</tr>
<tr>
<td>50%/50yrs</td>
<td>0</td>
<td>369,057</td>
<td>1,912</td>
</tr>
<tr>
<td>20%/50yrs</td>
<td>0</td>
<td>472,315</td>
<td>3,099</td>
</tr>
<tr>
<td>10%/50yrs</td>
<td>0</td>
<td>794,419</td>
<td>1,915</td>
</tr>
<tr>
<td>5%/50yrs</td>
<td>11,702</td>
<td>1,089,125</td>
<td>38,883</td>
</tr>
<tr>
<td>2% /50yrs</td>
<td>386,178</td>
<td>2,380,857</td>
<td>80,162</td>
</tr>
</tbody>
</table>
A more detailed analysis was conducted to understand the relative contribution of single components to repair costs. Table 2.35 shows that for the HP-SMRF system, repair costs associated with medical equipment will be high: their contribution is almost 44% of the total. The Cath lab system will sustain the greatest damage, with the median acceleration at the second floor being 1.42g and DS acceleration is 0.92g. For the base-isolated system, medical components do not contribute significantly to repair costs. The single-components contribution is shown in Figure 2.52; the bar chart clearly shows that medical items do not have any impact on the repair costs for the base-isolated system.

Because the loss ratio does not take into account the repair costs of the contents, the results obtained using Yao/Tu approach versus the ATC 63 method are the same. Medical equipment fragility curves developed with both methods do not have repair times associated with damage. For this reason, indirect losses associated with business interruption remain the same with respect to the Yao/Tu approach. Since direct losses are different, total annualized losses can be recalculated to see the impact of the new set of fragilities integrated at each hazard level and weighted by the probability that the hazard was exceeded. Table 2.36 shows there is a slight difference between the total annualized losses due to the lack of information about repair times made it impossible to properly evaluate indirect losses. As a result of this lack of data, the recovery and resilience functions are equal in both cases. It is suggested that additional studies be conducted to associate repair times and replacement costs to medical fragility curves to better estimate indirect losses contribution related to healthcare facilities equipment.
Figure 2.51  Median repair costs for BI-IMRF comparing the Yao/Tu and ATC 63 methods for five hazard levels: 2%, 5%, 10%, 20%, and 50% probabilities of exceedance in 50 years.

Table 2.35  Repair cost contribution at 2% in 50 years hazard level using the ATC 63 fragility curves.

<table>
<thead>
<tr>
<th></th>
<th>HP-SMRF</th>
<th>BI-IMRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cath Lab System</td>
<td>31.93%</td>
<td>0%</td>
</tr>
<tr>
<td>Wall Partition</td>
<td>16.15%</td>
<td>60.82%</td>
</tr>
<tr>
<td>Precast Concrete Panels</td>
<td>11.87%</td>
<td>30.43%</td>
</tr>
<tr>
<td>Suspended Ceiling</td>
<td>8.04%</td>
<td>0.02%</td>
</tr>
<tr>
<td>Headwall</td>
<td>4.17%</td>
<td>0%</td>
</tr>
<tr>
<td>Chemistry Analyzer</td>
<td>4.16%</td>
<td>0%</td>
</tr>
<tr>
<td>Post-Northridge RBS connections</td>
<td>3.42%</td>
<td>2.99%</td>
</tr>
<tr>
<td>Bolted shear tab gravity connections</td>
<td>2.49%</td>
<td>4.81%</td>
</tr>
<tr>
<td>HVAC Drops</td>
<td>2.46%</td>
<td>0%</td>
</tr>
<tr>
<td>Variable Air Volume (VAV)</td>
<td>2.31%</td>
<td>0%</td>
</tr>
<tr>
<td>Sterilizer</td>
<td>1.71%</td>
<td>0%</td>
</tr>
<tr>
<td>Washer/Disinfector</td>
<td>1.28%</td>
<td>0%</td>
</tr>
<tr>
<td>Concrete tile roof</td>
<td>1.17%</td>
<td>0%</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>91.17%</td>
<td>99.08%</td>
</tr>
</tbody>
</table>
2.9.1 Sensitivity Analysis

The purpose of a sensitivity analysis is to study how the different sources of uncertainty in a model can affect the outputs. This type of analysis helps to investigate the robustness of the results and the correlation existing between inputs and outputs. Once the most significant sources of uncertainty are determined, it is easier to find possible errors in the model. After the sensitivity analysis is done, Tornado Diagrams can be used to plot the results, providing a way to identify those factors whose uncertainty has the largest impact. To build a Tornado Diagram, the possible source of uncertainty is modeled as a variable, and the impact of variation of that quantity is investigated with all the other quantities maintained at a baseline value. In this study, median EDP values of the fragility curves that provided the biggest contribution to repair costs...
were chosen as variable. The EDPs were varied by adding and decreasing by 30% the median values of a single curve at a time. Repair costs were collected for each case and at each hazard level. Tornado Diagrams were built considering the repair cost without any change to fragility curves as reference value (Figure 2.53 to Figure 2.57).

**Figure 2.53**  Tornado diagram at 50% hazard level.

**Figure 2.54**  Tornado diagram at 20% hazard level.
Figure 2.55  Tornado diagram at 10% hazard level.

Figure 2.56  Tornado diagram at 5% hazard level.

Figure 2.57  Tornado diagram at 2% hazard level.
As is known, repair costs are mostly influenced by non-structural components and contents. The charts show that Catheterization Laboratory (Cath Lab) systems are the main source of uncertainty at low-hazard levels; at higher levels of hazard precast concrete panels are the highest variability. The considered medical components have acceleration sensitive fragility curves whose median value is 0.92I; input acceleration at the 50% hazard level ranges from 0.26g to 0.67g. The consequence of decreasing the median EDP by 30%–from 0.92g to 0.64g–is that the increased probability of those curves being damaged at low-hazard levels. For all hazard levels; the Cath Lab systems had the highest impact on the uncertainty, implying that particular attention should be paid to identifying the curve parameters.

2.10 SIMPLIFIED ANALYSIS OF SCHOOL FACILITY

For buildings with less than 15 stories, it is common to follow the simplified loss analysis procedure of FEMA P-58. The simplified procedure uses linear mathematical structural models to estimate median values of response parameters. This study applied the simplified analysis to the three-story building to compare the results of nonlinear and linear analysis to determine structural response. The analysis was performed only for the HP-SMRF as nonlinear analysis has demonstrated wide excursions in plastic field for high-hazard levels.

The simplified approach can be used only if the building complies with certain prerequisites, such as regular shape in plan and elevation, low or medium height, and limited nonlinear response. It is based on the equivalent lateral force method. Several assumptions were made: (1) the building was assumed to have independent translational response along each axes so two separate analysis are required for each orthogonal direction; (2) P-Δ effects were not included and, as consequence, story drift ratios are limited to 4%; and (3) story drift ratios did not have to exceed four times the yield drift ratio in order to avoid an excessive degradation of the structure.

2.10.1 Pseudo-Lateral Forces

The simplified analysis uses pseudo lateral forces to simulate the ground motion, which are applied separately along each direction of the structure. Since the overall stiffness of the frames is the same in each direction, it adequate to apply these forces in one direction. The total load \( V \) can be calculated using Equation (2.1):

\[
V = C_1 C_2 S_a(T_1) W_1
\]

(2.1)

where \( C_1 \) is an adjustment factor for inelastic displacements; \( C_2 \) is an adjustment factor for cyclic degradation; \( S_a(T_1) \) is the 5% damped spectral acceleration at the fundamental period of the building in the direction under consideration (from the uniform hazard spectrum for the selected level of ground shaking); and \( W_1 \) is the building’s first modal weight in the direction under consideration but cannot taken as less than 80% of the total weight, \( W \). \( W_1 \) can be calculated as \( C_{sm} W \) where \( C_{sm} \) is defined in ASCE/SEI 41-06 and is equal to 0.9. For the fundamental period of the building, the adjustment factors \( C_1 \) and \( C_2 \) are given by Equations (2.2) and (2.3):

\[
C_1 = 1 + \frac{(S - 1)}{(a T_1^2)}
\]

(2.2)
\[
C_2 = 1 + \frac{(S - 1)^2}{(800T_1^2)}
\] (2.2)

where \( T_1 \) is the fundamental period of the building, and \( a \) is a function of the soil site class (for class \( C, a = 90, \) ASCE/SEI 7-10). \( S \) is a strength ratio and can be computed using Equation (2.3):

\[
S = \frac{S_a(T_1)W}{V_y}
\] (2.3)

where \( V_y \) is the estimated structure lateral yield strength at the first mode response. A simplified way to calculate \( V_y \) is provided by ASCE 2010’s; it is assumed that during the design phase it can be taken in the range given by Equation (2.4):

\[
\frac{1.5S_a(T)W}{R/I} \leq V_y \leq \frac{\Omega_0S_a(T)W}{R/I}
\] (2.4)

where \( S_a(T) \) is the structure’s design spectral acceleration (DBE) at the fundamental period of the structure, as defined in ASCE/SEI 7-10; \( R \) is the response modification coefficient per ASCE/SEI 7-10; \( \Omega_0 \) is the over-strength factor per ASCE/SEI 7-10; and \( I \) is the importance factor per ASCE/SEI 7-10. \( V_y \) was taken equal to 2278 kip, the mean value of the range above.

The values of the total load \( V \) as well as the coefficients used to calculate it are shown in Table 2.37 for each hazard level. The distribution of the pseudo lateral force \( V \) over the height of the building can be found by multiplying at each floor level the force for a vertical distribution factor given by Equation (2.5):

\[
C_{ij} = \frac{w_j h_{j-1}^k}{\sum_{(j-2)} w_j h_{j-1}^k}
\] (2.5)

where \( w_j \) is the lumped weight at floor level \( j \); \( h_{j-1} \) is the height above the effective base of the building to floor level \( j \); and \( k \) is equal to 2 for \( T_1 \) greater than 2.5 sec and equal to 1 for \( T_1 \) less or equal to 0.5 sec (linear interpolation used for intermediate periods). The distribution obtained is shown in Table 2.38 for each hazard level.

<table>
<thead>
<tr>
<th>Table 2.37</th>
<th>Pseudo-lateral force ( V ) at each hazard level</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Sa(T_1) ) (g)</td>
<td>( S )</td>
</tr>
<tr>
<td>50%/50 yrs</td>
<td>0.37</td>
</tr>
<tr>
<td>20%/50 yrs</td>
<td>0.63</td>
</tr>
<tr>
<td>10%/50 yrs</td>
<td>0.97</td>
</tr>
<tr>
<td>5%/50 yrs</td>
<td>1.21</td>
</tr>
<tr>
<td>2%/50 yrs</td>
<td>1.67</td>
</tr>
</tbody>
</table>
Table 2.38 Distribution of the pseudo-lateral force $V$ over the height.

<table>
<thead>
<tr>
<th></th>
<th>50%/50 yrs</th>
<th>20%/50 yrs</th>
<th>10%/50 yrs</th>
<th>5%/50 yrs</th>
<th>2%/50 yrs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$ (kips)</td>
<td>987</td>
<td>1725</td>
<td>2727</td>
<td>3461</td>
<td>5007</td>
</tr>
<tr>
<td>$V_2$ (kips)</td>
<td>634</td>
<td>1108</td>
<td>1752</td>
<td>2224</td>
<td>3217</td>
</tr>
<tr>
<td>$V_1$ (kips)</td>
<td>319</td>
<td>558</td>
<td>883</td>
<td>1120</td>
<td>1620</td>
</tr>
</tbody>
</table>

2.10.2 Analysis: Model and Methods

2.10.2.1 Modeling and Assumptions

The building was modeled using SAP 2000. To better compare the results in term of linear and nonlinear analysis, the elastic model was built following some general assumptions. To be consistent with the previous model, a two-dimensional model was built using a linear analysis there wouldn’t be complications related to a three-dimensional model. The moment frame chosen was the frame in direction 1 with the same distribution of masses previously explained. To account the stiffness of the gravity frame, a further column was added having the same dimensions of the leaning column used in OpenSees and connected to the frame by means of a rigid truss element. All nodes at the same floor have been constrained to move together using the internal constrain diaphragm of SAP 2000.

Since the linear static analysis maintains the use of a linear stress–strain relationship, the possibility of a nonlinear behavior of the system was not taken into account. As a consequence, the lumped plasticity of the beams or the spread of the plasticity along the columns were not included in the model.

2.10.2.2 Comparison of Structural Response

The pseudo-lateral forces were then applied to the frame, and the story drift ratios determined. The procedure proposed by FEMA P-58 applies a correction factor to the story drift ratios to account for inelastic action and higher mode effects. The correction is given by Equation (2.6):

$$\Delta_i^* = H_{\Delta_i} (S, T_i; h_i, H) \Delta_i$$

(2.6)

where $\Delta_i$ is the story drift ratio obtained from the analysis, $\Delta_i^*$ is the corrected story drift ratio, and $H_{\Delta_i}$ is the correction factor is given by Equation (2.7)

$$\ln(H_{\Delta_i}) = a_0 + a_1 T_i + a_2 S + a_3 T_i H + a_4 \left(\frac{h_i}{H}\right) + a_5 \left(\frac{h_i}{H}\right)^2$$

(2.7)

where $H$ is the total height of the building, and $S$ is the strength ratio previously obtained. The values of coefficients $a_0, a_1, a_2, a_3, a_4$, and $a_5$ were derived from FEMA P-58 study for different structural systems that included the moment frame used in this study (Table 2.39).
Figure 2.58 shows the drift story ratios for the HP-SMRF using either linear or nonlinear analysis. The drift values of the nonlinear analysis are the median values of all the ground-motion records selected for a certain hazard level.

As can be seen from Figure 2.58, story drift ratios obtained from linear analysis are always larger than those obtained from nonlinear analysis, and the difference increases with the increase of the hazard level. This effect is on the conservative side since the linear static analysis is a simplified procedure to estimate response parameter, and the correction factor has the effect to further increase the gap between nonlinear and linear analysis, especially at the third floor. Figure 2.59 shows story drift ratios before and after the correction factor application. This correction is strongly dominated by the coefficients calibrated by FEMA P-58 and theoretically should reduce the difference between the linear and nonlinear analysis, rendering making the two procedures more or less comparable. With the moment frame consider in this case, however, the story drift ratios at the first and at the second floor are the same, significantly increasing the value at the third floor and reaching a peak of 5.4% at 2%/50-years hazard level; see Figure 2.59(e). This disqualifies use of the simplified procedure because the story drift exceeds 4% for the 2%/50-years hazard level.

Regarding peak floor accelerations, the simplified procedure of FEMA P-58 does not account for the results obtained from the linear model using SAP 2000. Indeed, peak floor accelerations are obtained from the PGA values by using the following Equation (2.8):

$$a_i^* = H_{ai} (S, T_i; h_i, H) \times pga_i$$  \hspace{1cm} (2.8)

where $H_{ai} (S, T_i; h_i, H)$ is the acceleration correction factor given by Equation (2.9):

$$ln(H_{ai}) = a_0 + a_1T_i + a_2S + a_3\left(\frac{h_i}{H}\right) + a_4\left(\frac{h_i}{H}\right)^2 + a_5\left(\frac{h_i}{H}\right)^3$$  \hspace{1cm} (2.9)

The values of coefficients $a_0$, $a_1$, $a_2$, $a_3$, $a_4$, and $a_5$ are shown in Table 2.39. The results obtained following this procedure are shown in Figure 2.60 and compared with the values obtained from nonlinear analysis.

Table 2.39  
Correction factor for story drift ratio, floor velocity and floor accelerations for 2 to 9 story buildings [FEMA 2012].

<table>
<thead>
<tr>
<th>Frame type</th>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Braced</td>
<td>0.90</td>
<td>-0.12</td>
<td>0.012</td>
<td>-2.65</td>
<td>2.09</td>
<td>0</td>
</tr>
<tr>
<td>Moment</td>
<td>0.75</td>
<td>-0.044</td>
<td>-0.010</td>
<td>-2.58</td>
<td>2.30</td>
<td>0</td>
</tr>
<tr>
<td>Wall</td>
<td>0.92</td>
<td>-0.036</td>
<td>-0.058</td>
<td>-2.56</td>
<td>1.39</td>
<td>0</td>
</tr>
<tr>
<td>Braced</td>
<td>0.15</td>
<td>-0.10</td>
<td>0</td>
<td>-0.408</td>
<td>0.47</td>
<td>0</td>
</tr>
<tr>
<td>Moment</td>
<td>0.025</td>
<td>-0.068</td>
<td>0.032</td>
<td>-0.53</td>
<td>0.54</td>
<td>0</td>
</tr>
<tr>
<td>Wall</td>
<td>-0.033</td>
<td>-0.085</td>
<td>0.055</td>
<td>-0.52</td>
<td>0.47</td>
<td>0</td>
</tr>
<tr>
<td>Braced</td>
<td>0.66</td>
<td>-0.27</td>
<td>-0.089</td>
<td>0.025</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Moment</td>
<td>0.66</td>
<td>-0.25</td>
<td>-0.080</td>
<td>-0.039</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Wall</td>
<td>0.66</td>
<td>-0.15</td>
<td>-0.084</td>
<td>-0.026</td>
<td>0.57</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 2.58  Comparison of story drift ratios at each hazard level subjected to linear and nonlinear analysis.
Figure 2.59  Uncorrected and corrected story drift ratios at each hazard level using linear analysis.
The results of peak story accelerations from linear analysis are always smaller than those obtained from the nonlinear analysis. Starting from the same value of PGA at the ground floor, the gap between nonlinear accelerations determined in OpenSees and linear accelerations calculated with this simplified procedure increases with every floor. This trend is even greater at high hazard levels and also for story drift ratios.

To sum up, the EDPs obtained by the simplified procedure of FEMA P-58 are comparable to those low floor levels found using the nonlinear analysis. At high floor levels, the discrepancy between the two procedures is marked. For the loss analysis, the greater story drift ratios will cause damage to structural components as all are sensitive to this EDP; however, lesser damage to the contents is expected because of the reduction in peak story accelerations.
Non-structural components are either drift or acceleration sensitive, making it difficult to predict their damage in advance.

2.10.2.3 Linear Time History Analysis

Applying pseudo-lateral forces to a structure is a convenient way to reproduce the effect of ground motion. To be on the safe side, the application of these forces over building height represents an overestimation of the seismic action itself. To better understand possible connections between these forces and the selected ground motions for a specific hazard level, multiple time history analysis were performed in SAP 2000 to determine the action of a single ground-motion record on the structure. Since the simplified procedure uses pseudo-lateral forces to predict story drift ratios only, the following comparisons will be made for this specific EDP.

Figure 2.61 compares the linear time history analysis obtained using SAP2000 and the nonlinear time history analysis using OpenSees at 5%/50-years hazard level for two ground-motion records. Neither analysis showed significant residual displacement. The comparison shows a good match between linear and nonlinear time history analysis. The story drift ratio at the first floor is slightly higher using the nonlinear analysis, proving that nonlinear behavior of the system at that floor causes an increase in story drifts in response to a small increase in intensity. Figure 2.64 presents an additional comparison for the ground motion used in Figure 2.62, resulting in a larger residual displacement. A high value of this EDP can be coupled with significant nonlinear behavior of the structure as shown in Figure 2.63, which plots the hysteretic cyclic response of the system subjected to this ground-motion record. The graph in Figure 2.63 computes the base shear versus the first-floor displacement. As can be seen, the structure starts to accumulate a huge plastic deformation immediately during the second reload cycle. As a consequence, story drift ratios computed by nonlinear analysis will be significantly larger than those obtained with the linear analysis (Figure 2.63) where it obvious that a big increase of displacement occurs in response to a small increase of force.

The time history analysis performed for the ground-motion 18 fault-normal also highlights the similarity between these story drift ratios obtained using the linear analysis and those obtained using the linear procedure of FEMA P-58. A comparison between the linear time history analysis of the strongest ground motion record and the simplified analysis of FEMA P-58 is shown in Figure 2.65 at all hazard levels reporting both uncorrected and corrected story drift ratios. Note that in Figure 2.65(a), the story drift ratios of the time history analysis are similar to those calculated applying pseudo-lateral forces without applying the correction factor. As shown in Figure 2.65(b), after the application of the correction factor, the match is still good for first and second floors, but the gap increases in the third floor. The simplified procedure was not used at 2%/50-years hazard level because at that level the story drift ratio exceeded 4%. In summary, there is little difference between the uncorrected/corrected story drift ratios obtained using the simplified procedure and the story drift ratios obtained from the linear time history analysis of the strongest ground-motion record at all hazard levels.
Figure 2.61  Comparison between linear and nonlinear time history analysis for two ground-motion records: (a) 11 fault normal; (b) 11 fault parallel; (c) 13 fault normal; and (d) 13 fault parallel.

Figure 2.62  Maximum residual displacement for all 25 ground motion records at 5%/50-years hazard level.
Figure 2.63 Hysteretic cycle response of HP-SMRF subjected to the ground-motion record 18 fault normal.

Figure 2.64 Comparison between linear and nonlinear time history analysis for the ground-motion record 18 fault normal; note the increase in residual drift.
Figure 2.65  Comparison between (a) the uncorrected and (b) the corrected story drift ratios obtained using the simplified procedure and the story drift ratios obtained from the linear time history analysis of the strongest ground motion record at all hazard levels.
2.10.3 Loss Analysis

2.10.3.1 Repair Cost and Loss Ratio

With the EDPs calculated above, a simplified loss analysis was performed using PACT. A single set of story drift ratios and floor accelerations were input for each direction at each hazard level. Dispersion values calculated in function of the fundamental period $T_1$ and the strength ratio $S$ (FEMA P-58) were added to account for the uncertainty of the distributions. The results in term of repair costs are shown in Table 2.40 by comparing linear and nonlinear analysis at each hazard level. The costs associated with repairing damage are consistently higher using the simplified procedure, ranging from 58\% at 50%/50-years hazard level to a peak of 135\% at 5%/50-years hazard level. Since the drift at 2%/50-years hazard level exceeds the limit, the estimated cost of repairs is not considered reliable.

To identify the major contributors to the losses, the total repair cost was disaggregated into structural components, non-structural components, and contents; see Figure 2.66 and Table 2.41. As expected, the biggest difference between the two analyses is related to the repair cost of the structural components. Since these components are all drift-sensitive, the net increase of story drift ratios leads to an increase of this portion of the repair cost. Figure 2.66 shows that the cost of structural components rises up to a value of more than $6,000,000, which is six times bigger than the cost obtained using the nonlinear analysis. For the two higher hazard levels, it becomes the major contribution to the loss.

The portion of structural repair cost given by each component cost is shown in Table 2.42 for the 2%/50-years hazard level. Bolted shear tab gravity connections provided most of contribution, comprising more than the half of the repair cost of all structural components. Indeed, by using the simplified analysis, drifts capable of damaging the connections are reached for high hazard levels. Since there are high quantities of connections inside the structure, they contributed significantly to the total repair cost. The repair costs of non-structural components increased as well, but were maintained in the same range as obtained in the previous analysis. A slight reduction in content repair costs is due to the reduction in accelerations, but it is not so pronounced since the repair cost of contents is only a small portion of the overall repair cost.

Loss ratios are shown in Figure 2.67, which take into account only the repair costs of structural/non-structural components. The loss ratio at the 2%/50-years hazard level exceeds 40\%, which means that the building is likely to be replaced rather than repaired. Given that this occurred at 2%/50-years hazard level, the results of the simplified procedure cannot considered accurate for this level of damage.
Figure 2.66  Median repair costs with linear and nonlinear analysis for five hazard levels.

Figure 2.67  Median loss ratio with linear and nonlinear analysis for five hazard levels.
Table 2.40  Median repair costs at all hazard levels with linear and non-linear analysis.

<table>
<thead>
<tr>
<th></th>
<th>50%/50yrs</th>
<th>20%/50yrs</th>
<th>10%/50yrs</th>
<th>5%/50yrs</th>
<th>2%/50yrs</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-SMRF non-linear</td>
<td>592,967</td>
<td>1,415,217</td>
<td>2,415,217</td>
<td>3,242,424</td>
<td>4,605,555</td>
</tr>
<tr>
<td>HP-SMRF linear</td>
<td>938,333</td>
<td>2,450,000</td>
<td>5,200,000</td>
<td>7,633,333</td>
<td>10,471,428</td>
</tr>
</tbody>
</table>

Table 2.41  Structural, non-structural and content repair cost using either linear or nonlinear analysis.

<table>
<thead>
<tr>
<th></th>
<th>Structural</th>
<th>Non-structural</th>
<th>Contents</th>
<th>Structural</th>
<th>Nonstructural</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-SMRF nonlinear:</td>
<td>50%/50yrs</td>
<td>0</td>
<td>503,005</td>
<td>88,959</td>
<td>50%/50yrs</td>
<td>17,026</td>
</tr>
<tr>
<td></td>
<td>20%/50yrs</td>
<td>7,304</td>
<td>1,245,003</td>
<td>161,546</td>
<td>20%/50yrs</td>
<td>344,206</td>
</tr>
<tr>
<td></td>
<td>10%/50yrs</td>
<td>68,701</td>
<td>2,178,899</td>
<td>171,154</td>
<td>10%/50yrs</td>
<td>2,320,736</td>
</tr>
<tr>
<td></td>
<td>5%/50yrs</td>
<td>364,554</td>
<td>2,700,564</td>
<td>181,969</td>
<td>5%/50yrs</td>
<td>4,196,128</td>
</tr>
<tr>
<td></td>
<td>2%/50yrs</td>
<td>1,073,583</td>
<td>3,343,834</td>
<td>187,953</td>
<td>2%/50yrs</td>
<td>6,751,189</td>
</tr>
</tbody>
</table>

Table 2.42  Percentage of structural repair cost given by each component at 2%/50-years hazard level.

<table>
<thead>
<tr>
<th>Structural components</th>
<th>Portion of structural repair cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolted shear tab gravity connections</td>
<td>59.3%</td>
</tr>
<tr>
<td>Post-Northridge connections</td>
<td>29.3%</td>
</tr>
<tr>
<td>Steel Column Base Plates</td>
<td>6%</td>
</tr>
<tr>
<td>Welded column splices</td>
<td>5.4%</td>
</tr>
<tr>
<td></td>
<td>100%</td>
</tr>
</tbody>
</table>

2.10.3.2 Repair time

Because the structural components are so damaged, repair times (Figure 2.68) are significantly bigger than those previously obtained using nonlinear analysis. Upper (serial) and lower (parallel) bounds of the repair times are both more or less doubled at all hazard levels. At the 2%/50-years hazard level, repairing the building takes more than two years if using the serial repair strategy.
2.10.3.3 Indirect losses

Table 2.43 shows the annualized losses for serial and parallel repair strategy. Note that utilizing the simplified procedure of FEMA P-58 leads to a doubling of the total annualized losses because of damage incurred by structural components. Indirect losses are doubled as well, since repair of the building requires more time, thus increasing the time of the structure will be inoperable.

<table>
<thead>
<tr>
<th></th>
<th>Serial repair strategy</th>
<th>Parallel repair strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Direct loss</td>
<td>Indirect loss</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>24,825</td>
<td>5,205</td>
</tr>
<tr>
<td>Linear</td>
<td>46,977</td>
<td>10,042</td>
</tr>
</tbody>
</table>

Figure 2.68  Median repair times with linear and nonlinear analysis for five hazard levels, considering two repair strategies, parallel and serial.
2.11 REMARKS AND CONCLUSIONS

Over the past two decades, performance-based earthquake evaluation (PBEE) has developed to a point where it can be effectively used to design structures. In particular, it can identify the contributions of different structural/nonstructural elements and contents to the total cost of ownership over the life span of a building, thereby enabling the designer to enhance a given design or choose alternative structural systems to improve performance and mitigate damage. This report applied the PBEE methodology to a healthcare facility and to a school building.

The healthcare facility was located in Northern California. The PBEE methodology was applied to evaluate its resiliency in the event of an earthquake. The loss assessment of the healthcare facility was performed by using two different approaches: (i) medical equipment was modeled using a simplified global fragility curve; and (ii) medical equipment was modeled by inserting fragility curves for each component. The first approach was used to compare the performance of a fixed-base and a base-isolated structure. The comparison shows a significant median damage-saving and repair-time reduction using the isolation system as opposed to the fixed-base system. The efficiency of the base-isolation system was widely proven, showing an 85% average reduction in repair costs and three to six times smaller repair times compared to the fixed-base system. This improved efficiency was verified using the resilience index, which had an increment of 63% when considering the base-isolation system with respect to the fixed-base system.

Next, the ATC 63 approach was used to model the medical equipment, and the results of this analysis was compared to the results obtained using global fragility curve. The comparison showed significant differences in the fixed-base system. For the isolated structure, the differences generated by using specific fragility curves for content is irrelevant. Although the ATC 63 method is more time-consuming than the simplified method, the results for the fixed-base system at higher hazard levels need to be taken into account because the first method
overestimates the repair costs by up to almost three times at the 2%-50-years hazard level. For the base-isolated system, the differences between the two approaches are reduced due to the small contribution of contents to repair costs. Based on the results presented herein, the global fragility curve method could be used to evaluate the isolated structure, although it is not recommended.

For a school building located in Oakland, California, the base-isolated system provided significant median damage savings and reduction in repair time compared to the fixed-base system. This is due to the substantial reduction in accelerations, drifts, and residual drifts when considering the isolated building. The reduction in repair cost ranges from 66% to 82%, with an average of 76%. Such large reduction in cost of damage repairs of base-isolated systems comes primarily from preventing damage of structural components and minimizing the damage of non-structural components. Repair times are three to six times smaller for the isolated buildings relative to the fixed-base buildings. For the design-basis earthquake (a 10% probability of exceedance in 50 years) the repair time of the fixed-base building is expected to be in the range of 57 and 151 days compared to 12 and 27 days for the base-isolated building. Such a dramatic reduction in repair time implies significantly smaller downtime and higher resilience of the base-isolated buildings.

In addition, in application of the FEMA P-58 procedures, the pseudo-lateral forces applied on the structure can be assimilated to the envelope of the set of ground motions selected for a certain hazard level. This was found by comparing the story drift ratios obtained using the simplified procedure with the story drift ratios obtained by performing a linear time-history analysis of the strongest ground-motion record at each hazard level. For high levels of hazard, story drift ratios were much higher than those obtained by nonlinear analysis. At the 2%/50-years hazard level, they exceeded the 4% limit; therefore, the simplified analysis cannot be considered valid. The increase in repair cost ranged from 58% at the lower hazard level to 135% at 5%/50-years hazard level.

Comparing the results with the previous analysis, the damage to structural components was significant. Structural damage represented a higher portion of repair costs for probability of exceedance higher than 5% in 50 years. Such a dramatic increase in structural repair costs implies significantly larger downtimes and smaller resilience for the system studied using the simplified procedure. The procedure may be considered validated for four hazard levels out of the five even though it overestimates the loss. However, this study clearly demonstrates that nonlinear analysis is the optimum procedure to obtain a realistic estimation of damage, thus facilitating the decisions facing stakeholders in evaluating a building’s structural integrity in the event of an earthquake.
3 Using Discrete Event Simulation to Evaluate Resilience of Emergency Departments

3.1 INTRODUCTION

Regardless of whether it is a large-scale area or a smaller-scale area, the ability of a geographical area to respond to an emergency situation is related to the proper functioning of its own infrastructure system. This becomes painfully evident when critical infrastructure systems fail during disasters, resulting in economic loss and human fatalities. Critical infrastructure comprising the assets, systems, and networks are necessary for the normal operation of cities, regions, and states; therefore, their incapacitation or destruction have a debilitating effect on security, public health, or any combination thereof. An effective way of measuring and analyzing how an infrastructure system will react in the event of a disaster is the resilience analysis.

The resilience of a complex system is defined as the capacity to prepare for and adapt to changing conditions, and restart operations after an extreme event. Improving the resilience of countries and communities means that structures will have the ability to resist, absorb, and accommodate to and recover from the effects of a hazard in a timely and efficient manner. Conceptually, resilience entails three interrelated concepts: (1) reduce the probability of failure; (2) limit and control consequences if a failure occurs; and (3) improve recovery time in the event of a failure [Chang 2009]. The emphasis on consequences and recovery regarding urban infrastructure systems in the event of a disaster comprises multiple disciplines. Improving resilience is not only a technical and structural problem: it includes societal and organizational dimensions. Therefore, the identification of all system vulnerabilities and the development of appropriate and innovative techniques to absorb shocks while maintaining functionality is the first step to ensure the protection of critical infrastructures and limit the effects of a disaster.

3.1.1 Resilience of Healthcare Facilities

The resilience of a healthcare facility can be defined as a hospital’s ability to withstand the event, absorb the shock of disasters while addressing the surging medical demand in order to recover quickly to its original state, or develop strategies to adapt to a new one. Recent events have shown how systems (regions, communities, structures, etc.) are vulnerable to natural disasters of every type, such as earthquakes, hurricanes, explosions, and any other type of catastrophe regardless of whether the event is caused by a natural catastrophe, terrorism, or emerging infectious diseases. Hospitals have been recognized as critical components in disaster response. Their ability to supply essential health services and continued functionality when an emergency
occurs is mandatory. Within a short time, hospitals must provide care to a large number of injured whose lives are at risk, and they must have the ability to expand their services quickly beyond normal operating conditions to meet an increased demand for medical care. Emergencies and disasters often occur without warning and, as in the case of an earthquake, may damage or destroy parts of the hospital. Under such circumstances, it is necessary that hospitals and other healthcare facilities remain safe, accessible, and functioning at maximum capacity in order to provide critical services. Contingency plans for disasters should be in place and health personnel trained to maintain functionality.

Emergency Departments (ED) are the most affected areas in hospitals in the event of a disaster. They play a pivotal role in the delivery of acute ambulatory and inpatient care in providing immediate medical assistance [Morganti et al. 2013]. In the event of a disaster, the number of incoming patients and the severity of their injuries rise significantly. A change in patients’ arrival rates entails an increase of crowding and prolonged injured waiting times for the injured, thus increasing the risk of aggravating patients’ conditions. Considering all these aspects, EDs should have an emergency plan ready for implementation during catastrophic events. The Emergency Response Plan (ERP) consists of procedures designed to respond efficaciously to those situations in which normal operating procedures cannot provide essential health services. Such a plan should ensure continuation of patient case, availability of equipment and treatment material, and protocols for the appropriate interaction with other critical facilities in the event of an emergency. Generally, the ERP is activated when the number of ill or injured exceeds the normal capacity of the ED or the normal operations of multiple departments to provide the quality of care required. That said, testing the effectiveness of the ERP before a disaster occurs is problematic.

Discrete event simulation (DES) models are useful tools to test ERPs under a rapid increase in the volume of incoming patients. Using discrete-event Monte Carlo computer simulations, hospital administrators can model different scenarios of the hospital to see how they compare to desired performance [Morales 2011] and assists in the planning of the most effective use of hospital resources [Šteins 2010]. Emergency Response Plans require identification of what factors represent the quality of healthcare services and what can best describe the performance of an ED during a dramatic event. Different parameters can be used to evaluate the efficacy of ERPs. Among these parameters, the most representative is the patient wait time (PWT) until medical intervention occurs.

Patient wait times play an increasingly important role in measuring a hospital’s ability to provide emergency care to all the injured in an extreme situation [Cimellaro et al. 2011]. The length of time patients wait to see a provider is considered a visible and significant indicator of an ED’s resilience. Overcrowding in the ED is undesirable. It creates access issues and leads to delays in care, thus putting lives at risk as an injured person’s condition may escalate as they wait for care. The ability to predict PWTs when a disaster occurs could be an effective way to solve the overcrowding problem and improve the ERP. Hospitals can achieve this goal by adopting operations-management techniques and related strategies to enhance efficiency, taking into account not only the internal organization of the hospital, but interaction and coordination with other healthcare facilities. Relocating the injured to a facility that is not as badly impacted is key in saving lives.
In this research, a simplified model has been developed in order to quantify behavior in an ED during emergencies. Patient wait times have been selected as the most representative parameter to evaluate hospital resilience under seismic events. A DES model has been built for the hospital's ED considering different scenarios. Then, a meta-model was developed from the results of the DES model. It provides PWTs as a function of the seismic input and the number of the available treatment rooms in the ED. Finally, a general meta-model is proposed to evaluate the resilience index for any considered hospital. The advantage is that the meta-model can be applied as a formula with a reduced number of parameters.

3.2 STATE-OF-THE-ART

Although the word “simulation” has different meanings, the most comprehensive one is “the representation of something real” [Webster 1993]. In particular, in the branch of the scientific analysis, it may be defined as “the action of performing experiments on a model of a given system” in which the word “system” refers to a collection of entities that act and interact together toward the accomplishment of some logical end [Schmidt and Taylor 1970]. A model may be taken as representative of that system even if it is an abstract of the system. The greater the level of accuracy of the model, the closer it will be to real conditions. When modeling a dynamic system that describes real-life scenarios—such as a hospital in this specific case—DES is normally used.

In 1960, Keith Douglas Tocher developed the first such simulation program named the General Simulation Program (GSP). Over the ensuing decades, other developers have improved steadily simulation programs and created systems to fit different real-world problems. By the mid-1990s, a significant step forward was made by developing simulation models that could be built very quickly, giving the possibility to study, experiment, and analyze the interactions of any system and its subsystems. For this reason, DES is currently considered as a powerful and versatile tool for the analysis of complex systems. Being able to create a simulation model of a system provides the user with many benefits including: (1) the ability to analyze a number of observations of a system; (2) improved system understanding for more rapid analysis; (3) provides an opportunity to test modifications that could improve system operation; and (4) is generally less costly than direct system study [Fishman 2001]. Thus, DES has become a useful tool to study systems in many fields, but it is especially applicable in engineering, health, management, social, and transportation sciences.

Discrete event simulation is increasingly used to analyze healthcare facilities because of its multifaceted structure. There are multiple interactions between patients, doctors, nurses, technicians, different departments, and circulation patterns. How do we evaluate each of these components and take into account all these multiple interactions that affect the whole system? For this reason, DES is widely used to model the medical field because it can be represented in a chronological sequence of events that occur at a definite instant in time and marks changes in the system. In this way, the end of each event marks the start of the next event as is typical in hospitals and medical clinics worldwide. In addition, a DES model could be considered as a useful communication tool between hospital administration and modelers that help enhance administrator's understanding of the main performance drivers of the healthcare processes [Curran et al. 2005]. There are a number of comprehensive literature reviews available [Günal...
and Pidd 2010]. Early reviews include England and Roberts [1978], which analyzed reports of 92 simulation models.

The majority of healthcare simulation studies focus primarily on PWTs. Dansky and Miles’s research [1997] evaluated the efficiency of the healthcare facilities considering PWTs as the main response parameter and investigated the relationship between PWTs times and the satisfaction with the service received. They found that customer satisfaction is strictly related to PWTs. Using DES, the current number of patients waiting as well as the time that patients spend moving can help determine utilization of resources. Martin et al. [2003] studied how all these values can be used to evaluate hospital performance and improve healthcare response. Many research projects have studied strategies on how to decrease PWTs times. One of the earliest DES studies was conducted by Fetter and Thompson [1965]. They analyzed doctors’ utilization rates with respect to PWTs times by using different input variables, such as patient load, patient arrival patterns, walk-in rates, and physician service. More recently, Yerravelli [2010] studied PWTs at the KCH ED.

The objective of the research was to evaluate hospital performance as well as identify strategies for reducing waiting times by developing a KCH ED model. Resources utilization was taken into account in order to determine the required staffing levels and minimize operating costs. Santibáñez et al. [2009] provided a framework of how to reduce wait time and improve resource utilization by developing a computer simulation model of an Ambulatory Care Unit (ACU). Duda [2011] conducted a similar study and analyzed the flow of patients, the time spent in the hospital through arrival, and service characteristics in order to identify which processes need to be changed to achieve alignment and which alternatives have to be taken into account to increase the effectiveness of the patient flow process and reduce waiting times. Takakuwa and Shiozaki [2004] proposed a procedure for planning emergency-room operations that reduced PWTs times by adding a more appropriate number of doctors and medical equipment. A similar study to assess the effect of some possible changes in the ED processes was performed by Mahapatra et al. [2003]. This study showed that the addition of an ACU improved average waiting times by at least 10%.

Other strategies to address PWTs times include the study conducted by Lau [2008], who analyzed three Orthopedic Clinics across Ontario to find solutions to long PWTs times and proposed a new scheduling algorithm to decrease the average waiting time. A DES model was developed for an existing clinic by Hu [2013] to study an optimal human resource allocation in order to reduce PWTs. Similarly, Aeenparast et al. [2013] used simulation model to predict changes in patients waiting time and physicians’ idle time due to changes in system. Kirtland et al. [1995] identified three alternatives that saved, on average, thirty eight minutes of wait time per patient.

Generally, EDs are one of the most popular areas for the application of DES. Medeiros et al. [2008] is one example; they constructed a simulation model for one ED and in a subsequent step implemented a new approach known as PDQ (provider-directed-queuing) that reduced non-critical PWTs and increased room availability for critical patients. A DES model has been used also by Morgareidge et al. [2014] to optimize the care process and design the ED for a particular case study. A new approach was also proposed by Davies [2007] that developed a computer simulation model for an ED called “See” and “Treat “method, where the triage process is eliminated, and the patients are directed by a trained receptionist to the doctor or ENP.
(emergency nurse practitioner) based on the patient condition. The “See” and “Treat” process simplifies the service by eliminating queues between patients and the hospital’s human resources, which reduced the unnecessary waiting time between these queues. Similarly, Samaha et al. [2003] developed an ED simulation model to reduce the length of stay of patients by evaluating different scenarios. Their results demonstrated that longer PWTs are process-related not resource-related, and that a triage process that included “fast track” area reduced a patient’s length of stay. In 2005, Komashie and Mousavi conducted a what-if analysis for one considered ED that varied the number of beds, doctors, and nurses in the simulation model, thus reducing PWTs and improve patient follow through to discharge.

This research studied the ED of a hospital has been using a DES model. Different scenarios were analyzed assuming a catastrophic event resulting in structural damage in specific parts of the building and a variable patient arrival rate dependent on the seismic intensity. An analytical model is proposed in order to obtain PWTs without running a complex DES model several times.

3.3 METHODOLOGY

This study assessed the resilience of a hospital ED in the event of a catastrophic event. Specifically, it examined the ED’s ability to mount a robust response to unforeseen, unpredicted, and unexpected demands by adjusting its functioning prior to, during, or following a catastrophic situation. Two different aspects were considered.

First, using a DES model numerical data of WTs were determined for one hospital under normal operating conditions and those results were compared when an ERP was applied. Determining trends in PWTs in both situations provides a tool to evaluate the effectiveness of the ERP. Using the results from this comparison, a mathematical model was developed for different disaster scenarios, including the seismic input and any structural damage to the hospital.

Second, hospital emergency networks were studied in terms of resilience concepts. During an emergency, interaction among healthcare facilities is essential to sustaining required operations, to cope with a dynamic and extended influx of patients, and to provide adequate patient care under unusual conditions. In a complex system such as an urban area, the management of an emergency is closely related to the efficiency of its infrastructure network, and the continual influx of patients is another dynamic to consider. Therefore, a network model was developed for one city assuming a catastrophic event occurs. A number of strategic nodes have been identified within the considered city, and a network was created to study how the system reacts to emergencies. All nodes were defined as functioning EDs in healthcare facilities. This network has been specifically designed to adapt the resources to potentially changing demands, which includes the possibility that patients are transported to another healthcare facility in the network to that they received care in the shortest possible time.

Creating a valid network framework requires consideration of a number of factors. Among all the parameters related to such complex scenario, the most representative parameters are: PWTs, the ED’s resilience, and transportation considerations. In order to evaluate PWTs, the meta-model described above was used. An evaluation analytical model for assessing comprehensively hospital disaster resilience is proposed below.
Figure 3.1 Research logic framework.

Figure 3.1 shows the research framework. First, a simulation model for the ED when the ERP plan is applied, using the estimated arrival rate for patients arrival rate as input data; see Section 3.4. Once the output parameters have been collected, the most significant PWT is chosen. The hospital meta-model is developed by varying the seismic input and the number of the available treatment rooms; see Section 3.5. Using this meta-model, a general meta-model that is applicable to all hospitals was developed; see Section 3.6. Based on PWTs, the general meta-model provides hospitals with metrics regarding its resilience, with the goal of improving its response to catastrophic events.

3.4 DISCRETE EVENT SIMULATION FOR EVALUATING AN EMERGENCY DEPARTMENT’S PERFORMANCE

A simulation model for the Mauriziano Hospital’s ED is presented below; see Figure 3.2. First, the problem must be defined, with specific objectives and questions to be addressed. This model ties directly hospital performance to PWTs. In emergency situations the length of time patients spend in the ED from admittance to discharge is considerable; therefore, several steps have been considered. The entire process by which patients enter the ED, interact with medical staff, receive appropriate treatment, and finally are discharged has been considered.
3.4.1 Description of the Case-Study

This research developed a computer simulation model for the Umberto I Mauriziano Hospital located in Turin, Italy. The hospital stands out in the landscape of healthcare facilities in the Piedmonte region because of its broad array of both basic case and specialization services. Built in 1881, the hospital is located in the southeast part of the city, roughly 3 km from the city center. It was bombed several times during World War II, necessitating rebuilding portions of the hospital. The addition of several other buildings over time has resulted in a large hospital complex. Presently it includes 17 units, covering an overall surface of 52,827 m². While developing the simulation model, only the ED located in building 17 were considered.

The ED consists of an entrance area where "triage" is performed; four macro areas correspond to four different color codes—red, yellow, green and white—that represent the severity of injury. Red (emergency) identifies those patients with compromised vital functions whose lives are at risk. Yellow (urgency) identifies those patients who are not in immediate danger of life but present a partial impairment of vital functions. Green (minor urgency) identifies those patients that need medical care but do not have a critical injury affecting vital functions. White (no urgency) identifies those patients whose medical issues could be addressed by a general doctor and who do not require emergency care.

When the ERP is in force, the number of color-coded areas is reduced to three, with those patients color-coded “white” being sent to another facility outside the ED. Under normal operating conditions, patients color-coded yellow and green codes share the same area, i.e., the treatment rooms. Under emergency conditions, the red-coded area is located immediately in front of the ambulance entrance and contains two rooms in which patients receive initial care. The yellow-coded area is parallel to this area, comprising three of the treatment rooms. Separate from this zone, the green-coded area is situated perpendicular to yellow- and red-coded areas and includes two treatment rooms. Each area is provided with waiting rooms for patients. Inside the ED, there are also a number of recovery rooms where patients can stay before being discharged or awaiting transport to another part of the hospital.

---

**Figure 3.2  Steps followed to develop Mauriziano simulation model.**
Figure 3.3  Umberto I Mauriziano hospital, Turin.

Figure 3.4  Location of Emergency Department building within the Mauriziano Hospital complex.

Figure 3.5  Emergency Department color-codes areas.
3.4.2 Emergency Department Simulation Model

The modeling phase involves all the details regarding data collection, data inputted to the simulation model, elements used in the simulation model, and details about computer simulation model. The starting point is an empty system without any characteristics. In this research, an ED simulation model was developed using ProModel version 7.0, downloaded on February 15, 2014. A number of simplifying assumptions were made to describe the ED operation more concisely.

First, the model describes the hospital's ERP so that an emergency scenario, e.g., earthquake, can be considered. In order to represent an extreme situation, a seismic arrival rate was used. Unless specifically noted, in this case it was assumed that the hospital’s structural/non-structural elements remained undamaged due to the earthquake. Therefore, the description of the ED operation is based on the ERP with no other parameters considered.

Second, a 13-day simulation was run considering that the seismic event occurs after two days of simulation. In order to simplify the model, it was assumed that the ERP was applied in the first day of the simulation even though the minimum required conditions to apply it were not satisfied.

Third, it was assumed that even after a disaster occurs, the system behavior does not change. This is an unrealistic assumption because in emergencies, several modifications may affect system characteristics but these changes were not considered herein. This hypothesis has been done to analyze how the system could respond to an emergency event such as an earthquake while maintaining the initial characteristics.

Fourth, in order to define the arrival rates, a division according to the injury color codes was considered from the moment patients first arrive at the hospital. In reality, the injury code is determined once patients are evaluated, i.e., care administrated during "triage." A patient’s color code may change during their stay at the ED. For this simulation, it was assumed that those patients whose color code changed, all did so at the same point of their treatment.

In this case study, only four codes were considered: red, yellow, green, white. In reality, the ERP for this hospital considers blue and black codes, which represent “compromised vital functions” and “died,” respectively. These two designations were not considered in this model because they had no influence on PWTs.

Finally, because the ERP has never been implemented and there is no data regarding its efficacy, the probability values entered for the construction of the model were obtained from interviews with the hospital's medical staff. In the case where the information gleaned from the interviews were deemed unsatisfactory, a probability of 50% has been considered.

3.4.3 Data Collection

When building the simulation model for the DES, the most significant data that describes all of the hospital's processes were identified. The ED can be characterized by the number of treatment rooms, the number of resources (doctors, nurses, and healthcare staff), and the procedures conducted inside the different rooms, as well as the circulation patterns and patient arrival rates. Three main methods were used to collect data.
First, the hospital’s ERP was considered as a source of information regarding organizational aspects during emergencies, such as resources schedule, locations, and patient path networks.

Second, patient arrival rates were calculated using the hospital's register statistics. Information regarding the patient inflow, check-in and checkout times, and the time spent in each room as well as patients' movements from one location to another were obtained. Patient arrivals in the ED vary from hour to hour and, in order to determine the patient arrival distributions, an arrival cycle was defined using data from the hospital registers. The data provided by hospital’s records were used to validate the simulation model. Figure 3.6 shows the considered arrival cycle, which represents the percentage of daily patients that arrive at a given instant within a twenty-four-hour period.

Third, researchers interviewed medical professionals who work in the ED to understand and describe patient flow. The product of this phase is a flow map, which was submitted to the hospital's personnel for review and approval. By the direct conversation with ED staff, all processes that take place in the ED during an emergency situation were examined.

![Arrival cycle](image)

Figure 3.6 Percentage of patients arriving for each hour in a twenty-four-hour period.

### 3.4.4 Seismic Input

To take into account the increase of the patients flow due to a catastrophic event and the consequent overcrowding of the ED, a seismic event was considered. The data collected from a California hospital during 1994 Northridge, California, earthquake was used in the model to simulate the seismic event. The earthquake damaged a number of buildings and freeways, and many people were injured. Even though it is considered a moderate event, its impact was substantial because it occurred in a metropolitan area. The patient arrival rate in the aftermath of
the Northridge earthquake was selected because it is the only event with documentation of patient arrival rates [Stratton et al. 1996; Peek-Asa et al. 1998; and McArthur et al. 2000].

The pattern of the arrival rates of patients in the aftermath of the Northridge earthquake is provided by Cimellaro et al. [2011]. For this study, patient arrival rates were scaled to correspond to the analyzed geographic area (Turin, Italy). An earthquake with a return period of 2500 years was considered, assuming a nominal life for a building of strategic importance of 100 years according to the Italian seismic standards [NTC-08 2008]. Initially, a scaling procedure based on the peak ground acceleration (PGA) was used, but because of its limitations, a second procedure based on the Modified Mercalli Intensity (MMI) scale was selected. Figure 3.7 plots the seismic input during the three-day period after the earthquake occurred. The patient arrival rates related to Northridge were scaled with respect to the ratio between the PGA and the MMI values. The seismic arrival rate shown in Figure 3.7 was divided in different color codes following a similar distribution proposed by Yi [2005].

![Seismic input](image)

**Figure 3.7**  Patient arrival rates for Northridge earthquake and arrival rate scaled with respect to PGA and MMI.

### 3.4.5 Minimum Requirements for Application of the Emergency Response Plan

The ERP is applied when the flow of incoming patients exceeds the normal flow. According to the Mauriziano Hospital's protocol, this situation occurs when there is the simultaneous access (or within a short period) of 10 or more patients in critical condition, at which point the ERP is activated. Per the ERP, patients in critical condition are coded either red or yellow. Figure 3.8 shows the number of patients arriving at the ED during the three-day period post-earthquake.
3.4.6 Model Architecture

For this study, the DES model was built using ProModel [2007] simulation software, which is considered the best choice to develop a complex hospital model; see Figure 3.9. The first step is define all elements of the model. These elements along with the simulation constructs are listed below:

*Location elements:* This element represents all the places in the ED where entities carry out their duties. The physical facilities consist of treatment rooms (color-coded given the condition of the patient), two waiting rooms, a triage room, an examination area, a critical area (one shock room and one intensive reanimation room), observation rooms, and some separate stations. There are two possible entrances to the ED; one is used by the ambulances only and the other is for patients and/or visitors. The first entrance is located in the northwest part of the ED near the red-coded area, and the second entrance is on the southwest side. Those patients whose mode of arrival is either by ambulance or car (assuming the patient is in critical condition) enter though the north entrance, which is closest to the shock and intensive care rooms. All other walk-in patients use the south entrance, which is nearest to the yellow- and green-coded areas. There are three exits located in the south, northeast, and southeast sides of the ED. Which exit patients use depends on their destination (others healthcare facilities, hospital wards, having been discharged, etc.). Each location has been assigned a capacity. Some locations, such as entrances, exits, and waiting rooms, have infinite capacity while others, like treatment rooms, the shock room, and intensive care room, have a defined number of patients who can be treated at the same time.

*Entities:* This element represents the active elements created in the system. They move within the system and are affected and processed by the status of the system. In this model, entities are patients visiting the ED that are categorized according to the severity of their ailments. Entities that flow through the simulation model have been divided into four categories corresponding to the four color codes: red, yellow, green, and white codes. For each type of
patient, an entry and a path have been assigned. Each entity has a travel speed: 50 mpm for yellow-, green-, and white-coded patients, and 60 mpm for red-coded patients.

**Path network:** This element consists of patients, nurses, and doctors who proceed through the model on a path network. It consists of nodes connected by segments, which can be unidirectional or bidirectional. In this model, movement along these path segments connected to the path nodes are defined in terms of distance and speed. The path network created for the ED is shown Figure 3.10. Dotted lines indicate the path segments on which entities can move.

An explicit mapping for some destination nodes has been created for the specific branches that entities and resources must take when traveling through the model. For speed and distance networks, if there are multiple paths emanating from one node to another node, the default path selection is based on the shortest distance. In the ED in question, however, some paths can only be used by medical staff (as in the case of the passage from the red to yellow area). In these cases, the mapping definition has been used to solve the default problem.

**Resources:** This element is defined in the model as persons who assist entities in performing operations. In this particular case, resources represent the medical staff, including doctors, nurses, and healthcare operators. They are divided into two categories: those persons who provide service from a fixed station and those persons who travel through the ED. A work schedule has been considered when modeling resources. As summarized in Table 3.1, each color-coded area has its own staff team. In addition to these teams specific for each area, there are a number of supporting resources, including doctors, nurses, and healthcare staff, who perform triage, transport patients from one location to another, and assist with admittance to the hospital.

![Figure 3.9 DES model extract from Promodel software [2007].](image-url)
**Figure 3.10** Network for patients to move through the Emergency Department.

**Table 3.1** Resources definition.

<table>
<thead>
<tr>
<th>Color codes area</th>
<th>Work schedule</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red area</td>
<td>hours 8/20</td>
<td>2 doctors, 4 nurses</td>
</tr>
<tr>
<td></td>
<td>hours 20/8</td>
<td>2 doctors, 3 nurses</td>
</tr>
<tr>
<td>Yellow area</td>
<td>hours 8/20</td>
<td>5 doctors, 3 nurses</td>
</tr>
<tr>
<td></td>
<td>hours 8/20</td>
<td>5 doctors, 3 nurses</td>
</tr>
<tr>
<td>Green area</td>
<td>hours 8/20</td>
<td>3 doctors, 5 nurses</td>
</tr>
<tr>
<td></td>
<td>hours 8/20</td>
<td>2 doctors, 3 nurses</td>
</tr>
</tbody>
</table>

*Processing tool:* This element defines the way in which entities move between locations or remain at a given location. To build a model that represents adequately the ED operation, all activity regarding patients from when they arrive until they leave the ED must be considered. It is necessary to take into account not only patients movements from one location to another, but also how much time they spend in each location and how and for how long they use a particular resource. According to the ERP, patients follow different paths and make diverse actions depending on their color code. According to data provided by the hospital staff and the ERP, the processing phase has been developed considering the following actions for each color code.

- **Red Codes:** red-coded patients generally arrive by ambulance at Entrance 1. As soon as they arrive, they are moved directly to the red area after triage is performed. Red-coded patients mainly use two rooms: the shock room and the intensive care room where the most critically ill or injured patients are treated immediately. After receive the first treatment in these two rooms, some patients are relocated to the yellow area, others are transferred to the appropriate hospital ward, and others leave...
the hospital, either being discharged or moved to another to another healthcare facility.

- Yellow Codes: yellow-coded patients may arrive at both Entrance One and Two. After receiving triage, they wait in the yellow-coded waiting room until one of the treatment rooms is available. Some patients are kept in the observation room where they receive the initial treatment. After being treated, some patients leave the hospital while others are sent to the exam room. Once examined, patients are sent back to either treatment rooms or to the green-coded area. From treatment rooms, some patients leave the ED (and are transferred to hospital wards or to relocated to other healthcare facilities), and some patients are sent back to the exam room until it is deemed appropriate to discharge them from the ED.

- Green Codes: green-coded patients normally arrive at Entrance 2. Considering their less serious condition, these patients are requested to wait until triage can be performed as priority is given to yellow- or red-coded patients. Once they are coded green, they are sent to the green area where they wait in several observation rooms. While waiting, patients who present less severe injuries are treated by an available nurse and then leave the hospital. The others wait until one of the green-coded treatment rooms is available. After receiving treatment, they leave the hospital or move to the exam room. Once examined, they leave the ED, either relocating to a hospital ward or are discharged.

- White codes: white-coded patients arrive at Entrance 2. These patients are requested to wait until triage can be performed as priority is given to yellow- or red-coded patients. According to the ERP, patients designated “white” are allowed to leave the hospital once triage is performed. They are not treated in the ED because their conditions do not warrant it. Once the triage is performed, they leave the ED. This is because white codes are for those patients that do not have any serious injuries or disease; for this reason, in emergency situations they are not treated in the ED.
Figure 3.11  Process map for the Emergency Department.
3.4.7 Verification, Validation, and Simulation

After building the model has been completed, it has to be verified and validated. Once the model was completed, it was verified to ensure that the computer programming and implementation of the conceptual model was correct. Patient routing, service times, and all assumptions were validated with ED staff. The process map representing the model logic was checked with the ERP director, and all required corrections and changes were made.

Once built the model and its accuracy verified, numerical simulations of the DES hospital model were performed. A simulation period of 13 days was run in each simulation, dividing the seismic input into three main parts. The simulation began with a three-day simulation period that followed normal operating conditions under extreme conditions, then run in emergency operating conditions determined using the scaled arrival rate assuming a seismic event, and another eight-day period was run in normal operating conditions because the system needs time to return to the pre-earthquake steady state; see Figure 3.12.

Different output variables were collected to obtain a general idea of how an increase in patient arrival rates can affect the operation of the ED. The thirteen-day simulation was run 100 times for each different scenario, taking into account the differences between different runs and correcting any errors related to the individual simulations.

![Figure 3.12 Simulation framework for the DES hospital model.](image)

3.4.8 Analysis Results

Results demonstrate that both yellow- and green-coded patients experienced longer PWTs in normal operating conditions during an extreme situation. In particular, yellow-coded PWTs reached an average peak value of about 720 min while green-coded PWTs was roughly 750 min. When the ERP is implemented, PWTs reached an average peak value of about 30 min for yellow-coded patients and roughly 190 min for green-coded patients. Obviously, PWTs increased in the aftermath of the earthquake and returned to normal after the emergency period was over.

The comparison between waiting times for both normal and emergency operating conditions demonstrates that simulated model results were consistent with expectations. The ERP application has a greater impact on reducing PWTs. Figure 3.13 illustrates that PWTs varied substantially when moving from normal operating conditions to emergency operating conditions. A 96% decrease was observed in PWTs for yellow-coded patients moving from normal to emergency operating conditions, while there was a 75% decrease for green-coded patients.
3.4.9 Amplified Seismic Input

To study the impact of earthquake magnitude and how this affects PWTs, an amplified seismic input was considered. The magnitude was amplified in order to analyze the sensitivity of the operations of the ED in regards to the amplitude of the earthquake. Multiplicative scale factors ranging from 1.1 to 1.6 were used to amplify the input data. The factors (\(\alpha\)) used for the analysis are shown in Figure 3.14.

Once the amplified magnitude has been calculated using the different scale factor, new input data were introduced into the simulation model, and a Monte Carlo simulation was run to obtain the average curve of PWTs for the ED. Using the same amplified seismic input, the average curve of PWTs was obtained also for normal operating conditions. A comparison between the normal and the emergency operating conditions with a factor value of 1.6 is shown in Figure 3.15 for both yellow- and green-coded patients.

Figure 3.15 demonstrates that PWTs decreased substantially from normal operating conditions to emergency operating conditions depending on the seismic input (\(\alpha = 1.6\)). An average peak value of about 3200 min for yellow-coded patients and roughly 3250 min for green-coded patients was reached under normal operating conditions. When the ERP was activated, the PWTs reached an average peak value of about 300 min for yellow-coded patients and about 785 min for green-coded patients.
3.4.10 Evaluating Changes in the Emergency Response Plan

Changes in the ERP were analyzed to reduce PWTs. Green-coded patients were considered for the following reasons: (1) these patients face a lengthy wait in an emergency situation, reaching an average peak wait of about 800 min (13 hours) when the seismic input is amplified with a multiplicative scale factor of 1.6. Although green-coded patients must give priority to red and yellow codes, delayed diagnosis and treatment could affect a patient’s condition, potentially affecting treatment and outcomes. This delay can also lead to complications, putting patients’
lives and well-being in jeopardy; (2) these patients can receive treatments also outside of the treatment rooms. For this reason, an additional doctor could decrease PWTs without the need to add an additional treatment room.

This research studied several possible strategies to reduce PWTs. An analysis of the hospital’s ERP took into account various options. First, an increase in doctors or number of treatment rooms was considered. Three different solutions were tested to study the system’s sensitivity towards a change in the number of resources and locations.

First, all hospital characteristics were maintained, but the model was run considering one additional doctor for the green-coded area. Then, an extra location was considered, assuming that green-coded patients used the treatment room designated for white-coded patients. Finally, one supplementary resource and location were added and modeled. Monte Carlo simulations were performed for each case, and the results are shown in Figure 3.16. The graph illustrates that when one additional doctor is considered, the average peak of PWTs decreased roughly 39%. If a treatment room is added results in a reduction of about 74% compared with the existing configuration. Finally, considering both resource and location, a peak of about 90 min is reached, which corresponds to a 88% decrease.

Based on these results, the best solution to decrease PWTs for green-coded patients is to add one additional doctor and one additional treatment room. Closer examination of the results demonstrates that increasing the number of treatment rooms for green-coded patients is optimal. It would not increase costs, whereas the addition of one doctor and one treatment room would. Furthermore, the difference in the reduction in PWTs between the first solution and the second one is about 14%, corresponding to about 90 min for green-coded patients under emergency conditions. This decrease is not significant when compared with the additional incurred costs if an additional doctor and treatment room were added.

![Figure 3.16](image)

### Figure 3.16
Extra resources and additional locations for green-coded patients under emergency operating conditions.
3.5 MAURIZIANO EMERGENCY DEPARTMENT META-MODEL

3.5.1 Motivation for a Meta-Model

This study used a simulation model of an ED to evaluate the ERP of a hospital and used the results to analyze ways to improve its efficiency. Although a simulation model is useful for predicting ED response, two different aspects make this tool unusable by the hospital staff during emergencies. First, the long run times necessary to explore the simulated scenario to retrieve statistically meaningful results render it impractical to use it for evaluating real-time hospital factors. Secondly, DES models produce a significant amount of complex data; thus, the results should only be interpreted by experts.

Therefore, an approximation of the simulation model was developed. This is a preferable strategy to study an environment such as an ED, where the stochastic nature of its operation demands that decisions be made quickly. This model, called a meta-model, simplifies the system, exposing more clearly the input–output relationship. The objective is to create a relatively simple functional relationship between the system behavior and selected variables that represent the surrounding conditions. The meta-model is easier to manage compared with DES models, and it is also useful in order to analyze model parameters without having to perform additional simulation runs. In this specific case, a set of equations were developed that approximate the simulation.

Several steps have been taken in order to develop the meta-model framework. First, the parameter that describes the system behavior was identified. In this case, PWTs were chosen as the most representative factor in determining the efficacy of the ERP. The meta-model uses PWTs as a function of specified variables correlated to the hospital’s characteristics. This research considered two variables: the seismic input and the number of available treatment rooms. These variables describe a number of different scenarios that could represent all considered real situations. In this way, an equation can be used as a "real-time" decision aid to determine the best alternative when facing an emergency situation.

3.5.2 Methodology

This section details the structured approach used to building the meta-model, which consisted of defining the problem and then generation of the meta-model. Defining the goal of the model required identifying the meta-model input and response as well as determination of the most relevant characteristics of these data. The considered meta-model inputs are the earthquake magnitude ($\alpha$) and the number of non-functioning treatment rooms ($n$) due to the earthquake. The main output parameter is PWTs.

Once the input and output data have been defined, then the meta-model itself can be generated. Herein, a sensitivity analysis was used. It measured how the system output varied with respect to a change in system parameters or inputs. In this research, the sensitivity analysis has been performed in respect to the two defined meta-model inputs. First, it simulated the closure of some treatment rooms one by one, considering that possible structural damage due to the earthquake has rendered these rooms unusable. Second, an amplified seismic input was considered using a number of scaling factors. Then, Monte Carlo simulations were run for all the
considered scenarios with all possible $\alpha$ and $n$ combinations. Using the data from the simulations, a nonlinear curve regression was used in order to find an equation that could describe PWTs. Equation (3.1) provides the mathematical correlation between independent and dependent variables, whose general form is shown below:

$$Y = f(x_1, x_2, ..., x_n)$$  \hspace{1cm} (3.1)

where $Y$ represents the independent variable that is the output of the meta-model, and $x_1, x_2, ..., x_n$ are the dependent variables or inputs. By putting only the input values in Equation (3.1), it is possible to calculate the output value without the need to perform further simulations. SigmaPlot 12.0 software was used to curve-fit the data.

### 3.5.3 Assumptions

The assumption during construction of the meta-model are as follows:

First, the proposed meta-model was built based on the DES model; all the parameters of the meta-model were calculated considering the simulations results. Nevertheless, these results are strongly related to the entire hypothesis made at the simulation level. Therefore, all the assumptions made during the DES model construction must be taken into account when building the meta-model.

Second, some approximations related to the mathematical structure of the meta-model were made. Thus, the construction of the analytical solution starts by postulating a specific form for the model and then testing its validity. It means that first, a trend for the output variable has been chosen and considers that all the examined scenarios can be described by the same equation; only the dependent parameters re varied. The average PWT resulting from the simulations has been considered in order to select this unique equation that represents the trend of the output variable.

Third, the meta-model was built only for yellow-coded scenarios. The procedure for a green-coded meta-model is the same developed for yellow-codec scenarios.

Finally, it was assumed that the surrounding conditions of the ED remain intact. During emergencies several modifications may affect system characteristics, but these changes have not been considered herein, i.e., resources (doctors, nurses, etc.), path networks, and locations remain the same, and the only two considered variables are the seismic input and the number of the available treatment rooms. This hypothesis has been done in order to analyze the sensitivity of the system with respect to a change in the number of treatment rooms and the intensity of the earthquake.

### 3.5.4 Meta-Model Architecture

The meta-model for the hospital’s ED was constructed considering both normal and emergency operating conditions. It describes hospital response in real time during an extreme situation. It takes into account the influence of possible structural damage due to seismic input, rendering some treatment rooms non-functional. Patient wait times have been identified as the main
parameter in order to describe hospital response under an emergency situation and the most representative indicator to evaluate the resilience of an ED.

The proposed meta-model has been developed by representing the simulation model results by a mathematical function whose general form is:

\[ Y = f(x_1, x_2, ..., x_n, t) \]  

where \( Y \) is the system response, \( x_1, x_2, ..., x_n \) are the considered input variables, and \( t \) represents the time. In this specific case, the system response is the PWTs, and the input variables are the seismic input and the number of non-functional waiting rooms.

\[ WT = f(t, n, \alpha) \]  

where \( WT \) represents patient wait time, \( n \) is the number of non-functional treatment rooms, \( \alpha \) is the seismic input, and \( t \) is the time in minutes.

To develop this equation, a specific form for the meta-model has been postulated. A simple scientific approach was considered. First a function for the model that may closely follow the output variable \( WT \) was formulated. Then, the parameters of the selected model were estimated. Finally it was demonstrated that proposed meta-model adequately represented ED behavior. A log normal function was chosen, and its parameters were calibrated based on simulation model data. After fitting different equations, the following approximating function was selected as the best one in order to describe the trend of WTs for all the different scenarios considered.

\[ WT = \frac{a}{t} \exp \left[ -0.5 \left( \frac{\ln t/b}{c} \right)^2 \right] \]  

where \( WT(t, n, \alpha) \) is the waiting time in minutes, \( t \) the time in minutes, \( n \) the number of non-functioning treatment rooms, \( \alpha \) the seismic input, and \( a, b, c \) are the calculated parameters. Both normal and emergency operating conditions were studied, and two different meta-models have been proposed.

### 3.5.5 Meta-Model Parameters under Normal Operating Conditions

Using the approach described above, a meta-model for the ED under normal operating conditions was created. As mentioned before, PWTs was used as a key parameter to describe hospital behavior in an emergency situation. It can be expressed mathematically by a lognormal equation in which \( a, b, c \) parameters are calibrated for the yellow-coded patients. In order to find the value of these parameters, Monte Carlo simulations were performed for all the possible \( \alpha \) and \( n \) combinations; see Table 3.2.

First, the earthquake magnitude given in Figure 3.7 has been amplified proportionally using scaling factors shown in Figure 3.14. A Monte Carlo simulation was performed assuming a constant value of \( n \) and a variable value of \( \alpha \). The average \( WT \) for each scaling factor was considered in order to calibrate the analytical model. The simulations results for each \( n \) value are illustrated in Figure 3.17. The figure shows that by increasing the seismic magnitude, PWTs rise proportionally with the scaling factors.
Figure 3.17  Simulations results under normal operating conditions with a constant value of $n$ and a variable value of $\alpha$ for (a) $n=0$; (b) $n=1$; and (c) $n=2$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\alpha=1$</th>
<th>$\alpha=1.1$</th>
<th>$\alpha=1.2$</th>
<th>$\alpha=1.3$</th>
<th>$\alpha=1.4$</th>
<th>$\alpha=1.5$</th>
<th>$\alpha=1.6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N=0$</td>
<td>0_1</td>
<td>0_1.1</td>
<td>0_1.2</td>
<td>0_1.3</td>
<td>0_1.4</td>
<td>0_1.5</td>
<td>0_1.6</td>
</tr>
<tr>
<td>$n=1$</td>
<td>1_1</td>
<td>1_1.1</td>
<td>1_1.2</td>
<td>1_1.3</td>
<td>1_1.4</td>
<td>1_1.5</td>
<td>1_1.6</td>
</tr>
<tr>
<td>$n=2$</td>
<td>2_1</td>
<td>2_1.1</td>
<td>2_1.2</td>
<td>2_1.3</td>
<td>2_1.4</td>
<td>2_1.5</td>
<td>0_1.6</td>
</tr>
</tbody>
</table>

Table 3.2  All performed DES simulations.

Then, the effect of the hospital experiencing structural damage and its effect on PWTs was investigated. The simulation investigated closing treatment rooms (ER) one by one ($n$), assuming that the damage was extensive enough that they were non-functional. A Monte Carlo simulation was run considering a constant value of $\alpha$ and a variable value of $n$. The simulation results are shown in Figure 3.18 for three different $\alpha$ values.

As shown in Figure 3.18, it is possible to see that by closing some treatment rooms, PWTs increased drastically. In particular, when the $\alpha$ factor is 1.6 and two treatment rooms are closed, PWTs reach a peak of about 5000 min, corresponding to approximately 84 hours (three and a half days): the system is congested due to a patient volume that exceeds hospital capacity.
In order to build the meta-model, it has been observed that the trend of the graphs shown previously could be approximated with a bell-shaped curve. Thus, for any fixed value of $\alpha$ and $n$, the $WT$ curve always presents a steady state before the seismic event, which is followed by a peak that represents a transient period in which the system experiences an increase in patient flow. A regression equation has been obtained to represent $WT$, where a lognormal function was selected to represent the $WT$ trend, whose general form under normal operating conditions is:

$$WT(t, n, \alpha) = \frac{a_n}{t} \exp \left[ -0.5 \left( \frac{\ln(t/b_n)}{c_n} \right)^2 \right]$$

(3.5)

where $WT(t, n, \alpha)$ is the waiting time in minutes, $t$ is the time in minutes, $n$ is the number of non-functioning emergency rooms, $\alpha$ is the seismic input, and $a_n$, $b_n$ and $c_n$ are three parameters dependent on the $\alpha$ and $n$ values calculated under normal operating conditions.

In order to determine $a_n$, $b$ and $c_n$, values, their dependence on parameter $\alpha$ must be determined. Therefore, it has been observed that these coefficients are quadratic functions of $\alpha$ as shown in Figure 3.19, which considers just one fixed $n$ value; the others are similar.

![Figure 3.18](image-url)

**Figure 3.18** Simulations results for the normal operating condition model with a constant value of $\alpha$ and a variable value of $n$ for (a) $\alpha = 1$; (b) $\alpha = 1.3$; and (c) $\alpha = 1.6$. 
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Thus, it is possible to express the values of these coefficients as:

\[ a_\alpha(\alpha) = a_0 + a_1\alpha + a_2\alpha^2 \]  
(3.6) 

\[ b_\alpha(\alpha) = b_0 + b_1\alpha + b_2\alpha^2 \]  
(3.7) 

\[ c_\alpha(\alpha) = c_0 + c_1\alpha + c_2\alpha^2 \]  
(3.8) 

The dependence from the \( n \) parameter was studied next and a quadratic model considered in order to represent coefficients \( a_0, a_1, a_2, b_0, b_1, b_2, c_0, c_1, \) and \( c_2 \) as a function of the number of non-functioning treatment rooms; see Figure 3.20.

Therefore, it is possible to express the values of these coefficients as:

\[
\begin{align*}
  a_0(n) &= 21178533.7 - 50687867.5n - 10938560.2n^2 \\
  a_1(n) &= -49405307.7 + 86079082.9n - 19905188.7n^2 \\
  a_2(n) &= 31467171.4 - 30777131.8n + 8057254.1n^2
\end{align*}
\]  
(3.9)
\[
\begin{align*}
  b_0(n) &= -0.5166 + 1.1094n - 0.3743n^2 \\
  b_1(n) &= 1.121 - 1.529n + 0.5132n^2 \\
  b_2(n) &= -0.3514 + 0.5445n - 0.1776n^2 \\
  c_0(n) &= -3955.3 + 3131.5n - 1393.7n^2 \\
  c_1(n) &= 11100.9 - 1821.2n + 1262.6n^2 \\
  c_2(n) &= -2328.4 + 45.4n - 200.1n^2
\end{align*}
\] (3.10)

\[
\begin{align*}
  \left[ \begin{array}{c}
    t \\
    \alpha_n \\
    n
  \end{array} \right] * \exp \left[ -0.5 * \left( \frac{\ln \left( \frac{t}{b_n(\alpha, n)} \right)}{c_n(\alpha, n)} \right) \right]
\end{align*}
\] (3.12)

Thus, a relationship among PWTs, the time in minutes, and the considered variables—the seismic input ($\alpha$) and the number ($n$) of non-functioning treatment rooms—have been established, representing the proposed meta-model. Therefore:

\[
WT(t, \alpha, n) = \frac{a_n(\alpha, n)}{t} * \exp \left[ -0.5 * \left( \frac{\ln \left( \frac{t}{b_n(\alpha, n)} \right)}{c_n(\alpha, n)} \right) \right]
\] (3.13)

By applying Equation (3.9), it is possible to calculate the length of time patients must wait to see a doctor at the ED at a given instant in time under normal operating conditions.

### 3.5.6 Meta-Model Parameters under Emergency Operating Conditions

Following the same approach used above, the meta-model for the ED under emergency operating conditions has been created as follows:

\[
WT(t, n, \alpha) = \frac{a}{t} * \exp \left[ -0.5 * \left( \frac{\ln \left( \frac{t}{b(\alpha)} \right)}{c} \right)^2 \right]
\] (3.14)

Coefficients $a$, $b$, and $c$ have been calibrated for the ED working under emergency operating conditions, i.e., the ERP has been implemented. As done earlier, two steps were followed to build the meta-model. First, an amplified seismic input using the scaling factor $\alpha$ was considered. After running Monte Carlo simulations, the data was collected for each analyzed scenario. The results are shown in Figure 3.21 where an increase in patient flow results in a rise in PWTs proportional to the scaling factors. Second, it was assumed that some treatment rooms were rendered non-functional due to structural damage from the earthquake. The values resulting from Monte Carlo simulations are presented in Figure 3.22 for three different $\alpha$ values.

As shown in Figure 3.22, PWTs increase with the number of damaged treatment rooms. Note that when two of the available treatment rooms are not functional, the PWTs reached a peak of about 6000 min (4 days) for a scaling factor $\alpha=1.6$. This value of waiting times is higher with respect to the same conditions when the emergency plan is not applied.
Figure 3.21  Simulations results for the emergency condition model with a constant value of \( n \) and a variable value of \( \alpha \) for (a) \( n = 0 \), (b) \( n = 1 \), and (c) \( n = 2 \).
Figure 3.22 Simulations results for the emergency condition model with a constant value of $\alpha$ and a variable value of $n$ for (a) $\alpha = 1$, (b) $\alpha = 1.3$, and (c) $\alpha = 1.6$.

Under normal operating conditions, there are five treatment rooms for patients coded both green and yellow. Under emergency conditions, there are three treatment rooms coded yellow, which are now located in a different area of the hospital. In addition, the model was built considering that yellow codes have priority over green codes. Thus, in normal operating conditions, when two treatment rooms are closed, yellow-coded patients share a total number of three treatment rooms with green-coded patients. Considering their priority, it could be assumed that yellow-coded patients can use two of these surgeries. In contrast, if two of the available treatment rooms are not functional under emergency operating conditions, yellow-coded patients can be treated only in one surgery. For this reason, when $n = 2$, PWTs under normal operating conditions are lower than PWTs under emergency operating conditions. A lognormal function has been selected to represent the $WT$ trend whose general form under emergency operating conditions is:

$$WT(t, n, \alpha) = \frac{a_e}{t} \exp \left[ -0.5 \left( \frac{\ln(t/b_e)}{c_e} \right)^2 \right]$$  \hspace{1cm} (3.14)

where $WT(t, n, \alpha)$ is the waiting time in minutes, $t$ the time in minutes, $n$ the number of non-functioning treatment rooms, $\alpha$ the seismic input and $a_e$, $b_e$, and $c_e$ are three parameters dependent on the $\alpha$ and $n$ values calculated assuming emergency operating conditions.
As aforementioned, to determine \(a_e\), \(b_e\), and \(c_e\) values, first we consider the dependence from the seismic input. These coefficients are quadratic functions of \(\alpha\), as shown in Figure 3.23.

Thus, it is possible to express the values of these coefficients as:

\[
\begin{align*}
  a_e(\alpha) &= a_0 + a_1\alpha + a_2\alpha^2 \\
  b_e(\alpha) &= b_0 + b_1\alpha + b_2\alpha^2 \\
  c_e(\alpha) &= c_0 + c_1\alpha + c_2\alpha^2
\end{align*}
\]  \hspace{1cm} (3.15)

Thus, a quadratic model has been considered in order to represent coefficients \(a_0, a_1, a_2, b_0, b_1, b_2, c_0, c_1, c_2\) as a function of \(n\) as shown in Figure 3.24 to represent the number of non-functional treatment rooms.

It is possible to express the values of these coefficients as:

\[
\begin{align*}
  a_0(n) &= 4313145 + 13231212,6n - 9439291,9n^2 \\
  a_1(n) &= -8170064,6 - 25095914,1n - 14299370,7n^2 \\
  a_2(n) &= 3947395,5 + 6797542,2n + 1122876,7n^2 \\
  b_0(n) &= -0,1195 - 1,099n + 0,6206n^2 \\
  b_1(n) &= 0,1625 + 1,728n - 0,8719n^2 \\
  b_2(n) &= 0,0033 - 0,61n + 0,3148n^2 \\
  c_0(n) &= 3304,5 - 6345,4n + 3260,9n^2 \\
  c_1(n) &= -939,3 + 8878,9n - 3687n^2 \\
  c_2(n) &= 945,1 - 2823,8n + 1415,2n^2
\end{align*}
\]  \hspace{1cm} (3.15)

As shown above, there is a relationship among PWTs, the time in minutes, and the seismic input \((\alpha)\) and number \((n)\) of non-functional treatment rooms. The set of the illustrated equations provides the time behavior of the ED under emergency operating conditions. By applying Equation (3.18), it is possible to calculate the length of time patients must wait to see a doctor in a treatment room at a given instant in time under emergency operating conditions.

\[
WT(t, \alpha, n) = \frac{a_e(\alpha, n)}{t} \exp \left[-0.5 \left( \ln \left( \frac{t}{b_e(\alpha, n)} \right) \right) \right] \hspace{1cm} (3.20)
\]
3.5.7 Comparison between the Meta-Model vs. DES model

The previous section presented meta-model for both normal and emergency operating conditions. This mathematical approximation avoids the problem of the computation time required for the more complex DES model. Simulation models are often too complex and require extensive computational capacity for use in conducting a sensitivity analysis based on Monte Carlo methods. Because the meta-model proposed herein is an approximation of the simulation model, its accuracy with respect to the experimental data must be determined.

To determine if the meta-model adequately represents the behavior of the output generated by a simulation model, the meta-model’s output must to be compared with the results obtained from the DES. In this specific case, the PWTs trends for both the meta-model and DES model were considered. A comparison was performed between PWTs given by the DES and analytical model for a different number of non-functional treatment rooms and for different intensity of seismic input.

First, normal operating conditions were analyzed. The results for two different $\alpha$ and $n$ combinations are illustrated in Figure 3.25. Next, emergency operating conditions were taken into account. A comparison between the proposed meta-model and the simulations results are shown in Figure 3.26 considering two different $\alpha$ and $n$ combinations.
Considering the peak PWTs values, the error between the experimental data and the analytical model were calculated for both normal and emergency operating conditions; see Table 3.3. Results show that the meta-models for normal and emergency operating conditions provide an accurate description of ED behavior. Overall, it can be seen that the relative error between the proposed meta-model and the simulations results is rather low for all the possible $\alpha$ and $n$ combinations.

Table 3.4 illustrates that per the meta-model, the maximum estimated error under normal operating conditions is equal to 10.81% when all treatment rooms are operational, and $\alpha$ is 1.2. When the emergency plan is applied, the estimated error reaches a maximum value of 11.21% if there is one non-functional treatment room, and $\alpha$ is 1.5. Consequently, it has been concluded that the proposed meta-models show good agreement with the experimental results in describing the system response. Emergency response planners can apply the meta-models with confidence, thereby replacing the more complex DES model.

![Simulation data vs. proposed meta-model](image)

**Figure 3.25** Simulation data vs. proposed meta-model under normal operating conditions for (a) $n = 0$, $\alpha = 1.6$, (b) $n = 1$, $\alpha = 1.2$, and (c), (d) error bars.
Figure 3.26 Simulation data vs proposed meta-model under emergency plan condition for (a) \( n = 0, \alpha = 1.6 \); (b) \( n = 1, \alpha = 1.2 \); and (c) and (d) error bars.

Table 3.3 Error between the proposed meta-model and the simulations results evaluated at the peak value under normal operating conditions.

<table>
<thead>
<tr>
<th>Scale factor ( \alpha )</th>
<th>Error (%), ( n = 0 )</th>
<th>Error (%), ( n = 1 )</th>
<th>Error (%), ( n = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.43%</td>
<td>2.94%</td>
<td>7.53%</td>
</tr>
<tr>
<td>1.1</td>
<td>3.84%</td>
<td>8.96%</td>
<td>5.44%</td>
</tr>
<tr>
<td>1.2</td>
<td>10.81%</td>
<td>4.35%</td>
<td>1.03%</td>
</tr>
<tr>
<td>1.3</td>
<td>2.23%</td>
<td>0.37%</td>
<td>1.11%</td>
</tr>
<tr>
<td>1.4</td>
<td>2.6%</td>
<td>2.72%</td>
<td>4.4%</td>
</tr>
<tr>
<td>1.5</td>
<td>3.22%</td>
<td>1.35%</td>
<td>3.26%</td>
</tr>
<tr>
<td>1.6</td>
<td>0.32%</td>
<td>1.002%</td>
<td>3.92%</td>
</tr>
<tr>
<td>Scale factor $\alpha$</td>
<td>Error (%), $n = 0$</td>
<td>Error (%), $n = 1$</td>
<td>Error (%), $n = 2$</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>1</td>
<td>8%</td>
<td>9.17%</td>
<td>5.31%</td>
</tr>
<tr>
<td>1.1</td>
<td>15.2%</td>
<td>1.05%</td>
<td>3.71%</td>
</tr>
<tr>
<td>1.2</td>
<td>7.93%</td>
<td>1.11%</td>
<td>0.93%</td>
</tr>
<tr>
<td>1.3</td>
<td>8.13%</td>
<td>5.24%</td>
<td>0.38%</td>
</tr>
<tr>
<td>1.4</td>
<td>6.89%</td>
<td>8.96%</td>
<td>1.63%</td>
</tr>
<tr>
<td>1.5</td>
<td>7.33%</td>
<td>11.21%</td>
<td>1.92%</td>
</tr>
<tr>
<td>1.6</td>
<td>1.89%</td>
<td>9.82%</td>
<td>2.41%</td>
</tr>
</tbody>
</table>

3.6 THE GENERAL META-MODEL

3.6.1 Problem Formulation

The meta-model presented above was developed to adequately represent, in real time, the dynamic response of the Mauriziano Hospital’s ED considering whether or not the emergency plan is in place. It describes a number of hospital scenarios and takes into account variable seismic input and possible structural damage as a result of the earthquake, which could render some treatment rooms non-functional. Thus, the proposed Mauriziano Meta-model presents a sensitivity analysis under the considered variables.

This meta-model is valid only for the case-study hospital and cannot be used to estimate the behavior of other EDs under similar seismic conditions. In addition, long-running times complicate the evaluation of a hospital’s performances using DES models. For these reasons, a general meta-model analyzes the capacity of healthcare facilities to cope with and respond to a catastrophic event such as an earthquake will provide hospitals with a tool to assess in advance a hospital’s resilience.

This research has proposed and constructed a general meta-model for general application. As done for the Mauriziano meta-model, PWTs were chosen as the main parameter of response to describe the efficiency of healthcare facilities. It is dependent on both internal and external factors. The main goal is to create a model that includes significant parameters that can describe the trend of PWTs for any hospital in the event of a disaster. Considering that each hospital is substantially different from another, the problem is complex, and a considerable number of variables are needed to describe the behavior of any healthcare facility. Given that it is impossible to create a general model with the same amount of detail as a model developed specifically for one hospital, it is essential simplify the problem; therefore, the number of variables must be reduced.

Based on a study of the simulation results carried out for the Mauriziano Hospital and of the emergency plan's structure, three parameters have been identified as the most significant
inasmuch they affect PWTs. The total number of emergency rooms, the number of doctors/nurses per color-coded area, and seismic input were considered as the most representative parameters to characterize a generic ED.

Therefore, the general meta-model was constructed using the following approach. First, a mathematical equation for the model was chosen, and a log-normal function was considered based on the meta-model developed for the studied hospital. Then, the parameters of the selected model were estimated. Finally, the general meta-model was validated against the results of the DES simulations. Thus, a hospital’s dynamic behavior can be obtained virtually and instantaneously in real time.

3.6.2 Assumptions

Before developing the general meta-model, some assumptions were made. First, the total number of doctors in each color-coded area varies proportionately with the number of the available treatment rooms and which each treatment room is assigned one doctor and one or more nurses. Therefore, the meta-model assumed that the number of doctors for each ED is the same as the number of available treatment rooms. Therefore,

\[ d = m \]  

(3.21)

where \( d \) represents the total number of doctors in a considered color-coded area, and \( m \) is the total number of the available treatment rooms in the same color-coded area. Only doctors in the color-coded areas were considered, and the doctors working in others ED areas (triage, waiting rooms, etc.) were ignored. This hypothesis is reasonable because treatment rooms are equipped to administer care to only one patient at a time.

Second, the meta-model was constructed using as input data patient arrival rates per data used for the Mauriziano meta-model. An amplified seismic input was considered, as discussed above.

Then, the meta-model was developed only for those patients whose condition have been coded “yellow,” those patients deemed critical. During an emergency situation, the greater the PWTs, the more likely an injury will worsen, therefore, PWTs are a critical parameter for evaluating hospital performance. This model assumed that all patients are coded “yellow.” It is certainly possible to build a meta-model also for patients labeled “green,” but it hasn’t been developed herein.

3.6.3 Development of the General Meta-Model

As discussed earlier, a hospital’s resilience during an emergency event is evaluated by how quickly injured patients receive treatment, which is directly correlated to the PWTs. Therefore, PWTs were chosen as the main response variable of the meta-model.

The \( WT \) function was determined considering three variables simultaneously: seismic input (\( \alpha \)); the total number of emergency rooms per color-coded area (\( m \)); and the time in minutes (\( t \)). A lognormal function was considered to describe the trend in PWTs, which describes the time that patients have to wait before receiving care at a given instant in time. Below is the general form of the lognormal equation used for the \( WT \):
\[ WT(t, \alpha, m) = \frac{a(\alpha, m)}{t} \exp \left[ -0.5 \left( \ln \left( \frac{t}{b(\alpha, m)} \right) \right) \right] \]  \tag{3.22}

where \( WT \) is the patient wait time in minutes, \( \alpha \) is the seismic input, \( m \) is the total number of emergency rooms per color-coded area, \( t \) is the time in minutes and \( a, b, c \) are nonlinear regression coefficients. The values of the coefficients were calculated considering their dependence from the seismic input. As in the previous case, \( a, b, c \) coefficients are considered quadratic functions of \( \alpha \).

\[
a(\alpha) = a_0 + a_1 \alpha + a_2 \alpha^2
\]  \tag{3.23}

\[
b(\alpha) = b_0 + b_1 \alpha + b_2 \alpha^2
\]  \tag{3.24}

\[
c(\alpha) = c_0 + c_1 \alpha + c_2 \alpha^2
\]  \tag{3.25}

In contrast, the dependence of the coefficients \( a_0, a_1, a_2, b_0, b_1, b_2, c_0, c_1, \) and \( c_2 \) by the parameter \( m \) cannot be analyzed as was done in the previous case. For the general meta-model, the total number of treatment rooms per colored areas \( m \) has been considered instead of the number of nonfunctional treatment rooms \( n \) that were included in the meta-model for the Mauriziano Hospital. Therefore, in order to study the reliance of \( WT \) on the total number of treatment rooms \( m \), the following approach has been applied. The DES model developed for the Mauriziano’s ED was used, and Monte Carlo simulations were run increasing the total number of treatment rooms under a constant number of incoming patients. This method was then applied to a number of different hospitals with a different number of surgeries, and the results from the simulations collected and analyzed.

![Figure 3.27 Variation of the peak wait-time values for a variable total number of treatment rooms.](image-url)
As expected, PWTs decreased with increasing the total number of treatment rooms. In particular, by examining the output response from simulations, an exponential function is appropriate to describe the trend of the peak PWTs values when there is an increase in number of treatment rooms. The results are shown in Figure 3.28 for different $\alpha$ values.

The trend of the peak $WT$ can be approximated using a single exponential function, whose general form is:

$$WT_{\text{max}} = ae^{(-bmi)}$$  \hspace{1cm} (3.26)

where $WT_{\text{max}}$ represents the maximum waiting time corresponding to the peak value, $m$ is the total number of treatment rooms coded yellow, and $a, b$ are coefficients that depend on the seismic input. The coefficients $a, b$ are given by Equations (3.27) and (3.28):

$$a = 18534.7 + \frac{6787.1}{1 + \frac{-(\alpha - 1.28)}{0.059}}$$  \hspace{1cm} (3.27)

$$b = 5.01 - 3.9465\alpha + 1.0981\alpha^2$$  \hspace{1cm} (3.28)

where $\alpha$ is the considered seismic input. In view of these considerations, coefficients $a_0, a_1, a_2, b_0, b_1, b_2, c_0, c_1$, and $c_2$ can be expressed in function of the total number of treatment rooms ($m$). Their mathematical expressions have been determined using curve fitting procedures. After fitting different equations, Equation (3.29) has been selected:

$$g(m) = x_1 + m^4\left(f + \frac{d}{m} + \frac{c}{m^2} + \frac{b}{m^3}\right)$$  \hspace{1cm} (3.29)

where $m$ is the total number of treatment rooms in the yellow-coded areas, and $x_1, b, c, d$, and $f$ are coefficients whose values are specified below:

$$a_0(m) = -89323896 + m^4\left(-1106445 + \frac{14701509}{m} - \frac{69987233}{m^2} + \frac{138734467}{m^3}\right)$$  \hspace{1cm} (3.30)

$$a_1(m) = 132611723 + m^4\left(2072754 - \frac{26999059}{m} + \frac{124474864}{m^2} - \frac{233300000}{m^3}\right)$$  \hspace{1cm} (3.31)

$$a_2(m) = 16657792 + m^4\left(-543784 + \frac{6227391}{m} - \frac{22646870}{m^2} + \frac{22339458}{m^3}\right)$$  \hspace{1cm} (3.32)

$$b_0(m) = 5.57 + m^4\left(0.08 - \frac{1.04}{m} + \frac{4.89}{m^2} - \frac{9.34}{m^3}\right)$$  \hspace{1cm} (3.33)

$$b_1(m) = -7.65 + m^4\left(-0.12 + \frac{1.58}{m} - \frac{7.34}{m^2} + \frac{13.67}{m^3}\right)$$  \hspace{1cm} (3.34)

$$b_2(m) = 2.79 + m^4\left(0.04 - \frac{0.54}{m} + \frac{2.54}{m^2} - \frac{4.78}{m^3}\right)$$  \hspace{1cm} (3.35)
Thus, a general meta-model valid for any considered hospital was developed. It provides PWTs considering representative variables. At a given instant in time, the $WT$ is given by a lognormal function in which the considered parameters are the total number of treatment rooms in the yellow-coded area and the seismic input.

### 3.6.4 Meta-Model Validation

To ensure that the proposed general meta-model is generally applicable to any hospital considering all the specified assumptions, a validation process has been implemented. To apply this model generally, the meta-model must approximate real hospital behavior; this might introduce errors in the model. A meta-model without sufficient accuracy may lead to an incorrect assessment of the ED’s performance. Therefore, validation of the meta-model is critical.

This research compared the experimental data obtained from the DES model with analytical results. The goal of the simulation model is to capture very closely the response of the “real” system. Two healthcare facilities were considered to verify the model’s efficacy. For both hospitals, Monte Carlo simulations were performed using the same patient arrival rates and the $WT$'s average curve.

First considered was the Mauriziano Hospital; see Figure 3.28. The results from the DES model were compiled and compared with the proposed meta-model. Input data for the meta-model considered a total of three rooms in the Mauriziano’s ED ($m = 3$). In addition, a variable seismic input was taken into account, varying the multiplicative scale-factor values from 1 to 1.6. The results are shown in Figure 3.28 for $\alpha = 1$ and $\alpha = 1.6$.

The San Sepolcro Hospital, located in Arezzo (Italy), was also considered, and a similar comparison between the DES and the meta-model results performed. As done before, a comparison between simulation and analytical model was conducted. Input data for the meta-model considered four rooms in the San Sepolcro’s ED ($m = 4$). The results are shown in Figure 3.29 for a variable seismic input.

By analyzing results shown in Figure 3.28 and Figure 3.29, note that for both hospitals the proposed meta-model was able to describe accurately the behavior of the EDs. The $WT$ curves obtained from the analytical meta-model show good agreement with the experimental data.

The error between the simulation data and the analytical meta-model at the peak value is given in Table 3.5 for the different $\alpha$ values and for both Mauriziano and San Sepolcro Hospitals. The highest error at the peak value is 19.6% for Mauriziano Hospital obtained for $\alpha = 1$, whereas...
the maximum error for San Sepolcro Hospital evaluated at the peak value is 25.4% when $\alpha = 1.1$. Therefore, the proposed general meta-model shows a good match to the simulation results.

Figure 3.28  Comparison between analytical meta-model and Mauriziano Hospital’s experimental data for (a) $\alpha = 1$, (b) $\alpha = 1.6$, and (c) and (d) error bars.
3.7 REMARKS AND CONCLUSIONS

Healthcare facilities play a key role in our society, especially during and immediately following a disaster. A geographic region may be vulnerable to several potential hazards, and it is critical that hospitals continue to operate in the event of an earthquake. A healthcare facility must remain accessible and able to function at maximum capacity, providing its services when they are most needed. Discrete event simulation (DES) is a powerful tool to represent complex systems such as
hospitals. Since the 1980s, it has been used widely in the medical industry to study hospital response. Different parameters have been considered over the years where patient wait times (PWTs) have been identified as the main parameter in order to evaluate the ED resilience. Presented herein, a hospital in Italy has been considered as a case study. A DES model has been built for the hospital's ED, taking into account the existing emergency response plan (ERP). The trends in PWTs obtained when the ERP is applied were compared with normal operating trends. Considering the same input data for both models, PWTs under emergency operating conditions are lower than those in normal operating conditions.

Because building a DES model is time consuming; a simplified model called meta-model was developed, which is defined as an analytical framework representing the relationship between the system response and some selected variables without the need to run the model several times. In order to build the meta-model, different scenarios were considered, taking in account the amplitude of the seismic input and possible structural damage to the ED. After verification of the meta-model’s accuracy of the case study, a general meta-model was developed to provide hospitals with a useful tool able to evaluate in real time the ED behavior.
4 Hospital Emergency Network: Earthquake Impact in San Francisco

4.1 INTRODUCTION

California is one of the most seismically active parts of the world. About once every 150 years there is a major seismic event on the San Andreas fault, which runs the length of state. This fault has reached a sufficient stress level that there is concern that the next "big one," a hypothetical earthquake of very high magnitude, is imminent. Such an earthquake could cause enormous damage to the major cities, especially in the San Francisco Bay Area [Poland 2008].

Even though it is impossible to predict exactly where or when the next major earthquake will occur in California, it is not impossible to predict its effects. Indeed, the ability to be prepared for large extreme events is critical for saving lives and reducing earthquake's heavy consequences. Key to the recovery efforts in the event of such a disaster is the structural integrity of healthcare facilities. Hospital management during emergencies requires coordinated processes and resources, including situational awareness [Downey et al. 2012]. That is why the concept of resilience—which may be defined as the capability of social units to adapt and maintain their functions during emergencies, organizing themselves in order to minimize the effects of disasters—has become increasingly important when planning the emergency strategies. In particular, hospitals play a key role during and after catastrophic events [Cimellaro et al 2010a]. When a disaster occur, hospitals not only have to provide care to a large number of casualties in a setting of limited resources, but in addition they have to collaborate and cooperate effectively with other healthcare facilities.

Several studies have been conducted over the years to understand how medical professionals may coordinate the rescue and relief work after a big natural disaster [Zhou et al. 2014]. Indeed, because earthquakes are one of the most catastrophic events, different approaches have been proposed to assess different disaster scenarios. For example, Hashemi and Alesheikh [2013] developed a multi-agent simulation model in order to evaluate the earthquake impact in Tehran, Iran.

In this chapter, a magnitude 7.2 earthquake on the San Andreas fault has been selected in order to analyze the types of consequences the city of San Francisco can expect following this strong event. In particular, the performance of San Francisco hospitals has been studied. The goal is to understand whether healthcare facilities are able to provide emergency care to all the injured in a timely and efficient manner. To achieve this goal, several steps have been followed in order to develop the hospitals’ emergency network.
First, the number of injuries that could occur in the selected earthquake scenario has been obtained. A total number of 3650 patients were assumed, distributed by neighborhoods and taking into account the amount of damage that each neighborhood can experience.

Second, the six San Francisco's emergency departments (EDs) have been considered, and all the patients were distributed in the hospitals; it was assumed that during emergencies patients are directed to the closest hospital to them. Thus, the number of patients arriving in each hospital was obtained for the considered earthquake scenario.

Then, patient wait times (PWTs) were chosen as the most significant parameter in order to measure hospital resilience during emergencies. A maximum waiting time of 3 hours (180 min) was considered based on interviews with hospital staff; this is the metric used to evaluate the performance of the San Francisco’s EDs.

Finally, a hospital network was created using PWTs as input data. Two options were considered in order to mitigate the risk to exceed the maximum time each patient should have to wait. Even if the results of this analysis are limited to certain boundaries and assumptions, those limitations are manageable from the point of view of operational decision makers, which can evaluate rapidly how this urban area can manage an emergency situation.

4.2 METHODOLOGY

The main purpose of this study is to analyze San Francisco's hospitals network during emergencies. The goal is to check whether they will be able to work together in order to coordinate and deliver a broad spectrum of services to the San Francisco community after a seismic event. Along these lines, it is possible to relate the organizational aspects of healthcare facilities with a hospital’s resilience by measuring the quality of care provided during the disaster. The quality of care provided by the San Francisco's hospitals could be defined using the PWTs in the emergency department (ED) before receiving care. So, PWTs have been chosen as the main parameter to evaluate the response of hospitals during hazardous event such as an earthquake. In particular, a maximum waiting time of 3 hours (180 min) has been considered as the maximum time patients can wait before their medical conditions begin to deteriorate.

As shown in Figure 4.1, this study selected a magnitude 7.2 earthquake on the San Andreas fault. After defining the earthquake scenario, the number of injuries that could occur in the city was obtained. All patients were distributed among the six San Francisco's EDs by considering the distance from each of them and the number of patients arriving at each hospital. Two solutions have been proposed to avoid exceeding the acceptable maximum waiting time. The first one considers the possibility of redistributing the injured through a Control Center.
4.3 ASSUMPTIONS

Assumptions made before developing hospital networks analysis include:

1. The magnitude on which fault the earthquake will occur must be defined. For the purpose of defining hospital disaster resilience, a magnitude 7.2 earthquake located on the Peninsula segment of the San Andreas fault was selected. It is also used by the San Francisco's CAPSS (Community Action Plan for Seismic Safety).

2. Damages sustained by infrastructure have not been taken into account in this work. Although it is anticipated that there will be damage to freeways and overpasses in the event of a 7.2 magnitude earthquake, this is considered negligible in terms of surface street access.

3. Number of injured is distributed in proportion to the damage of residential buildings. This hypothesis is reasonable because the main reason why people are injured during a seismic event is because of damaged or collapsed buildings; thus a high relationship between these two variables could be supposed. In this study, possible casualties from other causes have not been considered.

4. The patient arrival rate used as input for the meta-model is the same collected in a California hospital during 1994 Northridge earthquake; see Cimellaro et al. [2011] for the pattern of the Northridge arrival rate, which was used for this model.

5. Only six San Francisco’s hospitals were considered in this study. There are more than six hospitals in San Francisco, but some of them do not have an ED and others are specialized hospitals (e.g. children’s specialized hospital, geriatric psychiatry hospital, etc.). For the purpose of this chapter, only general hospitals provided with a functioning ED were analyzed.
4.4 ESTIMATING DISTRIBUTION OF INJURED

A large-scale disaster like an earthquake affects a large number of people, with those sustaining injuries ranging from minor to severe. Depending on the size and time of the earthquake, the number and the severity of the injured could vary considerably. This research considers a magnitude 7.2 earthquake on the San Andreas fault occurring at rush-hour. According to Tobin and Samant [2009], four severity levels have been considered. Severity 1 refers to minor injuries, meaning that patients need basic medical care that can be administered by nurses or paraprofessionals. These kinds of patients could be associated with white or green triage codes. Severity 2 represents serious injuries that require a greater degree of medical care. These patients present a partial impairment of vital functions so they could be coupled with yellow triage codes. Severity 3 are patients with severe injuries, which means compromised vital functions. They need an immediate medical care and could be labeled with either yellow or red triage codes. Finally, Severity 4 refers to critical injuries level. These patients are mortally injured or their lives are at risk; they are associated with red triage codes. The number of injured for each severity level is shown in Table 4.1. This research considered patients with yellow and green codes only in order to study San Francisco’s hospitals network; severity 4 injuries were not taken into account in this chapter.

A total of 3650 injured with a yellow triage code was considered. This number has been obtained by summing the highest injured number considering both severity 2 and severity 3 and the expected number of patients with yellow and green codes included in the severity 2 level. This means that San Francisco’s hospitals have to provide care to 3650 patients with earthquake-related injuries.

Earthquakes affect different parts of a city in different ways due to each location’s proximity to faults, underlying soil, and types of buildings. Therefore, for San Francisco the distribution of the injured is not homogeneous over the city. For this reason, patients have been distributed by neighborhood. The city has been divided into sixteen neighborhoods according to the Department of Public Works, including Bayview, Downtown, Excelsior, Ingleside, Marina, Merced, Mission, Mission Bay, North Beach, Pacific Heights, Richmond, Sunset, and Twin Peaks [Tobin and Samant 2009]. San Francisco’s six EDs have been considered as shown in Figure 4.2.

<table>
<thead>
<tr>
<th>Levels of severity</th>
<th>Casualties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severity 1</td>
<td>3200 to 5600</td>
</tr>
<tr>
<td>Severity 2</td>
<td>760 to 1300</td>
</tr>
<tr>
<td>Severity 3</td>
<td>90 to 150</td>
</tr>
<tr>
<td>Severity 4</td>
<td>170 to 300</td>
</tr>
</tbody>
</table>
In order to estimate injured distribution by neighborhoods, in this study the total number of injured has been distributed based on the percentage of damaged buildings for each neighborhood. According to Tobin and Samant [2009], each neighborhood’s share of the total building damage in the city is shown in Figure 4.3. This figure illustrates that the level of projected damage in Mission, Sunset, and Western Addition neighborhoods represents the greatest share of the city’s building damage. The Bayview, Merced and Mission Bay neighborhoods will suffer the lowest level of damage. According to the distribution of damage to buildings, the number of injuries for each neighborhood is shown in Figure 4.4. The estimated injured in Figure 4.4 include only those injuries sustained in privately-owned buildings.
After catastrophic events, such as an earthquake, all injured must be transported to one of the city's EDs. This travel has to be as short as possible because long average drive times to a trauma center could worsen a patient’s conditions worse. For this reason, all the estimated injured for the magnitude 7.2 scenario have been distributed considering their proximity to the nearest hospital. Within a single neighborhood, a homogeneous distribution of the patients has been considered in order to send each of them to the nearest ED. The percentage of patients for each hospital is shown in Table 4.2.

Patient wait times has been chosen as the main response parameter used to examine hospital disaster resilience during earthquakes: a wait time of 180 minutes (3 hours) has been selected as a limit value above which the hospital is considered not resilient. Interviews with medical staff of several hospitals have shown that patients' conditions may worsen irreversibly after waiting more than 3 hours. Equation (3.23) has been used to determine PWTs. It describes the time that patients have to wait before receiving care at a given instant in time considering simultaneously two different variables: the total number of treatment rooms per color area \((m)\) and the seismic input \((\alpha)\).

A survey for each hospital included in this study has been conducted a specially designed questionnaire and relevant data including the number of emergency rooms \((m)\) have been collected for each hospital. By knowing the number of patients arriving at each ED, the seismic input \((\alpha)\) can be obtained using Equation (4.1):

\[
\alpha \propto NP
\]  

(4.1)

where \(NP\) is the number of patients for the considered \(\alpha\) value. It has been assumed that 559 is the number of patients arriving at the ED corresponding to \(\alpha = 1\). The \(\alpha\) values obtained for the six analyzed hospitals are listed in Table 4.3.

Figure 4.4  Number of injured per neighborhood for M7.2 scenario.
By knowing the $m$ and $\alpha$ values, the trend of PWTs for each considered hospital has been obtained. Then, a comparison between the estimated waiting times and the maximum acceptable PWTs value (3 hours) has been done for each hospital; see Figure 4.5. As shown in the figure, hospital 1, hospital 3, and hospital 4 are unable to provide care to all the patients arriving at the ED. In particular, the average PWTs for hospital 1 reaches a peak value of about 280 min while hospital 3 and hospital 4 of about 4700 min. This because the hospitals' capability is determined in terms of their size measured by the number of treatment rooms available.

Two approaches have been considered in order to ensure that all patients receive emergency care within the maximum acceptable PWT. One assumes a functionalist perspective in which the capacity of one of the others healthcare facilities (hospitals 2, 5, 6) is used to guarantee emergency care to all the patients that cannot be treated in the hospital closest to them. This implies the presence of a Control Center to redistribute the flow to other hospitals. The other considers the possibility of increasing the number of hospitals by using other healthcare facilities already existing in the San Francisco's area that are not equipped with an efficient ED. This means that some aspects of basic emergency planning need to be implemented in these structures.

Table 4.2  Estimated percentage of injured for each analyzed hospital.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>% of Injured</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>15.45%</td>
</tr>
<tr>
<td>H2</td>
<td>15.95%</td>
</tr>
<tr>
<td>H3</td>
<td>15.55%</td>
</tr>
<tr>
<td>H4</td>
<td>15.35%</td>
</tr>
<tr>
<td>H5</td>
<td>16.35%</td>
</tr>
<tr>
<td>H6</td>
<td>21.35%</td>
</tr>
</tbody>
</table>

Table 4.3  $\alpha$ values for each considered hospital.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>N. of Patients</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital 1</td>
<td>564</td>
<td>1.01</td>
</tr>
<tr>
<td>Hospital 2</td>
<td>582</td>
<td>1.04</td>
</tr>
<tr>
<td>Hospital 3</td>
<td>568</td>
<td>1.02</td>
</tr>
<tr>
<td>Hospital 4</td>
<td>560</td>
<td>1</td>
</tr>
<tr>
<td>Hospital 5</td>
<td>597</td>
<td>1.08</td>
</tr>
<tr>
<td>Hospital 6</td>
<td>779</td>
<td>1.39</td>
</tr>
</tbody>
</table>
4.5 APPROACH 1: REDISTRIBUTION OF PROPOSED PATIENTS

The patient redistribution approach has been developed to guarantee emergency care to all the injured in the San Francisco's area assuming a 7.2 magnitude earthquake on the San Andreas fault. Patients have been distributed in the six San Francisco's hospitals on the basis of two
criteria, including each hospital's capacity and the distance from the place in which the patient is located to the ED. A hospital's capacity represents the number of patients that the hospital is able to treat so that PWTs do not exceed the maximum acceptable.

First, patients were distributed considering only the distance criterion. Then, the total numbers of patients arriving at the ED and the hospital’s capacity were compared. As aforementioned, three hospitals had received too many patients and had reached capacity. Thus, a Control Center has been assumed to manage the flow of patients in the hospitals. The maximum acceptable WT has been used as the primary source for measurement of emergency care hospital capacity. Therefore, the maximum number of patients that can be treated in each of the three hospitals has been obtained, and the remainder of the patients has been distributed in the hospitals with higher capacity. New $\alpha$ values were calculated. Considering the new $\alpha$ values, the trend of PWTs for each considered hospital after the redistribution was calculated, and a comparison between the estimated PWTs and the maximum acceptable PWT value (3 hours) has been done for each hospital; see Figure 4.6. The redistribution of patients has a marked influence on the city's capacity to provide emergency care to all earthquake injuries. As shown in Figure 4.6, PWTs never exceed the maximum acceptable PWT of 3 hours.

Although redistributing the patients according to the capacity of each hospital addressed the issue of the maximum acceptable PWTs (3 hours), the travel time to reach hospitals increased. For this reason, the rate of increase in patients' travel time has been considered in order to evaluate the accuracy of the proposed solution. The maximum travel time between hospitals and their areas of expertise has been calculated considering normal San Francisco's traffic conditions in rush hour. These travel times have been amplified by 50% in order to take into account the traffic congestion caused by the emergency. Results are listed in Table 4.5, which gives the rates of increase in patient travel time for each considered hospital. The highest increase rate is about 9 min, validating the initial analysis that the proposed solution is a viable option.

That said, this approach presents some limitations. The presence of a Control Center is mandatory in order to manage patient flow to the hospitals. Installing a Control Center might be prohibitively expensive and given the issue of communication breakdowns in the event of an earthquake, directing people to the right hospital is a stumbling block. For this reason, another approach has been developed, as discussed below.
### Table 4.4  \( \alpha \) values after redistribution.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>No. of Patients</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital 1</td>
<td>492</td>
<td>0.88</td>
</tr>
<tr>
<td>Hospital 2</td>
<td>654</td>
<td>1.17</td>
</tr>
<tr>
<td>Hospital 3</td>
<td>341</td>
<td>0.611</td>
</tr>
<tr>
<td>Hospital 4</td>
<td>341</td>
<td>0.611</td>
</tr>
<tr>
<td>Hospital 5</td>
<td>816</td>
<td>1.46</td>
</tr>
<tr>
<td>Hospital 6</td>
<td>1006</td>
<td>1.8</td>
</tr>
</tbody>
</table>

### Table 4.5 Maximum travel time between hospitals and their areas of expertise calculated considering normal San Francisco traffic conditions in rush hour.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>Travel time before redistribution</th>
<th>Travel time after redistribution</th>
<th>Increase in patients travel time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital 1</td>
<td>21-29 min</td>
<td>21-29 min</td>
<td>0 min</td>
</tr>
<tr>
<td>Hospital 2</td>
<td>10-17 min</td>
<td>19-26 min</td>
<td>9 min</td>
</tr>
<tr>
<td>Hospital 3</td>
<td>20-28 min</td>
<td>20-28 min</td>
<td>0 min</td>
</tr>
<tr>
<td>Hospital 4</td>
<td>17-26 min</td>
<td>17-26 min</td>
<td>0 min</td>
</tr>
<tr>
<td>Hospital 5</td>
<td>19-25 min</td>
<td>24-30 min</td>
<td>5 min</td>
</tr>
<tr>
<td>Hospital 6</td>
<td>24-30 min</td>
<td>29-38 min</td>
<td>8 min</td>
</tr>
</tbody>
</table>
Figure 4.6  Patient’s estimated wait times after redistribution vs maximum acceptable wait times (3 hours).
4.6 APPROACH 2: INCREASE IN THE NUMBER OF HEALTHCARE FACILITIES

An increase in the number of healthcare facilities has been considered as a second solution to guarantee emergency care to all the injured in the San Francisco area within a defined PWT. In particular, two possibilities were analyzed. The first one includes the use of one or more already existing structures in San Francisco and adapting them in order to accommodate a flow of patients caused by an emergency such as the hypothesized earthquake. This aspect has been not examined in detail in this study. The second possibility proposes the creation of a new hospital to provide safe and timely care to all the injured. This solution will be explored below.

4.6.1 Area Identification

The identification of the area in which the new hospital should be located is the first important step. As illustrated in Section 4.4, three San Francisco hospitals (hospitals 1, 3, 4) are unable to provide care to all the patients arriving at their EDs after a large earthquake. This means that the new healthcare facility has to be placed in the area of expertise of those three hospitals, including Richmond district, Western Addition, Pacific Heights, Marina, North Beach, and Downtown neighborhoods. In this way, all the injured that cannot be treated in these three hospitals could be redirected to the new healthcare facility.

In order to find the most appropriate location, the density of injured in each district has been considered. In particular, the technique used in making location decisions is the “center of gravity” method. With this method, the coordinates for the optimal location are chosen as an average of the coordinates of the various neighborhoods, which are weighted according to the number of injured expected from each neighborhood. Two steps have been followed in the area identification process. First, the neighborhoods’ center-of-gravity (G) has been calculated using a Cartesian reference system. The center-of-gravity represents the geometric center of the neighborhood considering a uniform density of patients in each area. In a subsequent step, the total number of patients per neighborhood has been used as weight. The center-of-mass has been calculated, and the coordinates of the location of the new hospital obtained. As shown in Figure 4.7, the structure should be placed in the northern part of the Richmond neighborhood. Figure 4.7 illustrates the position of the centers-of-gravity as well as the number of patients per neighborhood.

Locating the new hospital at exactly (24.14, 8.38) on the coordinate system may not be possible, since there may not be any available land at that location. Decision makers may choose a location that is feasible and near that location. This calculation is simply based on estimates on number of injured, which may vary in accuracy. In addition, the distances to the neighborhoods are more than a function of map coordinates since roads may be direct or may wind around; however, this method provides useful information that can help locate an appropriate site.
4.6.2 Hospital Size

Once the most suitable position for the new facility has been identified, the number of patients arriving at each ED has been calculated considering the distance criterion. Results are listed in Table 4.6.

In this section, the number of patients arriving at the new healthcare facility has been used as an input parameter to define the hospital size. The capacity planning issue is primarily driven by the general meta-model described above. Using Equation (3.23), we obtain the minimum number of treatment rooms that should be allocated to the new ED to meet efficiency targets. Reversing the aforementioned equation, the minimum number of treatment rooms \( (m) \) can be expressed in function of patient waiting time \( (WT) \) and the seismic input \( (\alpha) \):

\[
m = f(WT, \alpha)
\]  

(4.2)

A waiting time of 180 minutes (3 hours) has been considered as an input value since it represents the maximum time patients can wait before make their conditions irremediably worsen. Knowing the number of patients arriving at the EDs allows us to determine the seismic input \( (\alpha) \). Results are listed in Table 4.7.

By knowing the \( \alpha \) and \( WT \) values, the minimum number of treatment rooms has been obtained using Equation (4.1). Results indicate that a minimum three EDs is required to accommodate all the patients arriving at the new ED within a maximum waiting time of 3 hours. By knowing the number of treatment rooms required for the new facility, the peak value of PWTs for each considered hospital is shown in Table 4.8. This table compares the estimated PWTs and the maximum acceptable PWT value (3 hours) hospitals could provide timely and efficient care to all the patients arriving at their EDs, demonstrating that this is a viable option for addressing the overcrowding of current ED capacity in the event of a major earthquake.
Table 4.6  Estimated number of injured for each analyzed hospital.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>No. of patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital 1</td>
<td>432</td>
</tr>
<tr>
<td>Hospital 2</td>
<td>582</td>
</tr>
<tr>
<td>Hospital 3</td>
<td>336</td>
</tr>
<tr>
<td>Hospital 4</td>
<td>319</td>
</tr>
<tr>
<td>Hospital 5</td>
<td>597</td>
</tr>
<tr>
<td>Hospital 6</td>
<td>779</td>
</tr>
<tr>
<td>New Hospital</td>
<td>605</td>
</tr>
</tbody>
</table>

Table 4.7  \( \alpha \) values for each hospital.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>No. of patients</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital 1</td>
<td>432</td>
<td>0.77</td>
</tr>
<tr>
<td>Hospital 2</td>
<td>582</td>
<td>1.04</td>
</tr>
<tr>
<td>Hospital 3</td>
<td>336</td>
<td>0.61</td>
</tr>
<tr>
<td>Hospital 4</td>
<td>319</td>
<td>0.57</td>
</tr>
<tr>
<td>Hospital 5</td>
<td>597</td>
<td>1.07</td>
</tr>
<tr>
<td>Hospital 6</td>
<td>779</td>
<td>1.39</td>
</tr>
<tr>
<td>New Hospital</td>
<td>605</td>
<td>1.08</td>
</tr>
</tbody>
</table>

Table 4.8  Peak value of patient wait time for the considered hospitals.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>Average WT peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital 1</td>
<td>127 min</td>
</tr>
<tr>
<td>Hospital 2</td>
<td>66 min</td>
</tr>
<tr>
<td>Hospital 3</td>
<td>98 min</td>
</tr>
<tr>
<td>Hospital 4</td>
<td>81 min</td>
</tr>
<tr>
<td>Hospital 5</td>
<td>167 min</td>
</tr>
<tr>
<td>Hospital 6</td>
<td>173 min</td>
</tr>
<tr>
<td>New Hospital</td>
<td>53 min</td>
</tr>
</tbody>
</table>

4.7  REMARKS AND CONCLUSIONS

As recent events have shown, even moderate damage from earthquakes can become a catastrophe. This is why the concept of resilience—*the ability of a system to mitigate and contain the effects of disasters while plan effective strategies to recover fast minimizing social disruption*—has gained more and more attention. In this work, a methodology to evaluate San Francisco’s preparedness for the next big earthquake in the Bay Area has been proposed. Considering a magnitude 7.2 earthquake scenario, a hospital’s ability to provide care to all the injured arriving at the EDs has been evaluated. Results show that three of the six San Francisco’s
hospitals considered are not able to meet the increased demand for medical care. For this reason, two solutions have been proposed to better address a post-earthquake scenario. The approaches evaluate the optimal recovery plan that maximizes the resilience index of the San Francisco's healthcare facilities so that all the EDs can guarantee timely and efficient care to all the injured from the earthquake.

Approach 1 includes a redistribution strategy whereby patients are rerouted to hospitals with higher capacity. The benefits gleaned in preserving and using already existing healthcare facilities avoid the extensive planning phase for a new healthcare facility, the time necessary for the construction, and the extremely high costs. The installation of a Control Center could reroute the injured in real time to hospitals with greater capacity, thus ensuring that PWTs never exceed the maximum value of three hours. Coordinating such a relocation might prove difficult, assuming there might be some breakdown in the communication system as cell phone users overload the system. In addition, damage to local streets from broken sewers line, debris from collapsed building fronts, etc., might make local infrastructure difficult to navigate, increasing travel times to unacceptable levels.

Approach 2 identifies behaviors and resources that contribute to a system’s ability to respond to the unexpected. By building a new hospital, the resources that are needed for resilient adaptation have been qualified, and patients have been sent to the nearest facility to them. This approach negates the need for a Control Center. However, building a new healthcare facility requires a major financial investment. Although this addresses the issue of ED capacity during a major earthquake, it might be too costly to implement.

Future research plans to extend this methodology to include the insertion of components of the physical infrastructure dimension (e.g., transport network, hospitals structures, etc.) as well as the financial aspects.
5 The Application of Factor Analysis to Evaluate Hospital Resilience

5.1 INTRODUCTION

Natural and manmade disasters worldwide have steadily increased, becoming more frequent and more intense due to increased rates of urbanization, environmental degradation, and to changes in climate variables (such as higher temperatures or extreme precipitation). Healthcare facilities and emergency services are at the front lines of this increased demand. Hospitals differentiate themselves from other healthcare organizations as they play an important role during the immediate aftermath of an emergency by providing continued access to care, serving as a safety net, and preparing and responding to disasters. In order to ensure that hospitals respond appropriately, it is necessary to define and analyze complex scenarios so that the system does not collapse in the event of a dire emergency.

Hospital disaster resilience focuses on a system’s overall ability to prepare and plan for, and recover, from catastrophic events as well as sustain required operations under both expected and unexpected conditions. However, a hospital’s adaptive behaviors depend on several variables related to the complexity of the system. Hospital disaster resilience must be measured separately, using multiple concepts such as hospital safety, cooperation, recovery, emergency plans, business continuity, critical care capacity, and other important dynamics. Thus, the overall resilience level can be obtained by combining the resilience of each individual variable in order to take into account hospital’s response ability at all levels of the system [Zhong et al. 2014]. Several methods have been proposed that measure a hospital’s ability to provide emergency care to all the injured in an extreme situation. In this study, a framework for hospital resilience has been developed, using empirical data from hospitals in the San Francisco Bay Area (California). To achieve this goal, data from a survey questionnaire were analyzed in order to extract key factors for hospital resilience measurement.

Factor analysis is a means of describing a characteristic that is not directly observable based on a set of observable variables. It has been used largely to analyze and measure latent factor in several different fields [Li et al. 2013]. Herein, it has been conducted using principal components analysis. In this specific case, eight variables were considered as those most representative of a hospital’s performance during an emergency. Three factors explaining over 80% of variance were found, including cooperation and training management, resources and equipment capability, and structural and organizational operating procedures. Each of these factors can be analyzed separately as a means of determining which part of the hospital’s internal
system needs modification. Next, a score model was established to measure the level of hospital disaster resilience. The model provides an analytical expression for hospital resilience ($R$), combining linearly the three extracted factors. The weight for each factor was obtained, and the overall resilience for the considered hospitals was calculated.

5.2 METHODOLOGY

A study was conducted on Tertiary Hospitals in the San Francisco Bay Area, California. A questionnaire was developed to gather relevant data for the hospitals' resilience analysis. The survey was conducted between April 2014 and July 2014. A total of 16 hospitals completed the questionnaire, representing a 69% response rate. The 16 hospitals are shown in Figure 5.1. The survey was conducted by in-person interviews of the hospital’s emergency staff or by sending the questionnaire by e-mail. Each hospital selected a responder who was familiar with emergency planning to respond to the questionnaire. All of the hospitals were informed of the research objectives. Before starting the factor analysis, the collected questionnaires were reviewed to check their completeness and consistency. The questionnaire consists of 33 questions and 8 sections in total. All the questions were multiple choices, where the only two possible answers were "yes" or "no". Option "yes" was assigned a score of "1"; option "no" received a score of "0". "Yes" answers represents the hospital's ability to resist and absorb the shock of disasters; "no" answers deemed the hospital's behavior as “not resilient.” The total score of each section was obtained by summing the score of each question. The higher the total score, the better the hospital's disaster resilience.

Figure 5.1 Tertiary hospitals in the San Francisco's Bay Area.
Eight items were selected to reflect hospital’s behavior during an emergency. In order to simplify the analysis, each item has been replaced with a letter, as following:

(a) Hospital safety
(b) Hospital disaster leadership and cooperation
(c) Hospital disaster plan
(d) Emergency stockpiles and logistics management
(e) Emergency staff
(f) Emergency critical care capability
(g) Emergency training and drills
(h) Recovery and reconstruction

All the collected data from the survey were analyzed to determine a lower number of unobserved variables that reflected a hospital’s disaster resilience. A Microsoft Excel 2013 database was created, and the answers were transferred to a spreadsheet to be checked and analyzed. Factor analysis was performed using IBM SPSS Statistic version 21, downloaded on May 15, 2014.

Several steps were considered in building a valid framework to measure a hospital’s disaster resilience. The basic idea was to represent all the variables included in the hospital’s resilience analysis with a smaller number of variables because some of them could be linearly related to each other. Thus, first the presence of significant correlations between the items was checked. Second, initial factor loadings were calculated using the principal component method. Once the initial factor loadings were calculated, the factors were rotated in order to find those factors that were easy to interpret. The goal of rotating factors was to ensure that all variables had high loadings only on one factor. Varimax rotation was used to rotate the extracted principal components. Then, factors scores were obtained, and the numbers of factors were chosen, selecting those eigenvalues that were greater than 1. Finally, a framework for hospital disaster resilience was obtained as linear combination of the extracted factors taking into account the calculated weights.

5.3 FACTOR ANALYSIS

Factor analysis is a statistical method used to investigate whether a number of variables of interest, say, $Y_1, Y_2, \ldots, Y_n$, are related to a smaller number of unobserved variables $F_1, F_2, \ldots, F_m$, which are called factors. A factor is a hypothetical variable that influences scores on one or more observed variables. The factor analysis’s first goal is to determine how many factors are sufficient to include all the information contained in the original set of statements.

Different methods exist for estimating the parameters of a factor model. The research reported herein used the Principal Component method. It consists in an orthogonal transformation that converts a number of possibly correlated variables into a set of factors that are linearly uncorrelated and of high variance. These factors are called principal components. Therefore, each of the considered items can be expressed as a linear combination of a number of common factors:
\[ z_j = k_{j1}F_1 + k_{j2}F_2 + \ldots + k_{jm}F_m \]  \hspace{1cm} (5.1)

where \( z_j \) is the \( j \)th standardized variable, \( F_1, F_2, \ldots, F_m \) are common factors independent and orthogonal to each other (with \( m < n \)), and \( k_{jh} \) are the calculated coefficients.

By applying the inverse factor model, it is possible to obtain factor equations as a linear combination of the original variables:

\[ F_1 = c_{11}z_1 + c_{12}z_2 + \ldots + c_{1n}z_n \]
\[ F_2 = c_{21}z_1 + c_{22}z_2 + \ldots + c_{2n}z_n \]
\[ \ldots \]
\[ F_m = c_{m1}z_1 + c_{m2}z_2 + \ldots + c_{mn}z_n \]  \hspace{1cm} (5.2)

In order to extract key component factors, three steps were considered. First, the relationships among variables were studied; second, the factors were extracted; and third, an analytical solution for hospital resilience was proposed.

### 5.3.1 Correlation Analysis

As discussed above, the goal of a factor analysis is to obtain factors that represent the correlations between variables; therefore, these variables have to be connected to each other somehow. If the relationships between variables are weak, it is unlikely that common factors exist. Two tests have been used in order to verify the presence of significant correlations between the items. The Kaiser-Meyer-Olkin test (KMO) is used to check whether the sample size is big enough. The sample is adequate when the KMO value is greater than 0.5. Bartlett's test of sphericity compares the observed correlation matrix to the identity matrix. In particular, it checks if the correlation matrix is an identify matrix, thus implying that all of the variables are uncorrelated. In this study, the KMO value is greater than 0.5, and the Bartlett’s test indicates that some variables are not independent, suggesting that the data are suitable for a factor analysis as shown in the correlation matrix in Table 5.1.

By visualizing the correlation matrix, it has been demonstrated that some variables are correlated. In fact, the absolute values outside the main diagonal are often high (e.g., b and d: 0.813; g and b: 0.764). This means that these variables are useful for a factor analysis. In addition, the table of communalities has been examined to test the goodness of fit. Indeed, this table shows how much of the variance in each of the original variables is explained by the extracted factors. If the communality for a variable is less than 50%, it is a candidate for exclusion from the analysis because the factor solution contains less than half of the variance in the original variable. For this reason, higher communalities are desirable. In this case, the extracted communalities for all the testing variables are greater than 70%, which indicates that the extracted components represent the variables well.
5.3.2 Factor Extraction

As mentioned above, the principal component method was used to extract the independent factors and eigenvalues were obtained. They indicate the amount of variance explained by each principal component or each factor so that the sum of the eigenvalues is equal to the number of variables. The number of factors determined considering the number of eigenvalues exceeds 1.0, according to the method proposed by Kaiser [1960]. Lower values account for less variability than does a single variable. In this study, three factors have an eigenvalue greater than 1 as shown in Table 5.3. By analyzing Table 5.3, the three extracted factors appear to be representative of all domains. The cumulative variance of the three-factor solution is up to 83%; therefore, the factors are adequate to describe the hospital’s performance.
Table 5.3 Total variance explained.

<table>
<thead>
<tr>
<th>Component</th>
<th>Initial eigenvalues</th>
<th>Un-rotated factors</th>
<th>Rotated factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>% of variance</td>
<td>Cumulative</td>
</tr>
<tr>
<td>1</td>
<td>3.356</td>
<td>41.950</td>
<td>41.950</td>
</tr>
<tr>
<td>2</td>
<td>2.075</td>
<td>25.932</td>
<td>67.882</td>
</tr>
<tr>
<td>3</td>
<td>1.241</td>
<td>15.507</td>
<td>83.388</td>
</tr>
<tr>
<td>4</td>
<td>0.779</td>
<td>9.735</td>
<td>93.124</td>
</tr>
<tr>
<td>5</td>
<td>0.308</td>
<td>3.851</td>
<td>96.975</td>
</tr>
<tr>
<td>6</td>
<td>0.191</td>
<td>2.382</td>
<td>99.357</td>
</tr>
<tr>
<td>7</td>
<td>0.046</td>
<td>0.569</td>
<td>99.926</td>
</tr>
<tr>
<td>8</td>
<td>0.006</td>
<td>0.074</td>
<td>100.000</td>
</tr>
</tbody>
</table>

5.3.2.1 Rotation

The rotation phase of factor analysis attempts to transform the initial matrix into one that is easier to interpret. Varimax rotation has been used in order to improve the interpretability and utility of the results. Indeed, the relationship between the initial items and the extracted factors is not clear after the extraction of factors. For this reason, rotation has been used in an effort to find another set of loadings that fit the observations equally well but can be more easily interpreted. After a Varimax rotation, each original domain tends to be associated with one of the three extracted factors, and each factor represents only a small number of items. Orthogonal rotations keep factors uncorrelated while increasing the meaning of the factors. A rotated component matrix was obtained that helped to determine what each factor represents. The total amount of variation explained by the three factors remains the same, and the total amount of the variation explained by both models is identical.

Table 5.4 Rotated component matrix.

<table>
<thead>
<tr>
<th>Component</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.479</td>
<td>0.216</td>
<td>0.770</td>
</tr>
<tr>
<td>b</td>
<td>0.947</td>
<td>0.178</td>
<td>0.006</td>
</tr>
<tr>
<td>c</td>
<td>0.353</td>
<td>0.014</td>
<td>-0.842</td>
</tr>
<tr>
<td>d</td>
<td>0.919</td>
<td>-0.202</td>
<td>-0.083</td>
</tr>
<tr>
<td>e</td>
<td>0.359</td>
<td>0.733</td>
<td>0.211</td>
</tr>
<tr>
<td>f</td>
<td>-0.120</td>
<td>0.834</td>
<td>-0.208</td>
</tr>
<tr>
<td>g</td>
<td>0.836</td>
<td>0.270</td>
<td>0.053</td>
</tr>
<tr>
<td>h</td>
<td>0.118</td>
<td>0.822</td>
<td>0.469</td>
</tr>
</tbody>
</table>
Table 5.4 shows a new set of values for each of the three extracted factors. The bolded values represent the percentage of the extracted information from each item. The first factor is strictly connected to three items, including hospital disaster leadership and cooperation (0.947), emergency stockpiles and logistics management (0.919), and emergency training and drills (0.836). As each of these variables increase, so do the other three. Three variables are also included in the second factor that is primarily a measure of emergency staff (0.733), emergency critical care capability (0.834), and recovery and reconstruction (0.822). The third factor contains information mainly from two items: hospital safety (0.770) and hospital disaster plan (0.842). Note that all items have high-factor loadings on only one factor. The first factor includes all the items related with the hospital management mechanisms during emergencies. The second factor is representative of the emergency department's (EDs) capability in terms of human and financial resources as well as hospital's facilities (number of beds, rooms, etc.). The third factor focuses on all the hospital’s prevention strategies (structural and organizational).

In this way, the three extracted factors have been identified and named:

- \((F_1)\) Cooperation and Training Management
- \((F_2)\) Resources and Equipment Capability
- \((F_3)\) Structural and Organizational Operating Procedures

A linear combination of these three factors represents the hospital’s resilience.

### 5.3.3 Factor Solutions

After interpreting the factors, an analytical expression for all the items has been obtained. Each of the variables has been expressed as a linear combination of the extracted factors taking into account the weight of the factors obtained by use in the component matrix; see Table 5.5:. Using the coefficients provided by the component matrix, the eight initial variables could be determined as:

\[
\begin{align*}
a &= 0.7F_1 - 0.292F_2 - 0.541F_3 \\
b &= 0.877F_1 + 0.4F_2 + 0.002F_3 \\
c &= 0.086F_1 + 0.637F_2 + 0.648F_3 \\
d &= 0.643F_1 + 0.676F_2 - 0.146F_3 \\
e &= 0.715F_1 - 0.388F_2 + 0.223F_3 \\
f &= 0.259F_1 - 0.489F_2 + 0.668F_3 \\
g &= 0.842F_1 + 0.255F_2 + 0.029F_3 \\
h &= 0.624F_1 - 0.716F_2 + 0.094F_3
\end{align*}
\]

In order to build an evaluation framework to determine the resilience of a hospital's, an analytical expression of the factors obtained considering that different factors have different
contributions to overall resilience. The score for each factor was obtained using a regression analysis based on factor score coefficient matrix shown in Table 5.6.

<table>
<thead>
<tr>
<th>Table 5.5</th>
<th>Component matrix.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
<td>1</td>
</tr>
<tr>
<td>a</td>
<td>0.700</td>
</tr>
<tr>
<td>b</td>
<td>0.877</td>
</tr>
<tr>
<td>c</td>
<td>0.086</td>
</tr>
<tr>
<td>d</td>
<td>0.643</td>
</tr>
<tr>
<td>e</td>
<td>0.715</td>
</tr>
<tr>
<td>f</td>
<td>0.259</td>
</tr>
<tr>
<td>g</td>
<td>0.842</td>
</tr>
<tr>
<td>h</td>
<td>0.624</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5.6</th>
<th>Factor score coefficient matrix.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
<td>1</td>
</tr>
<tr>
<td>a</td>
<td>0.142</td>
</tr>
<tr>
<td>b</td>
<td>0.322</td>
</tr>
<tr>
<td>c</td>
<td>0.135</td>
</tr>
<tr>
<td>d</td>
<td>0.349</td>
</tr>
<tr>
<td>e</td>
<td>0.056</td>
</tr>
<tr>
<td>f</td>
<td>-0.120</td>
</tr>
<tr>
<td>g</td>
<td>0.273</td>
</tr>
<tr>
<td>h</td>
<td>-0.042</td>
</tr>
</tbody>
</table>

Thus, expressions of factors can be determined using the coefficients provided by the matrix above:

\[
F_1 = 0.142a + 0.322b + 0.135c + 0.349d + 0.056e - 0.120f + 0.273g - 0.042h \quad (5.11)
\]

\[
F_2 = -0.063a + 0.006b + 0.122c - 0.184d + 0.331e + 0.505f + 0.059g + 0.358h \quad (5.12)
\]

\[
F_3 = 0.479a - 0.038b - 0.579c - 0.032d + 0.010e - 0.286f - 0.021g + 0.12h \quad (5.13)
\]
These factors represent the basic structure for a hospital’s resilience. The overall level of hospital disaster resilience \((R)\) can be calculated using the three extracted factors combined linearly.

\[
R = \alpha F_1 + \beta F_2 + \chi F_3
\]  

(5.14)

where \(F_1, F_2,\) and \(F_3\) are the extracted factors calculated using Equations (5.11), (5.12), and (5.13), respectively; \(\alpha, \beta,\) and \(\chi\) are the weights of each factor.

The coefficients \(\alpha, \beta,\) and \(\chi\) were calculated by the proportion between the percentage of variance explained by each factor and the cumulative variance contribution of the three primary factors. Then, the expression for hospital disaster resilience \((R)\) has been obtained:

\[
R = \frac{(0.503F_1 + 0.311F_2 + 0.186F_3)}{4}
\]  

(5.15)

The weight for hospital cooperation and training management is 0.503, 0.311 for hospital resource and equipment, and 0.186 for hospital structural and organizational operating procedures. This means that the first factor is more relevant at the time to assess the resilience of healthcare facilities, representing about half of the hospital emergency preparedness and response.

Three levels for hospital disaster resilience have been identified. Upon completion of the questionnaire, each of the eight items will have an overall score obtained by summing the scores of each question (with the score "0" or "1"). Using these scores, the three extracted factors can be calculated. Knowing the value of the factors, hospital disaster resilience \((R)\) can be obtained using Equation (5.15). The \(R\) value is in the range:

\[
0 < R < 1
\]  

(5.16)

where “0” represents “no resilience,” “and “1” means “maximum level of resilience” corresponding to the ability to absorb any damage without suffering complete failure. If the resilience value is over 0.75, the hospital is very resilient to emergencies. If the resilience value is below 0.25, the hospital is not able to absorb adequately disastrous impacts. The score of each factor provides information about a hospital's behavior. It is possible to evaluate the differences between the different factors (cooperation and training management, resources and equipment capability, and structural and organizational operating procedures) to determine which part of the hospital's system has the lowest level of resilience.

<table>
<thead>
<tr>
<th>Table 5.7</th>
<th>Levels of hospital disaster resilience.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low level of resilience</td>
<td>Moderate level of resilience</td>
</tr>
<tr>
<td>(R \leq 0.25) (25%)</td>
<td>(0.25 &lt; R &lt; 0.75) (25%-75%)</td>
</tr>
</tbody>
</table>

5.4 GENERAL DISCUSSION

The framework developed above can be applied to each hospital in this study to determine the level of resilience in the considered geographical area. As shown in Table 5.8, the disaster
resilience score has been calculated for each hospital. For confidentiality reasons, all hospitals are represented by a number. According to the table, 10 hospitals, which account for about 62.5% of the sample, have a high level of resilience \((R \geq 0.75)\) while six hospitals, representing the remaining 37.5%, are in the moderate resilience zone \((0.25 < R < 0.75)\). There are no hospitals whose resilience score is under 0.25, which means that there are no healthcare facilities with an insufficient level of resilience. These results indicate that the San Francisco Bay Area’s hospitals have generally a high level of resilience.

Furthermore, the scores of the three extracted factors were calculated to identify areas with a lower resilience level. The results have been standardized so the scores range from 0 to 1. The values of factors values are listed in Table 5.9, which shows that the three extracted factors have a generally acceptable level of resilience. Note that among them, factor \(F_2\) (resources and equipment capability) has the lowest resilience level. This means that if the hospital wants to increase the overall level of resistance, the resources and equipment capability area should be studied.

### Table 5.8 Disaster resilience scores for the considered hospitals.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>(R)</th>
<th>Hospital</th>
<th>(R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.836</td>
<td>9</td>
<td>0.871</td>
</tr>
<tr>
<td>2</td>
<td>0.813</td>
<td>10</td>
<td>0.681</td>
</tr>
<tr>
<td>3</td>
<td>0.771</td>
<td>11</td>
<td>0.787</td>
</tr>
<tr>
<td>4</td>
<td>0.772</td>
<td>12</td>
<td>0.607</td>
</tr>
<tr>
<td>5</td>
<td>0.391</td>
<td>13</td>
<td>0.739</td>
</tr>
<tr>
<td>6</td>
<td>0.831</td>
<td>14</td>
<td>0.663</td>
</tr>
<tr>
<td>7</td>
<td>0.904</td>
<td>15</td>
<td>0.892</td>
</tr>
<tr>
<td>8</td>
<td>0.818</td>
<td>16</td>
<td>0.581</td>
</tr>
</tbody>
</table>

### Table 5.9 Extracted factors scores for the considered hospitals.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>(F_1)</th>
<th>(F_2)</th>
<th>(F_3)</th>
<th>Hospital</th>
<th>(F_1)</th>
<th>(F_2)</th>
<th>(F_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.48</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>0.57</td>
<td>0.93</td>
</tr>
<tr>
<td>2</td>
<td>0.88</td>
<td>0.71</td>
<td>0.78</td>
<td>10</td>
<td>0.78</td>
<td>0.56</td>
<td>0.71</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.52</td>
<td>0.85</td>
<td>11</td>
<td>0.89</td>
<td>0.62</td>
<td>0.86</td>
</tr>
<tr>
<td>4</td>
<td>0.55</td>
<td>0.62</td>
<td>0.93</td>
<td>12</td>
<td>0.77</td>
<td>0.48</td>
<td>0.64</td>
</tr>
<tr>
<td>5</td>
<td>0.67</td>
<td>0.29</td>
<td>0.57</td>
<td>13</td>
<td>0.77</td>
<td>0.58</td>
<td>0.92</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.47</td>
<td>0.93</td>
<td>14</td>
<td>0.66</td>
<td>0.53</td>
<td>0.72</td>
</tr>
<tr>
<td>7</td>
<td>0.98</td>
<td>0.76</td>
<td>0.92</td>
<td>15</td>
<td>0.89</td>
<td>0.71</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0.99</td>
<td>0.48</td>
<td>0.94</td>
<td>16</td>
<td>0.56</td>
<td>0.57</td>
<td>0.65</td>
</tr>
</tbody>
</table>
5.5 REMARKS AND CONCLUSIONS

The last few years has witnessed a number of devastating events throughout the world. Hospitals and other health facilities are vital assets for communities when disaster strikes. The overall impact of a disaster is strongly influenced by how long hospitals take to recover and provide lifesaving medical care. The recovery time is strictly related to the level of hospital resilience. Resilient facilities have the ability to govern, resist, and recover after a disaster has struck.

This chapter developed a framework for measuring hospital disaster resilience. Factor analysis was used to analyze multivariate empirical data, and a three-factor solution was obtained. Three main objectives were archived in this study.

First, hospital disaster resilience has been conceptualized as a multidimensional construct with three subordinate dimensions corresponding to the three extracted factors: cooperation and training management, resources and equipment capability, and structural and organizational operating procedures. Each of the questionnaire’s items represented a particular aspect of hospital’s performance during emergencies. Combining all these domains linearly gives the multidimensional measure of a hospital’s overall ability to cope with disasters. Results from factor analysis provided not only a measurement of a hospital’s preparedness before catastrophic events, but also shows all the aspects covered by the definition of hospital disaster resilience, including hospital disaster leadership and cooperation, emergency plans, emergency stockpiles and logistics management, emergency training and drills, and critical care capability.

Second, a framework to measure hospital disaster resilience was developed. It provides an analytical expression in which the three extracted factors are linearly combined. The weight of each factor has been assigned by the proportion of variance. The results from factor analysis demonstrate that cooperation and training management ($F_1$) is the most highly weighted factor as it includes hospital coordination meeting with other EDs, emergency drugs, or emergency materials as well as emergency training programs. Three levels for hospital disaster resilience were identified, including low, moderate, and high levels of resilience.

Third, the proposed framework was used to assess the level of resilience of San Francisco Bay Area hospitals. Using the considered questionnaire, relevant data was collected and analyzed, and results revealed a generally high level of resilience of hospitals in the considered geographic area. Moreover, scores on particular areas of resilience were calculated in order to identify areas for improvement. This particular study was conducted on a small sample size based on the number of hospitals in the San Francisco Bay Area. It is recommended that the sample size be increased and a similar study conducted to validate the results presented herein.
6 Agent-Based Models to Study the Resilience of Socio-Technical Networks during Emergencies

6.1 INTRODUCTION

Infrastructure has become the central nervous system of modern society, and they are organized in a complex network. Infrastructure has always had a certain degree of interdependency. In fact, once a community is subjected to a shock (earthquake, terrorism, hurricanes, floods, explosions, etc.) it is more vulnerable when this degree of interdependency is greater [Cimellaro et al. 2013]. Naturally, when contemplating the loss of life due to catastrophic events, highly accurate predictions of how such infrastructure will respond is critical. Simulation is an ideal technique as it can accommodate randomness and details required in such models, and it enables a form of experimentation not possible with the actual incidents [Shendarkar and Lee 2008].

This chapter aims at developing an agent-based model (ABM) of an infrastructure in order to study the dynamics of evacuation considering human behavior. This model guides designers and legislators on how determine if a building is safe and if the occupants will be able to evacuate in an emergency situation, or highlights the need to improve the infrastructure response during an emergency situation.

Two different ABM evacuation models of a museum and a metro/train station were developed. Each of these models is divided in two phases: the no-emergency dynamic and the evacuation process after the occurrence of a blast. Although agents are able to make informed decisions and act on them, both models contain specific irrational behaviors. The evacuation time is the main parameter of response, and it is used to evaluate the efficiency and safety of the infrastructure.

6.2 STATE-OF-THE-ART ON AGENT-BASED MODELS AND HUMAN BEHAVIOR

This section describes the state-of-art of human-behavior modeling, which is grouped in three parts: (i) agent-based modeling (ABM), (ii) human-behavior modeling, and (iii) belief-desire-intention paradigm (BDI).
6.2.1 Agent–Based Modeling

Agent-based modeling (ABM) is a key approach to model complex and heterogeneous systems. It can be applied in a vast range of fields, including biology, business, ecology, social science, technology, earth science, and network theory. To develop an ABM, many agent-based platforms can be used. Among these, the most widely and common used are Netlogo, Repast, Anylogic, Mason. Each software has different programming language and features; therefore, selection of one type of software over another is dependent more on the available computing power and time. The ABM simulates actions and interactions of autonomous individuals in an environment, who are called “agents,” with a view to assessing their effects on the system as a whole. An “agent” is a discrete individual with a set of characteristics and rules that govern his/her behaviors and decision-making capability; who interacts with other agents; who is flexible, and who has the ability to learn and to adapt behaviors based on experience.

Depending on the environment, an “agent” may represent individuals, groups, companies, infrastructures, etc. Modeling agent behaviors and the reciprocal interactions are possible using rules or logical operations that can be formalized by equations. It is possible to consider individual variations in the behavioral rules (“heterogeneity”) and random influences or variations (“stochasticity”); see Helbing and Bialek [2012]. Furthermore, ABM can be combined with other simulation methods used in the natural and engineering sciences, including statistical physics, biology, and cybernetics.

6.2.1.1 Modeling Evacuation using Agent-Based Models

Emergency evacuation is the movement of people from a potentially dangerous place to a safe refuge due to threat or occurrence of a disastrous event. The possible causes for evacuation include earthquakes, building fires, military attacks, etc. [Yuan and Tan 2007]. Evacuation models, with the aim of quantifying and modeling human movement and behavior, have been underway for at least 30 years. In the light of tightened homeland security, research on evacuation is gaining impetus and attracting more attention. It guides designers and legislators on how to determine if a building is safe and if the occupants will be able to evacuate in an emergency situation, or highlights the need to improve the infrastructure response during an emergency situation. The research into this field has progressed along two routes. The first focuses on the behavior of people under normal condition without specific threats. The latter focuses on the movement of people in critical situations and evaluation of hazardous scenarios.

Gwynne et al. [1999] state that the problem of evacuation can be analyzed in terms of: optimization, simulation, and risk assessment. The first approach is used when a large number of people are considered, especially if it is assumed that they behave in a homogenous fashion. The second approach is used when it is important to analyze decisions made and paths followed during an evacuation. The third approach identifies hazards arising from each kind of incident and evaluates variations in the results that can be associated with changes in infrastructure design.

Effective evacuation strategies require accurate prediction of the environment impact on the agents and crowd behavior. Therefore, a valid ABM incorporates human behavior into the emergency dynamic. Consequently, for cases where loss of life is a potential outcome, highly accurate predictions are mandatory. Therefore, simulation is an ideal technique as it can
accommodate randomness and detail needed in such models, especially in cases where it is impossible to validate in the laboratory [Shendarkar and Lee 2008].

6.2.1.2 Human Behavior in ABM

In the past, the majority of ABMs focused on disaster planning emphasized either evacuation plans or human behavior. In an evacuation-centric ABM, the agent behavior is static and follows predetermined rules. In general, human-behavior-centric ABMs simulate individual or crowd behavior.

**Behavior of an individual:** Xi et al. [2011] developed a behavioral ABM that simulates the decision-making process of in motion pedestrians based on the extended decision field theory. A multi-scale modeling framework was proposed and developed using AnyLogic® software to mimic crowd-crossing behaviors under the considered situations.

Miyoshi et al. [2011] developed a multi-agent model of evacuation behavior of passengers in the event of an aircraft evacuation. In this model, agents mimic the behavior and mental state of passengers in the cabin, including mental stress, strong fear, or anxiety, which generate time delays in the evacuation. Factors that influenced panic include the remaining time, the frequency of waiting, and the difficulty of finding an exit. The results of the run simulation collected the dependencies of these factors on the time needed to complete an evacuation.

**Behavior of a crowd:** Shendarkar and Lee [2008] conducted a simulation of crowd evacuation management under terrorist bomb attacks in public areas. The limitation of this ABM is that although they simulated the behavior accurately, the agents moved according to predetermined paths.

**Complete behavioral ABM:** Luo [2008] has developed the most complete model in this field, which considers both individual and crowd behaviors. Thanks to a three-layered framework that reflects the natural pattern of human-like decision-making process of an individual in a crowd, which generally involves a person’s awareness of the situation and the consequent changes on the internal attributes than emotional and social group attributes. The case study used a public transportation system and human behaviors and modeled behaviors in both normal and emergency situations.

6.2.2 Classification of Human Behaviors

Because human behavior is a complex mechanism influenced by culture, attitudes, emotions, values, ages, perception, etc., it is important to classify the context and the situation in order to analyze it. Analysis of such a complex system requires dividing it into its simple parts. In an evacuation scenario, the main factors that influence the behavior of an individual are:

6. **THE STATE**, which includes the role performed in the evacuation and the age of the individuals. These characteristics involve different static and basic behavior;

7. **INDIVIDUAL BEHAVIOR**, which considers the emotional aspects of a person. This is the most variable and unpredictable aspect; and
8. CROWD BEHAVIOR, where it has been widely demonstrated in literature that individuals in a crowd behave in certain ways. These behaviors are mostly influenced by kinship, aggregation phenomena, or collision events.

6.3 AN AGENT-BASED MODEL FOR EVACUATION OF PEDESTRIANS

This ABM presented below can be used to simulate an evacuation process of pedestrians due to a catastrophic event; this specific case defines the event as an explosion. It can be applied to every geometric configuration, and it facilitates making important considerations about the evacuation process. First, the plan metric configuration of the rooms as well as the location of the emergency exits should be determined. In consideration of the geometry of the rooms and the general architecture of a building, determination of locations where an explosion would inflict maximum damage and mitigation of that damage should be considered. Identification of the optimal distribution of users and performing various simulations with different distributions of rescuers or users should be considered. Determination of these factors aids in reducing the risk in emergency conditions, thus ensuring greater safety. The core of this ABM is the consideration of human behavior. To obtain realistic assessments of the evacuation process, agents are able to make decisions and to feel emotions during the emergency evacuation. Two case studies are considered herein: the Ursino Castle, a museum in Catania, Italy (Case Study 1) and a metro station of the Paris train station, the Gare De Lyon (Case Study 2).

6.3.1 ABM Phases

In both ABMs, the dynamic simulation includes two phases: (i) Normal phase, and (ii) Emergency phase.

6.3.1.1 Normal Phase

The normal phase is defined as agents performing typical actions germane to that environment. In Case Study 1, agents move in sequence from one artwork to another. In Case Study 2, agents wait for trains to arrive inside the station, the train arrives and stops, and they enter the train car. At the same time, agents who are inside the trains disembark and move towards the exits.

6.3.1.2 Emergency Phase

The emergency phase starts with an explosion. The severity of the explosion determines the number of deaths and injured at different entity levels. After the explosion, the evacuation process starts. First, the evacuation dynamics include agents moving towards the emergency exits depending on their mobility and proximity to those exits. Otherwise, they run through the path made previously, following a path already known. Some simulations include agents labeled "security," whose duty is to rescue the severely injured and support their evacuation.

6.3.2 Human Behavior in the ABM

Challenger et al. [2009] studied crowd behavior, basing his conclusions on the evidence collected by real evacuation processes. This study showed that a frequent phenomenon during
the evacuation process is the leader–follower relationship. More importantly, a controlled evacuation run by a leader could lead to a success. Given that phenomenon of altruism is widespread, it should be included in any evacuation simulation. During the evacuation process the agent’s behavior is modeled using BDI, which simulates the decision-making process performed by humans in the real world. Furthermore, the behavior of an individual in a crowd in emergency conditions is generally driven by the avoidance of social norms.

6.3.2.1 Static Attributes

The static attributes called "agent's state" are a series of default features that remain unchanged throughout the simulation:

- Role played in the simulation: there are agents who have a specific role, e.g., officers inside the museum or the train station whose job duties include rescuing the injured. An added factor is that they know the environment and placement of the emergency exits.
- Health conditions: After the explosion, agents can be categorized as injured or not-injured. Each of these agents, depending on the degree of severity and type of damage reported, have a different behavior.
- Leaders–Followers: In emergency situations there are two main psychological profiles. Some people tend to play the role of leaders, i.e., these agents make decisions independently and proceed to evacuate on their own. These agents are often followed by other individuals—the followers—who tend to imitate actions performed by the leaders.

6.3.2.2 Individual Behavior

First of all, the behavior of agents is driven by static rules. If an emergency exit is in their visual field in the event of a blast, they will move toward the emergency exit. Otherwise, the agents will retrace their previous path rather than running an unknown path. Unpredictable behaviors, which are driven by emotions, are categorized using a BDI paradigm defined earlier that simulates the human decision-making process. This mathematical theory is able to simulate the decision-making process of leaders and followers, as well as to simulate altruism, i.e., the instinct to help others who need help.

6.3.3 Comparison between Agent–Based Models against an Agent-Based Model

Categorizing Human Behavior

To quantify the significance of incorporating human behavior, an ABM was compared to three other models with different characteristic. Three models were developed: (i) a base model; (ii) a deterministic model; and (iii) a probabilistic model.

6.3.3.1 Base Model

The basic model—a very simplified version of ABM—can be compared to a hyper-rational model because the human behavior is characterized by a set of static rules. Evacuation is governed by one simple rule: each agent evacuates through the emergency exit placed in his her
radius of vision. If agents cannot see any emergency exit, they retrace their previous path to escape through the exit where they entered. Obviously, this model reflects an ideal situation that does not reflect reality.

6.3.3.2 Deterministic Model

The deterministic model incorporates leader–follower dynamics; however, the rules are static. This means that if an agent sees a leader in his radius of vision, automatically he becomes a follower. Agents cannot decide how to behave, which makes it different from the probabilistic model where the leader–follower behavior is not automatic, but agents have a choice to follow or not follow a leader.

6.3.3.3 Probabilistic Model

The probabilistic model is integrated with the BDI paradigm whereby leader–follower behaviors and altruism are simulated. First, psychological profiles emerge after the explosion, and a variable percentage of agents become leaders. The other agents as followers are classified, but this does not mean that they follow a leader. In fact, they can decide if they choose to follow or not follow a leader depending on rational or irrational factors. The rational factors include the health status of the agent and the location of the emergency exits. Irrational factors include emotional responses; i.e., responses that are dependent on the emotional state of the agent. Altruism is also a factor, whereby an agent sees another injured agent in his/her radius of vision and stops to help evacuate the injured agent.

6.3.4 Agents

The categories of agents are the same for all models (base, deterministic, and probabilistic) and the two case studies. However, a category may behave differently, depending on the complexity of the model. Agents are categorized at the beginning of the simulation. During the evacuation process, their categorization may change permanently or temporarily as a function of the human behavior. Each agent has its own intrinsic characteristics. In order to understand visually evacuation dynamics, icons for each agent were developed:

VISITORS: These agents in good health after the explosion. In this agent category, various psychological figures are defined. A percentage of “visitor” agents will temporarily change their status and become another agent category. For example, a percentage of them will assume the role of leader and a percentage the role of follower. Some may decide to become altruist and help another agent.

SECURITY: Security staff of the infrastructure are also called guards. During the evacuation process, their duty is to help those agents who are not severely injured but still require assistance to evacuate, i.e., those agents with broken bones or burns. Security's behavior is completely static. Their role after the blast is to rescue the injured continued until all the injured have been evacuated.
DEAD: Dead agents after the explosion are generated according to a survivability contour. During the running simulation they do not move.

SEVERELY INJURED: These agents have experienced serious injuries and cannot evacuate on their own; they need specialist rescue because their injuries are life-threatening.

INJURED BROKEN BONES / BURNS: These agents are injured but not severely and are able to evacuate but the speed at which they can evacuate is compromised by their injuries. This category of agents may be assisted in their evacuation path by altruists or rescuers.

INJURED EARDRUM RUPTURE: Because of the high-pressure shock waves from the blast, these agents have suffered eardrum rupture, and as a result experience a sense of disorientation and partial loss of balance. These agents walk at a reduced speed due to their loss of balance. If they become followers, then it is possible that they may increase their walking speed due to the leader guide, which may compensate for their disorientation and loss of balance.

LEADER: Leaders are randomly generated according to fixed percentages. Thanks to their automatic assumption of a leadership role, they may be followed by followers. They also might transform into Altruists if they stop and assist the injured in evacuating.

FOLLOWER: Followers are visitors or those whose eardrums have ruptured who decide to follow a leader. This role may be temporary if they lose sight of the leaders they were following; at that point they transform into Stop Following agents.

STOP FOLLOWING: These agents are followers who have lost the leaders they were following. Within a time interval of a few seconds, they may transform into followers if they are able to reconnect with their leader. Otherwise, they return to being visitors.

ALTRUISTS: Altruists are leaders or visitors that see an injured agent and stop to assist the injured agent in evacuating the site; therefore, the speed at which they evacuate is compromised.

RESCUERS: Rescuers are security agents that assist other agents; therefore, the speed at which they evacuate is compromised.

6.3.5 Measured Parameters and Variables

The parameters used in order to measure the effectiveness or otherwise of the BDI paradigm are as follows:

- Numerical: number of agents for each category
- **Geometric:** placement of the bomb rather than the distance between bomb and emergency exit
- **Time:** evacuation times (partial and total)

### 6.3.5.1 Definition of Evacuation Time

Evacuation time is an important time concept in the evacuation process. Evacuation time is defined as the elapsed time between the instant that all the occupants who are able to evacuate receive an alarm and their arrival at a nominally safe destination inside or outside the infrastructure. Occupants are those agents who are not severely injured and are able to evacuate without assistance. Partial evacuation time is defined as the elapsed time between the instant that all the agents belonging to a specific category are able to evacuate to a safe area.

### 6.4 BELIEF-DESIRE-INTENTION PARADIGM (BDI)

The human behavior that we want to simulate is the decision-making process of an individual in a crowd by using the BDI paradigm, which can be employed in order to imitate the human reasoning and the decision-making process. As shown in Figure 6.1, the BDI paradigm can be divided into sub-modules as follows: Belief-sub-module, Desire-submodule, Intention-sub-module, and Decision-making sub-module. Beliefs are information that an individual possesses regarding a situation. They may be incomplete or incorrect due to the nature of human perception. Desires are the states of affairs that a human would wish to see manifested. Intentions are desires that a human is committed to achieve. Zhao and Son [2008] extended the intentions sub-module to include other sub-modules. As shown in Figure 6.2, Zoumpoulaki et al. [2010] extended the classic BDI framework by incorporating Personality and Emotions.
Figure 6.1 Depiction of BDI paradigm.

Figure 6.2 Depiction of Zoumpoulaki BDI framework.
6.4.1 The Decision Making Module and the Extended Decision Field Theory

The decision making module is the core of a BDI paradigm. This module is implemented through the decision field theory developed by Busemeyer [2002] and subsequently extended by Lee [2009]. The extension allows for updates in the model under a dynamic environment, using the subjective evaluation and the attention weights for alternatives. It provides a dynamic and probabilistic mathematical approach in order to simulate human deliberation process in making decision under uncertainty. Dynamics due to the variable “time” is a factor that affects decisions as well as the changing of the environment.

The EDFT calculates the dynamic evolution of preferences among \( n \) options expressed by an agent over time using the linear system formulation expressed in Equation (6.1) The parameters that could change the preference choice are the \( m \) attributes

\[
P(t + h) = SP(t) + CM(t + h) \cdot W(t + h)
\]

where \( P(t) = [P_i(t), P_2(t), \ldots, P_n(t)] \) represents the preference state, and \( P_i(t) \) is the strength of preference corresponding to option \( i \) at time \( t \). The preference state is updated at every time step \( h \).

The first member of the equation represents the memory effect. It is the product of the preference chosen at the previous state \( P(t) \) and the stability matrix, \( S \). The diagonal elements of \( S \) are the memory for the previous state preferences and all are assumed to have the same value. The off-diagonal elements are the inhibitory interactions among competing options. These assumptions ensure that each option has the same amount of memory and interaction effects.

\( C \) is the contrast matrix comparing the weighted evaluations of each option. If each option is evaluated independently, then \( C \) will be \( I \) (identity matrix). In this case, the preference of each option may increase simultaneously; see Equation (6.1). Alternately, the elements of the matrix \( C \) may be defined as \( c_{ii} = 1 \) and \( c_{ij} = -1/(n-1) \) for \( i \neq j \), where \( n \) is the number of options.

\( M \) is the value matrix, \((n \times m)\) vector, where \( n \) is the number of options, and \( m \) is the number of attributes; this represents the subjective evaluations (perceptions) of a decision-maker for each option of each attribute. If the evaluation value changes according to the environment, the matrix \( M \) is constituted with multiple states.

Finally \( W \) is the weight vector, \((m \times 1)\) vector, where \( m \) is the number of attributes. It allocates the weights of attention corresponding to each column (attribute) of \( M \). In the case where \( M \) is constituted with multiple states, each weight \( W_j(t) \) corresponds to the joint effect of the importance of an attribute, and the probability of a state. \( W(t) \) changes over time according to a stationary stochastic process.
6.5 QUESTIONNAIRE TO CALIBRATE THE HUMAN BEHAVIOR UNDER EMERGENCY CONDITIONS

6.5.1 Objective

In order to simulate the leader–follower dynamics and altruism among agents, it is necessary to define the most common behaviors of leaders and followers under emergency conditions. Therefore, a survey was created to assess the percentage of leaders and followers based on a sampling of individuals. In order to evaluate the behavior as a function of different boundary conditions, it examines how agents (leaders or followers) would behave during the evacuation if they saw an injured or another agent who needed help. A statistical distribution of the answers was calculated using the vector $W$ and preferences $P$.

6.5.2 Structure of the Questionnaire

To compose the questionnaire, surveys used in other scientific research were taken as examples. The guidelines provided by the theory of planned behavior (TPB) [Ajzen 1991] were used. The process for constructing a TPB survey is described next.

First, the behavior being investigated must be clearly defined. The categories of agents are:

**LEADER:** The leader tends to go towards the emergency exit, he/she accepts a higher risk and he is determined.

**FOLLOWER:** The follower tends to follow a group of people or a leader. The boundary conditions that can affect an agent’s decision are as follows:

- The agent LOCALIZES an EMERGENCY EXIT
- The agent is INJURED.
- The agent MEETS another agent on his/her way who NEEDS HELP.

Therefore, the behavior of two types of agents—leaders / followers—inside an environment after an explosion must be simulated.

6.5.2.1 Specifying the Research Population

The population of interest to the investigators must be clearly defined. The sample size consisted of a minimum of 100 individuals, ranging in ages between 15 and 75, and males and females of all educational levels.

6.5.2.2 Question Types

The response options were mutually exclusive, close-ended questions: Ordinal-polytomous, where the respondent has more than two ordered options.
(Bounded) Continuous, where the respondent is presented with a continuous scale.

The boundary conditions or possible attributes were as follows:

- **S** = Health status (injured-not injured)
- **E** = Emergency exit location (see the emergency exit-do not see the emergency exit)
- **I** = Presence of injured (encounter an injured- do not encounter an injured)
- For both cases possible conditions are \(2^3 = 8\)

Table 6.1 below lists all possible combinations among the three options and their applications that were used in order to assess agent behavior. The possible agent behaviors are:

- the agent evacuates by his/her own
- the agent follows a leader
- the agent stops to help another agent
### Table 6.1 Options combinations and relative survey questions.

<table>
<thead>
<tr>
<th>NOT INJURED</th>
<th>NOT INJURED</th>
<th>NOT INJURED</th>
<th>NOT INJURED</th>
</tr>
</thead>
<tbody>
<tr>
<td>DO NOT SEE EMERGENCY EXIT</td>
<td>DO NOT SEE EMERGENCY EXIT</td>
<td>SEE THE EMERGENCY EXIT</td>
<td>DO NOT SEE EMERGENCY EXIT</td>
</tr>
<tr>
<td>QUESTION 1</td>
<td>QUESTION 1</td>
<td>QUESTION 11</td>
<td>QUESTION 11</td>
</tr>
<tr>
<td>QUESTION 2</td>
<td>QUESTION 2</td>
<td>QUESTION 9</td>
<td>QUESTION 9</td>
</tr>
<tr>
<td>NONE</td>
<td>NONE</td>
<td>NONE</td>
<td>NONE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>INJURED</th>
<th>INJURED</th>
<th>INJURED</th>
<th>INJURED</th>
</tr>
</thead>
<tbody>
<tr>
<td>DO NOT SEE EMERGENCY EXIT</td>
<td>DO NOT SEE EMERGENCY EXIT</td>
<td>SEE EMERGENCY EXIT</td>
<td>SEE EMERGENCY EXIT</td>
</tr>
<tr>
<td>QUESTION 5</td>
<td>QUESTION 6</td>
<td>QUESTION 12</td>
<td>QUESTION 12</td>
</tr>
<tr>
<td>QUESTION 5</td>
<td>QUESTION 6</td>
<td>QUESTION 10</td>
<td>QUESTION 10</td>
</tr>
<tr>
<td>NONE</td>
<td>NONE</td>
<td>NONE</td>
<td>NONE</td>
</tr>
</tbody>
</table>

#### 6.5.3 Survey

The questionnaire using the online form-building tool Adobe Forms central® was developed as a submission-enabled PDF form or a web form was distributed. The subjects filling out the survey were asked to imagine being in an environment with certain boundary conditions (injured or not injured / see an emergency exit or do not see an emergency exit / there is an injured on his path- there is not an injured on his path). They were asked to choose the following options: to follow another individual, to evacuate on their own, or to stop to assist a person who needed help. To make the answers truthful as possible and provide psychological context, before filling out the survey subjects were asked to watch a video of some real explosions.

#### 6.5.4 Introduction to the Survey

Before filling in the questionnaire, subjects were informed about the reason and purpose of the research study. A privacy statement and contacts for requests for information were provided.

**Informed Content:** You are being invited to take part in a research study. The information in this form is provided to help you decide whether or not you want to take part.

**What is the purpose of this research study?** The objective of this project is to use an emergency scenario survey to analyze how people evaluate emergencies situations and to develop an accurate simulation model of an emergency evacuation, such as from an explosion, taking into account human behavior.

**Will the information that is obtained from me be kept confidential?** No personal information of yours will be collected. The only persons who will know that you participated in this study will be the research team members; specifically, the Principal Investigators and the advisor. Your responses will be confidential. You will not be identified in any reports or publications resulting from the study.

**May I change my mind about participating?** Your participation in this study is voluntary. You may stop the study at any time. Also any new information discovered about the research will be provided to you.
**Whom can I contact for additional information?** You can obtain further information about the research or to voice concerns or complaints about the research by calling the Principal Investigators.

Sex, age, and education questions.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Age</th>
<th>Education</th>
</tr>
</thead>
<tbody>
<tr>
<td>male</td>
<td>15-30</td>
<td>elementary school</td>
</tr>
<tr>
<td>female</td>
<td>31-45</td>
<td>middle school</td>
</tr>
<tr>
<td></td>
<td>46-60</td>
<td>high school</td>
</tr>
<tr>
<td></td>
<td>61-80</td>
<td>bachelor degree</td>
</tr>
<tr>
<td></td>
<td></td>
<td>master degree or higher</td>
</tr>
</tbody>
</table>

### 6.5.5 Leader–Follower Categorization

The first step was to create questions that effectively self-selected Leaders or Followers. Three specific questions were prepared. Question 1 asked the following:

**Overall imagine the scenario described at the beginning. So, you're in a museum and a blast occurs, regardless of whether you are injured or not:**

<table>
<thead>
<tr>
<th>Do you think it is safer evacuate by my own</th>
<th>Definitely it's safer evacuate by my own</th>
<th>Probably it's safer evacuate by my own</th>
<th>I don't know</th>
<th>Probably it's safer to join a group</th>
<th>Definitely it's safer to join a group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
</tbody>
</table>

Potential leaders were individuals who responded to the question above with the following answers:

- Probably it’s safer evacuate by my own
- Definitely it’s safer evacuate by my own

Questions 1 and 2 were designed to verify the responder as a leader.
A leader must show a strong propensity to evacuate by his/her own and a low propensity to follow a group of people that is evacuating. This means that the subject has to respond to Questions 1, “How likely is that you would decide to evacuate on your own?” as follows:

- Likely
- Very likely

In addition, answers to the Question 2, “Would you decide to join a group of people who are running away from the blast?” should be as follows:

- Probably not
- Definitely not

The survey results formed the basis of a numerical analysis using the mathematical operations presented earlier: the “weight vectors” $W$, the “preference vector” $P$, and through an inverse formula the $M$ matrices. To obtain the most accurate results from the survey, those responders who answered NEUTRAL to Question 2 the answer NEUTRAL were categorized as leaders were also considered agents. This less restricted categorization was only used for calculations.

### 6.5.6 Survey Scenarios

The scenarios were presented in the second person singular, with each followed by a series of questions asking the participant to imagine themselves in the scenario. Several survey studies have demonstrated the feasibility of this design in measuring respondent behaviors from different aspects proposed by TPB, including intention, attitude, subjective norms, and perceived behavior control.

### 6.6 IMPLEMENTATION OF THE HUMAN BEHAVIOR MODULE

In this section, implementation of the human behavior module will be discussed. The goal of this research is to study evacuation dynamics under emergency conditions and to see how they change depending on human behavior. The evacuation time is the main parameter of response and is used to evaluate the efficiency and safety of an infrastructure.

The first step was to define a block framework in order to model the human decision-making process represented in Figure 6.3. The agent is immersed in an environment. It is able to
perceive within a given radius of vision the environment's characteristics. The perception by the beliefs possessed by each agent is filtered. Beliefs are information that a human possesses about a situation; they may be incomplete or incorrect due to the nature of human perception. This module together with the influence of personality and the emotional evaluation of the agent are incorporated into the decision-making module. Mathematically, all these blocks modifies the matrices and vectors that make up the DFT mathematical model. The decision-making process allows an agent to generate intentions. Intentions are the completion of the agent’s desires. Finally, the intentions were carried out as real actions in the environment. Therefore, the detailed blocks of the decision-making process are discussed below.

Figure 6.3   Extended BDI architecture.

6.6.1 Simulation Environment

The simulation environment represents a virtual discretization of the real world. In Case Study 1 it is a museum; in Case Study 2 it is a metro station. Constructing the environment is one of the main steps of the simulation because it provides the stimulus to the agents. These stimuli are absorbed by the agents as perceptions.

6.6.2 Perception

All the stimuli and information from the virtual world by the agent are acquired. This phase is called Perception. In the simulations, agents are able to perceive injured persons, emergency exits, or other persons as leaders or guards.

6.6.3 Belief

The agent’s perception of the environment is filtered through their belief system.
1. First, the agent is influenced by his/her role and knowledge of environment, e.g., a guard knows the location of emergency exits while the visitor may not;
2. The emotional state may influence the danger perception of an agent;
3. The physical condition of an agent (injured / not injured) may affect human behavior; and
4. Status of the desire corresponds to memory. The agent’s preference is influenced by the preference expressed at the previous instant: the preference at the previous instant is the desire to perform an action.

6.6.4 Personality

Personality is the most important aspect of the decision-making process. Each agent has a specific psychological profile that leads him/her to perform actions. In terms of characterizing agents, the first parameter to determine is whether an agent is a leader or a follower. Leaders tend to go forward to the emergency exit; they tend to accept higher risks and are more determined. Therefore, people tend to gather around and follow his/her lead. In contrast, followers tend to follow a group of people or a leader and it is unlikely that they will evacuate on their own. Agents are grouped into three categories: absent, avoidant, or altruistic towards other agents who needs help; they decide on an individual basis whether or not to stop and help other agents.

6.6.5 Emotions

Emotions are the irrational component of the human psyche and is simulated by vector \( W \). First of all, the weight vector is calculated based on the responses to the survey and will have a form like this:

\[
W(t + h) = \begin{pmatrix}
         a_1 - a_2 \\
         b_1 - b_2 \\
         c_1 - c_2
\end{pmatrix}
\]

where the weight vector \( W \) in the form of intervals is defined. Through a stochastic process, the preference expressed by agent is calculated and a numeric value is extracted and obtained. This extraction is conducted for each agent in order to simulate the "personality" of each agent and its unique decision.

6.6.6 Memory

Even the short-term memory may have an influence on the decision-making process. The equation's first member takes into account the memory effect, which is the product of the previous chosen preference \( P(t) \) and of the stability matrix \( S \). The \( S \)-diagonal elements are the memory for the previous preferences. The off-diagonal elements are the inhibitory interactions among competing options.
6.6.7 Desires

Desire also influences the decision making process and depends on the situation in which agents are involved. For example, it may be the need to help an injured person or a family member, or even try to find an emergency exit.

6.6.8 Decision Making

Decision-making is the block where all the previous modules converge. All these modules (in the form of boundary conditions or numbers) constitute the inputs of this module. Thanks to the mathematical theory of the DFT, a preference of an agent to perform a specific action is calculated. Therefore, the output of this module is a preference in the performance of an action.

6.6.9 Intention

The preference expressed in the previous block by the human brain in an action is processed.

6.6.10 Action

In this module, the intention into an effective action is realized. The action undertaken within the environment will have an impact. This means that the cycle begins again until the performance of a new action.

6.7 CASE STUDIES

The evacuation model implemented NetLogo 5.0.5 (December 2013), which is a multi-agent based programmable simulation software developed by Wilensky [1999]. Two different ABM evacuation models of a museum and of a metro/train station were developed. Each of these models was divided in two phases: the normal dynamic and the evacuation process of the agents after the occurrence of a blast. In both of them, the agents were able to perform decisions, but some specific irrational behaviors by agents were also included. The evacuation time is the main parameter of response, and it is used to evaluate the efficiency and safety of the infrastructure.

6.7.1 Case Study 1: Ursino Castle Museum

First, an agent-based evacuation model of a museum was developed. The model is divided into two phases of fruition: the normal dynamic and the evacuation process of agents after the occurrence of a blast. The evacuation time is the main parameter of response and is used to evaluate the efficiency and safety of the infrastructure. Different scenarios in order to assess what happens in different situations were analyzed.

6.7.1.1 Dimensional Data

This model was developed based on the geometry of the Ursino Castle Museum, which is located in Catania (Sicily, Italy). Figure 6.4 shows the plan of the museum. The castle consists of 10
rooms located around a central courtyard. The main entrance, represented with a red arrow, is the only emergency exit that allows exit from the castle. The other two emergency exits, depicted in yellow, have access to the courtyard. To simulate a real situation, it was hypothesize that three possible scenarios of explosion occurred and for each scenario the probability of death, injuries, and ruptured eardrums were calculated.

Figure 6.4 Depiction of the museum plan.

Case Study 1 scenarios
Different scenarios to determine what happens in different situations were analyzed.

Scenario 1 – Room 4
In the first scenario, an explosion in the middle of the fourth room was simulated.

Figure 6.5 Scenario 1: Museum's plan with location of explosion.

Scenario 2 – Room 10, near the emergency exit
In the second scenario, the blast was located in the 10th room near the emergency exit.
Scenario 3 – Rooms 2 and 4

The third scenario simulated the worst configuration in terms of dead and injured because two consequential explosions occurred. As shown in Figure 6.7, the first blast occurred in Room 2 and the second explosion in Room 4.

Generating Injuries

Based on a study conducted by the Army, Navy, and Airforce that determined blast effects, the distribution of the dead and injured was calculated. For each scenario, a survivability contour was calculated and the range of probability of survival established; see Figure 6.8. Specifically, a random number for each agent was extracted. In the red contour, if this number is in the range between 1 and 99, the agent dies. In the yellow contour, if the number is between 1 and 50, the agent will be severely injured to the point that their survival is questionable. In blue contour, survival rates vary between 50 and 99% of the cases, and the agents who do survive will suffer from broken bones and burns. The last contour ensures a survival rate of 99%, who will report eardrum rupture, resulting in loss of orientation and partial loss of balance. Each scenario holds its own survivability contours with relative diameters.
6.7.2 Case Study 2: Gare de Lyon Station

The evacuation model developed was applied to the Gare De Lyon metro station, which is a node of the Paris Métro infrastructure encompassing lines 1 and 14. The model is divided into two phases: the normal dynamic and the evacuation process of the agents after the occurrence of a blast. The evacuation time is the main parameter of response, which is used in order to evaluate the efficiency and safety of the infrastructure.

6.7.2.1 Dimensional Data

The Metro 14 line station is rectangular in shape with sides 142 m to 18 m (465 ft 10 in. to 59 ft). Access stairs to the platform are located at the two ends of the rectangle. The station has two tracks on either side of a large central platform shielded by automatic platform screen doors. To access the trains, there are 14 double doors of 1.5 m (4 ft, 11 in.) on both sides.

6.7.2.2 Model Implementation

The agent-based evacuation model was implemented based on Larcher et al.’s [2011] investigation of an explosion inside a rail system. Fluid–structure interaction calculations (FSI) calculated the displacements and probable structural failure, and the probabilities of death and eardrum rupture. The outputs of these simulations as input of the model of evacuation were used. As shown in Figure 6.9, several considerations were made in generating the geometry of the model using NetLogo, which is based on a two-dimensional grid of patches; see Section 7.2.1. Patches size is measured in terms of pixels and turtles, and movements are measured in patches. Each patch measures 0.5 m × 0.5 m, which fits the needs of this simulation perfectly. A person
fills approximately 0.5 m$^2$. The turtles have been set for a size equal to a patch (i.e., 0.5 m$^2$). By using a “while” loop, geometries were defined. The image b shows the metro station geometry developed in NetLogo where:

![Image of metro station geometry in NetLogo]

**Figure 6.9 Depiction of metro station in NetLogo with legend.**

### 6.7.2.2.1 Normal Dynamic

The simulation starts when the *GO button* is pressed. The simulation begins from the two entrances whereby a flow of travelers enters the metro station and will focus on the track depending on their destination and nearest free door. In the normal fruition, trains arrive every 3 min. at 100% punctuality. To simulate a real situation, a slider button that allows for selecting the interval of arrival time between the two trains in the opposite direction was created. The cursor, which can be adjusted, has an arrival interval between 1 sec and 90 sec.

### 6.7.2.2 Emergency Dynamic

Three models (base, deterministic, and probabilistic) were developed. The emergency phase of each model is identical; however, each of these models includes their own unique human behavior simulation dynamics. In the Metro Station, the simulation considered 180 agents subjected to a blast from 50 lbs of explosive. At that point, the dynamics of evacuation begin.

### 6.7.2.3 Agent’s Categories and Evacuation Speed

According to the simulation the explosion caused both death and injuries. Those agents who were severely injured are unable to move. Those agents with broken bones and burns are in the category of seriously injured that are able to evacuate but at a slower pace than others. If helped by other agents, these agents may improve their evacuation speed. Those subjected to eardrum rupture are considered visitors who suffer from with consequent loss of sense of direction, which may impact their ability to evacuate. The evacuation speed of each agent is categorized as follows:

- **Uninjured visitors**: 1.5 m/sec
- **Those agent injured due to eardrum rupture**: suffer from disorientation and problems with balance and therefore walk unsteadily at a speed of 1 m/sec
- **Those agents helping other injured agents**: 0.6 m/sec
- **Those agents injured due to broken bones and/or burns injured**: 0.3 m/sec
Speeds are scaled according to the size of the patches (0.5 m x 0.5 m). The NetLogo command for setting the speed of agents is \( f_{\text{ad}} \). To avoid possible program bugs, \( f_{\text{ad}} \) should be set \(< 1\). A higher value would result in the agents moving beyond one patch, thus being able to penetrate walls or other obstacles. Therefore, the maximum speed at which agents are categorized (1.5 m/sec) is designed by the command \( f_{d} = 1 \), i.e., agents move one patch (0.5 m) per second; thus, agents move with a speed of 0.5 m/sec. Therefore, evacuation times must be scaled by factor \( f_{s} \left( f_{s} = \frac{1.5 \text{ m/sec}}{0.5 \text{ m/sec}} = 3 \right) \).

<table>
<thead>
<tr>
<th>Agents</th>
<th>Real speed</th>
<th>Scaled speed</th>
<th>( f_{d} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visitor (emergency)</td>
<td>1.5 m/sec</td>
<td>(1.5 m/sec)/3 =0.5 m/sec</td>
<td>( f_{d}=1 )</td>
</tr>
<tr>
<td>Visitor (normal phase)</td>
<td>1 m/sec</td>
<td>(1 m/sec)/3 =0.33 m/sec</td>
<td>( 1 : 0.5(\text{m/sec}) = x : 0.33 (\text{m/s}) \rightarrow f_{d} = 0.66 )</td>
</tr>
<tr>
<td>Eardrum rupture</td>
<td>1 m/sec</td>
<td>(1 m/sec)/3 = 0.33 m/sec</td>
<td>( 1 : 0.5(\text{m/sec}) = x : 0.33 (\text{m/sec}) \rightarrow f_{d} = 0.66 )</td>
</tr>
<tr>
<td>Helped injured</td>
<td>0.6 m/sec</td>
<td>(0.6 m/sec)/3 = 0.2 m/sec</td>
<td>( 1 : 0.5(\text{m/sec}) = x : 0.2 (\text{m/sec}) \rightarrow f_{d} = 0.4 )</td>
</tr>
<tr>
<td>Injured</td>
<td>0.3 m/sec</td>
<td>(0.3 m/sec)/3 = 0.1 m/sec</td>
<td>( 1 : 0.5(\text{m/sec}) = x : 0.1 (\text{m/sec}) \rightarrow f_{d} = 0.2 )</td>
</tr>
</tbody>
</table>

### 6.8 NUMERICAL RESULTS

The analysis described below focused on how the human behavior (BDI) affects the evacuation times.

#### 6.8.1 Museum Ursino Castle

The Ursino Castle model, unlike the Metro Station model, was not based on an existing model. This affected the level of detail available for the Museum Ursino analysis, and fewer simulations were conducted. The base model simulation results for the three scenarios show the dependence of evacuation time depending on bomb placement. Each agent according to their respective health status had different walking speeds. Therefore, the greater the distance of the bomb from the emergency exit more, the greater the speed of the evacuees. For example, Scenarios 1 and 3 show comparable results because bomb placement was identical. In Scenario 2, the evacuation time is lower compared to Scenarios 1 and 3 because the bomb was placed near the emergency exit.

In the Ursino Castle model, the leader–follower dynamics are valuable because the infrastructure environment is complex. This means that the emergency exits are not always visible; therefore, agents follow a leader. The results of the Ursino Castle deterministic model show that the follower evacuation time is lower than the eardrum rupture and visitors partial evacuation time. Therefore, a leader–follower dynamic can have a significant effect. Finally, combining altruism and leader–follower dynamic, the evacuation time decreases. The same simulation with 20 Leaders had a positive impact only in Scenario 2.
Figure 6.10 Base models evacuation time. (a) Scenario 1, bomb in the Room 4; (b) Scenario 2, bomb in Room 2; and (c) Scenario 3, bombs in Rooms 3 and 4.

Figure 6.11 Ursino Castle deterministic model considered 10 leaders: (a) Scenario 1; (b) Scenario 2; and (c) Scenario 3.

Figure 6.12 Ursino Castle deterministic model considering 20 leaders.
For the metro station simulations, the evacuation time is also dependent on the distance of the bomb blast from the emergency exit. In the base model, factors that significantly influence the behavior of the agent—and thus the evacuation time—are injuries sustained from broken bones, burns, etc. Given their injuries, their speed is compromised, and they are usually the last agents to exit from the station. Because the distance between the bomb blast and the emergency exit decreases as we move from Scenario 1 to Scenario 3, naturally, the evacuation time reflects the same trend.

In the deterministic model, the variation due to the human behavior is considered, with the introduction of “leaders” and “followers.” This variation between the base model and the deterministic model does not alter the outcome by a significant factor. Regardless of leader–follower dynamics, the injured remain the last agent category to evacuate the area. Therefore, an evolved probabilistic model was developed, and security, a new agent category, was incorporated, whose function is to help injured to evacuate and accelerate the evacuation process. Despite followers having a lower evacuation time compared to leaders, at this state the leader–follower dynamic is not yet significant. Increasing the number of leaders to 20 results in a marked improvement in the evacuation dynamics. Therefore, at this point in the simulation, all human behavior dynamics are inserted. The probabilistic model includes both altruistic behavior and leader–follower behavior.

Note that in these simulations that although there are leaders in the Metro Station, the leader–follower dynamic are totally absent; therefore, followers and their evacuation time were not recorded. This phenomenon is not isolated, but it occurs throughout the station probabilistic model. Because the metro station is a simple rectangle where the emergency exits are clearly visible, all agents move towards the emergency exits without following any other agent; see Figure 6.19. Also worth noting that in this figure, altruism does not occur in all scenarios; see Scenario 1. This phenomenon occurs only if the injured agent is placed between leaders and/or visitors and the emergency exit along the evacuation route. If the injured are in the central part of the station (Scenario 1) nobody stops to help other agents because nobody will retrace steps already taken. Hypothetically, if all agents were altruistic and assisted all injured agents, the evacuation time for all scenarios would be halved.
Doubling the number of leaders has no effect on the evacuation times, with the only change registered is that frequency of the injured, i.e., a more effective evacuation would occur if all the broken-bones/burns injured were rescued. For this reason, a variable number of security agents were included in the simulations. Security is a class of agents whose duty is to rescue any agents in trouble, and their role in the simulation does not end until all people have been rescued.

The results show a reduction in evacuation time. In those cases where the number of security guardians is minimal, the evacuation time increases. This is because several trips are necessary to rescue the injured, with a consequent increase in the evacuation time. As the number of leaders increase, the phenomena of altruism also increases. Therefore, the intervention of the security is very effective. In scenarios where the emergency exits are clearly visible, the leader–followers dynamic is more likely to occur, with an accompanying increase in altruism. According to a preliminary analysis, combining altruism and the intervention of the security can lead to a 50% reduction in evacuation times.

Figure 6.14 Base models evacuation time. (a) Scenario 1 blasts 60 m away from the emergency exits; (b) Scenario 2: blasts 40 m away from the emergency exits; and (c) Scenario 3: blasts 30 m away from the emergency exits.

Figure 6.15 Deterministic models evacuation time for 10 Leaders without security: (a) Scenario 1 blasts 60 m away from the emergency exits; (b) Scenario 2 blasts 40 m away from the emergency exits; and (c) Scenario 3 blasts 30 m away from the emergency exits.
Figure 6.16 Deterministic models evacuation time for 10 Leaders with security: (a) Scenario 1 blasts 60 m away from the emergency exits; (b) Scenario 2 blasts 40 m away from the emergency exits; and (c) Scenario 3 blasts 30 m away from the emergency exits.

Figure 6.17 Deterministic models evacuation time for 20 Leaders with security: (a) Scenario 1 blasts 60 m away from the emergency exits; (b) Scenario 2 blasts 40 m away from the emergency exits; and (c) Scenario 3 blasts 30 m away from the emergency exits.

Figure 6.18 Probabilistic models evacuation time for 10 Leaders without security: (a) Scenario 1 blasts 60 m away from the emergency exits; (b) Scenario 2 blasts 40 m away from the emergency exits; and (c) Scenario 3 blasts 30 m away from the emergency exits.
Figure 6.19  Probabilistic models evacuation time for 20 Leaders without security, (a) Scenario 1 blasts 60 m away from the emergency exits; (b) Scenario 2 blasts 40 m away from the emergency exits; and (c) Scenario 3 blasts 30m away from the emergency exits.

Figure 6.20  Probabilistic models evacuation time for 10 Leaders with security; (a) Scenario 1 blasts 60 m away from the emergency exits; (b) Scenario 2 blasts 40 m away from the emergency exits; and (c) Scenario 3 blasts 30 m away from the emergency exits.

Figure 6.21  Probabilistic models evacuation time for 20 Leaders without security: (a) Scenario 1: blasts 60 m away from the emergency exits; (b) Scenario 2: blasts 40 m away from the emergency exits; and (c) Scenario 3: blasts 30 m away from the emergency exits.
6.9 REMARKS AND CONCLUSIONS

In this chapter, an Agent-based Model (ABM) of an infrastructure was studied to determine evacuation dynamics that considers human behavior in the case of a serious event. The two locations chosen for application of this ABM were a museum and a metro train station. These two facilities were specifically chosen because of their geometries. The Ursino Castle Museum consists of a series of rooms located successively around a squared courtyard. Therefore, the access from one room to another is through small doors, and the emergency exits are not always visible. In contrast, the geometry of the metro station is simple. It is rectangular in shape, with the easily visible emergency exits located at the two ends of the rectangle.

We began with a basic model and made it more complex by including the influence of human behavior in an ABM. The results are as follows: although the geometry may be the same, it cannot be assumed that all agents will react in the same manner. This was demonstrated in the study of the train station where the emergency exits are clearly marked and always visible, and the geometry is fairly simple. Therefore, leader–follower dynamics do not occur and agents tend to evacuate on their own. In the museum study, which has a complex geometry, the leader–follower dynamics occurs and agents follow a leader.

In general, regardless of the geometry between the two behavioral dynamics implemented (altruism & leader–follower), the less significant is the leader–follower dynamic. Instead, altruism is a key determinant in the accurate estimation of the evacuation time. Security guards have been also modeled in the analysis. When considering both behavioral dynamics models in ABM, regardless of the geometry considered, incorporating the human-behavior model affects the evacuation process.

For example the ABM of the Ursino Castle Museum without considering the human behavior estimate results in an evacuation time of 1 minute and 40 seconds (100 sec). If the human-behavior factor is included, the evacuation time is 4 minutes and 10 seconds (250 sec). The same trend can be observed in the Gare De Lyon metro station where the evacuation time without considering human behavior is approximately 1 minute (60 sec). If the human-behavior factor is included, the evacuation time increases to 2 minutes and 50 seconds. In both cases not including the human-behavior model underestimated the evacuation time.

Sensitivity analyses can also be performed by varying the number of agents, emergency exits, security guards, and the location of the blast. Further research can be analyzed by including other aspects of the human behavior such as kingship, age, panic, etc.
7 Restoration Fragility Functions of an Emergency Department

7.1 INTRODUCTION

Hospitals are critical facilities that affect the emergency response after a catastrophic event such as a strong earthquake. The non-functionality of an emergency department (ED) during a crisis might significantly impact healthcare services and affect the recovery process. A hospital's capability to remain accessible and ability to function at maximum capacity, providing its services to the community when they are needed most, can be evaluated using resilience indicators. A possible resilience indicator for healthcare facilities is the waiting time, which is the time the patient waits from the moment he/she walks in the ED until he/she first receives care from medical personnel [Cimellaro et al. 2010; Cimellaro et al. 2011]. A key role in the evaluation of the resilience indicator is dependent on the recovery time and the shape of the restoration curve because they are both uncertain quantities.

Presented herein is a procedure for building fragility curves of restoration processes called restoration fragility functions (RFFs), which can be adopted for resilience analysis. Restoration fragility functions take into account the uncertainties of the restoration process. In detail, RFFs are defined as the probability of exceedance of a given restoration process when a certain damage state occurs. To calculate the RFFs, it is necessary to define the functionality \( Q \) of the system considered and the recovery time. The ED of the Umberto I Mauriziano Hospital in Italy is presented as a case study. After building and calibrating a discrete event simulation (DES) model of the ED using real data collected on site, different case studies have been tested by modifying patient arrival rates and changing the number of available emergency rooms. In this research, two scenarios were considered: the ED with emergency plan applied and the ED in under normal conditions. The RFFs of both scenarios are compared.

7.2 STATE-OF-THE ART

7.2.1 Resilience of Hospital Facilities

A system is usually designed to behave in a certain way under normal circumstances. When disturbed from equilibrium by a disruptive event, the performance of the system will deviate from its design level. The resilience of the system is its ability to reduce both the magnitude and duration of the deviation as efficiently as possible to its usual targeted system performance levels...
Bruneau et al. [2003] define resilience as the ability of a system to reduce the chances of a shock, to absorb a shock if it occurs (abrupt reduction of performance), and to recover quickly after it. By improving seismic resilience, we can minimize loss of life, injuries, economic losses, and any reduction in quality of life due to earthquakes.

They state that the strategy for measuring community resilience is to quantify the difference between the ability of a community’s infrastructure to provide community services prior to the occurrence of an earthquake and the expected ability of that infrastructure to perform after an earthquake. More specifically, a resilient system should show reduced failure probabilities, reduced consequences from failures, and reduced time to recover to its normal level of performance [Bruneau et al. 2003]. However, according to Stevenson et al. [2014], few studies consider the ways social and economic connectivity of organizations of all kinds (private, public, for profit, and nonprofits) shape organizational and community recovery after a disaster. Also Yavari et al. [2010] stated that typically past earthquakes have focused on the performance of structural systems and not on the ability to provide necessary services after an earthquake.

Rose [2005] and Rose et al. [2007] distinguished post-disaster organizational capacities as static resilience: (1) the ability to absorb impacts and maintain function when shocked by making use of the resources available at a given time; and (2) dynamic resilience: the speed at which an entity or system recovers from a shock to attain a desired state [Park et al. 2011; Wein and Rose 2011]. It is logical to begin analyzing resilience by focusing on organizations whose functions are essential for community well-being in the aftermath of earthquake disasters. [Bruneau et al. 2003].

As part of the National Science Foundation’s Earthquake Engineering Research Centers program, the Multidisciplinary Center for Earthquake Engineering Research (MCEER) has conducted a project to increase resilience by developing seismic evaluation and rehabilitation strategies for the post-disaster facilities and systems that society expects to be operational following an earthquake. The program was divided into several major research thrust areas, and one was the seismic retrofit of acute-care facilities. The research tasks focused on the integrated issues of the performance of hospital buildings, including both structural and nonstructural systems, and components and their functionality. (http://mceer.buffalo.edu/research/hospitals/default.asp) in the event of a disaster.

Hospitals have been recognized as critical buildings in hazardous events; hospitals must continue to function when an emergency occurs and must supply essential health services to the community at a time of disaster. The deaths and injuries after earthquakes are due to a variety of factors, but there are two main issues: the vulnerability of buildings and how quickly the emergency responders get to victims. Within a short time, hospitals have to provide care to a large number of injured whose lives are at risk, and they must have the ability to expand their services quickly beyond normal operating conditions to meet an increased demand for medical care.

Healthcare key factors are often classified into two categories: physical and social. The physical category includes structural and nonstructural parts, while the social category encompasses staff and administrative parts. A typical healthcare facility depends on the state of its building; the continuity of its utility supplies; availability and sufficiency of staff, equipment, and medical supplies; and easy accessibility for its daily operation. The failure of any of these components affects the continuity of medical care.
The lack of easy access to information and reports stating the experience of previous hospitals means that many hospital buildings are still very vulnerable to earthquakes [Achour et al. 2011]. Indeed keeping a hospital safe from natural or human-made disasters goes beyond protection of its physical structure. It requires preservation of its infrastructure as well as emergency staff trained to keep the facilities operational, collaboration with the network of health facilities, emergency plans, business continuity, and others specific abilities.

7.2.2 Functionality and Performance Levels of Infrastructures

Most research in this rapidly evolving field has focused on the evaluation side of resilience (i.e., defining and measuring resilience) [Mieler 2015]. Less attention has been paid to design side issues: for example, if a community wants to improve its resilience to earthquakes or other hazards, exactly what levels of performance are required from its buildings and lifelines? In fact, Mieler explains that performance levels established by modern building codes reflect choices that balance the desire to minimize initial construction costs with the need to ensure adequate levels of safety for the building’s occupants [BSSC 2009]. From a resilience perspective, this performance objective, when aggregated across a community’s entire building stock, can impede recovery after an earthquake. He developed a set of performance targets for important systems such as hospitals, schools, etc.

Bruneau et al. [2003] stated that the actual or potential performance of any system can be measured as a point in a multidimensional space of performance measures. Over time, performance can change, sometimes gradually, sometimes abruptly. Abrupt changes in performance occur in the case of disastrous events like a major earthquake. The performance of a system over time can be characterized as a path through the multidimensional space of performance measures. They defined a measure, which varies with time, for the quality of the infrastructure of a community. Specifically, performance can range from 0% to 100%, where 100% means no degradation in service and 0% means no service is available. If an earthquake occurs at time $t_0$, it could cause sufficient damage to the infrastructure such that the quality is immediately reduced. Restoration of the infrastructure is expected to occur over time until time $t_1$, when it is completely repaired.

Zhu and Frangopol [2014] defined the probability of a bridge experiencing different performance and functionality levels (e.g., one lane closed, all lanes closed). Inspired by the Federal Highway Administration [FHWA 2010] and ATC-13 [1999], they modeled the restoration process of bridge functionality by a normal cumulative distribution function corresponding to each bridge damage state considered. Recovery functions are highly dependent on their associated damage states. For example, a bridge categorized in a severe damage state may need more time to be restored to its full functionality compared to a bridge slightly damaged.

Padgett and DesRoches [2007] conducted analogous research to assess the probability of meeting various damage states expressed in terms of restoration of functionality and, subsequently, facilitate the refinement of component limit-state capacities for analytical fragility curve development of bridges. Padgett’s research was limited to gathering information relating bridge damage to functionality by soliciting expert opinion. The FEMA-funded ATC-13 project recognized the need for this type of data in California and data on loss of function and restoration
time for lifeline facilities was collected [ATC 1985]. One of the results of the damage-
functionality survey was to quantify the probability of having a given restoration function or
capacity over time. Padgett then developed fragility curves indicating the probability of the
bridge being damaged beyond a given state for various levels of ground-motion intensity.

Yavari et al. [2010] introduced a methodology for anticipating the post-earthquake
functionality of hospitals in a region. He defined performance levels for interacting systems
(structural, nonstructural, lifeline, and personnel) in a hospital, and then probabilistically
modeled them using damage data from past earthquakes. He proposed four potential
functionality classes: fully functional (FF), functional (F), affected functionality (AF), and not
functional (NF). Next, he proposed an overall measure of hospital functionality and related this
overall performance to that of the interacting systems.

Cimellaro et al. [2010a] defined functionality of a hospital as the combination of a
qualitative functionality related to the quality of service (QS) and a quantitative functionality that
is related to losses in the healthy population. The qualitative functionality is related to the QS
and can be defined using the waiting time (WT) spent by patients in the emergency room (ER)
before receiving care. The WT is the main parameter used to evaluate the response of the
hospital during normal and hazardous event operating conditions.

The quantitative functionality is considered when the maximum capacity of the hospital
is reached. In this condition, the hospital is not able to guarantee a normal level of QS because
the main goal now is to provide treatment to the most number of patients. In this case, the
number of patients treated is a good indicator of functionality. Previously, Holmes and Burkett
[2006] suggested classifying structural and nonstructural damage into different levels: None,
Minor, Affecting Hospital Operations, and Temporary Closure. They used historical data on
seismic vulnerability of hospitals to define performance levels, but they didn’t take into account
the role of personnel.

Formerly Nuti and Vanzi [1998] had synthetically defined the performance of hospital
facilities as the time elapsed before a casualty is treated. The efficiency of the system is
measured in terms of the mean distance for persons injured by the earthquake to be treated and
by damage to the system. Their model aimed at minimizing the distance covered by each
earthquake victim to reach a hospital. This calculation was then used to determine possible
retrofitting strategies and to evaluate the effect of different post-earthquake emergency measures.

Jacques et al. [2013] presented a standardized methodology to analyze the impact of
disasters on the functionality of healthcare systems. They developed a survey tool that collects
field data on the performance of critical building systems and infrastructure, assesses the impact
of system and infrastructure failure on the ability of hospitals to keep functioning, and provides
data that can enhance existing and future tools to assess the performance of healthcare facilities.
The survey assumed that hospital functionality is dependent on the physical infrastructure (e.g.,
continued functionality of electricity and water) and human infrastructure (e.g., reporting of
healthcare providers as well as support staff). They created an event tree of hospital services
based on lessons from seismic events (Bío-Bío, Baja California, and Christchurch earthquakes of
2010 and 2011); the event tree traces the failure or reduction of different hospital services
examined.
7.2.3 Fragility Functions

Shinozuka et al. [2000] define fragility curves as functions that represent the probability that a given structure’s response to various seismic excitations exceeds performance limit states. As such, fragility curves are a measure of performance in probabilistic terms. Fragility curves can be generated using actual damage data collected from existing structures that have already been subjected to earthquake loads. As these are scarce and rarely available for the areas of interest, the data is usually obtained from computational simulations [Koutsourelakis 2010].

In the current state-of-art, fragility functions describe the conditional probability that a structure, a nonstructural element or in general a system, will exceed a certain damage state, assuming a certain demand parameter (e.g., story drift, floor acceleration, etc.) or earthquake intensity level [e.g., peak ground acceleration (PGA), peak ground velocity (PGV) or spectral acceleration ($S_a$)] is reached. Usually, fragility functions take the form of lognormal cumulative distribution functions, having a median value $\mu$ and logarithmic standard deviation, $\beta$ [Porter et al. 2007]. According to Baker et al. [2011], the probability of collapse at a given $S_a$ level, $x$, can be estimated as the fraction of records for which collapse occurs at a level lower than $x$. A lognormal cumulative distribution function is often fit to this data, to provide a continuous estimate of the probability of collapse as a function of $S_a$.

Kafali and Grigoriu [2005] measured seismic performance using fragility surfaces instead of fragility curves. A fragility surface is the probability of system failure as a function of moment magnitude and site-to-source distance, consequences of system damage and failure, and system recovery time following seismic events. They used a Monte Carlo simulation and crossing theory of stochastic processes to calculate fragility surfaces for different limit states [Kafali and Grigoriu 2005].

Up until now, most of the studies on fragility curves focused on building and developing fragility functions using data from nonlinear dynamic structural analysis. There are a number of procedures for performing nonlinear dynamic structural analyses to collect the data for estimating a fragility function. One common approach is incremental dynamic analysis (IDA), where a suite of ground motions are repeatedly scaled in order to find the intensity measure (IM) level at which each ground motion causes collapse [Vamvatsikos and Cornell 2002; FEMA 2009]. A second common approach is multiple stripes analysis, where analysis is performed at a specified set of IM levels, each of which has a unique ground-motion set [Jalayer 2003].

In this work, the procedure to calculate the probability of exceedance is different from the usual method: the data taken into account to build RFFs are related to the performance of the ED during an extreme event when a certain damage state occurs. The procedure to estimate the parameters and the use of a lognormal cumulative distribution function to fit the data are similar to the methodology presented by Baker [2014]. The recovery functions are computed for three different damage states (DS), no damage, moderate damage, and complete damage. For each DS, a characteristic restoration curve is defined.

7.3 DEFINITION OF RESTORATION FRAGILITY FUNCTION

Presented herein is a procedure for building fragility curves of restoration processes that can be adopted for resilience analysis. The RFF is the probability of exceedance of a given restoration
curve \((rf)\) when a certain damage state \((DS)\) occurs for a given earthquake intensity measure \(I\). The general definition of RFF based on earthquake intensity \(I\) is given by:

\[
RFF (i) = P \left( RF_j \geq rf_{DS} \mid DS = DS_1, I = i \right)
\]

(7.1)

where the \(RF_j = j^{th}\) restoration function; \(rf_j = \) restoration function associated to a given damage state \(DS\) \((1,2,\ldots n)\); \(I\) is an earthquake intensity measure, which can be represented by PGA, PGV, the pseudo velocity spectrum (PVS), the modified Mercalli scale (MMI), and \(I\), which is a given earthquake intensity value. The main difference between RFFs and standard fragility functions is that the RFF is correlated to a given \(DS\). In other words, the RFF is conditional on \(DS\) and \(I\), while standard fragility curves are only conditional on the intensity measure \(I\).

### 7.4 METHODOLOGY

The RFFs are evaluated using the experimental data of the restoration curves collected by the numerical analyses of the model considered. Different outputs can be considered, but in this specific case, the waiting time \((WT)\) spent by patients in the ER before receiving care is considered as an indicator of functionality [Cimellaro et al. 2010]. In particular, the following relationship has been used to define its functionality \(Q\):

\[
Q = \frac{WT_0}{WT}
\]

(7.2)

where \(WT_0\) is the acceptable waiting time in regular conditions when the hospital is not affected by a catastrophic event, and \(WT\) is the waiting time collected during the simulation process. When the \(WT\) is less or equal to \(WT_0\), the value of \(Q\) is equal to 1, meaning that the hospital’s functionality is at its maximum.

Different restoration functions \((rf)\) associated at different damage states have been chosen. Then, for each simulation, the probability of exceedance of a given restoration curve \((rf)\) has been calculated. The frequency of exceedance at a given instant is defined as

\[
f = \frac{N}{N_{tot}}
\]

(7.3)

where \(N\) is the number of times when the restoration curves exceed the restoration curve associated at a given damage state; \(N_{tot}\) is the number of simulations.

Finally, the probability of exceedance of a given restoration state is calculated by

\[
P_{ex} = \frac{\sum f_i}{T}
\]

(7.4)

where \(\sum f_i\) is the sum of the frequencies at each time instant, and \(T\) is the length of the simulation (e.g., \(T = 13\) days in the case study).

Finally, different methods to fit fragility curves are compared such as:

- MLE method: maximum likelihood method
- SSE method: sum of squared errors
7.5 CASE STUDY: THE MAURIZIANO HOSPITAL

The Umberto I Mauriziano Hospital shown in Figure 7.1 is used as a case study to show the applicability of the methodology. Located in Turin, Italy, the hospital stands out in the landscape of healthcare facilities in the Piedmont region as a medical facility; it provides both basic care and several areas of specialization. The hospital is located in the southeast part of the city, almost 3 km from downtown. It was built in 1881 and was bombed several times during World War II. This explains why several buildings have been rebuilt or added. Presently the hospital includes 17 units corresponding to different departments, covering an overall surface of 52827 m². Only the ED (building 17) has been modeled.

![Figure 7.1 Umberto I, Mauriziano hospital in Turin.](image)

7.5.1 The Emergency Department

A hospital’s ED is the most affected area of a medical facility in the event of a disaster. Emergency departments play a pivotal role in the delivery of acute ambulatory and inpatient care, providing immediate assistance request during 24-hour period post-event [Morganti et al. 2013]. Experience has shown that the effectiveness of rescue operations in the first 24 to 48 hours, and especially the capacity of the medical system, can considerably reduce the number of deaths [ATC 2002].

The ED is a complex and dynamic setting, with multiple interactions between patients, doctors, nurses, technicians, and different departments, and multiple patient paths to categorize [Anders et al. 2006]. Moreover, hospital EDs are also critical pressure points during disasters since their non-functionality might significantly impact the healthcare services and affect the recovery process.

The ED consists of an entrance area in which a procedure called "triage" is carried out, and four macro areas corresponding to the four different color codes that represent the severity of injury. In particular, these four color codes are red, yellow, green, and white. Red codes (emergency) identify patients with compromised vital functions, already altered or unstable whose lives are at risk. Yellow codes (urgency) are patients who are not in immediate danger of life but present a partial impairment of vital functions. Green codes (minor urgency) are patients that are not in critical condition; their lives are not at risk, and their injuries do not affect vital functions. White codes (no urgency) include all patients who do not have neither serious nor urgent problems and who do not really need to be in the ED, but their need of care could be
provided by a general doctor. This research used only those patients designated with yellow codes to develop RFFs.

Considering this classification, the ED is normally divided in four main areas but when the emergency response plan (ERP) is applied, the number of areas is reduced to three. This is because under emergency conditions white codes are sent to another facility outside the ED. Furthermore, under normal operating conditions, yellow- and green-coded patients share the same area and, consequently, treatment rooms. Under emergency conditions, the red-code area is located immediately in front of the ambulance entrance and contains two rooms where patients receive preliminary treatment. Parallel to this area is the yellow-coded area, which is composed of three treatment rooms. Separate from this zone, the green-coded area is situated perpendicular to yellow- and red-coded areas, and includes two treatment rooms. Each area is provided with waiting rooms where patients can stay before being treated. There are also a number of recovery rooms located inside the ED where patients can stay before being discharged or transported to another part of the hospital for extended recovery time; see Figure 7.2. To assess the impacts on the length of stay in the ED, a computer simulation model was developed that varies the number of the available treatment rooms relative to the seismic input.

![Figure 7.2 Emergency Department color-coded areas.](image)

### 7.5.2 Discrete Event Simulation Model

A discrete event simulation model (DES) of the ED was developed (Figure 7.3) using ProModel version 7.0, downloaded on February 15, 2014. In particular, different scenarios have been analyzed considering some structural damage to specific parts of the building due to a catastrophic event and variable patient arrival rates depending on the seismic intensity. Discrete event simulation models represent useful tools to test emergency-response plans under a rapid increase in the volume of incoming patients. Using discrete-event Monte Carlo computer simulations, hospital administrators can model different scenarios of the hospital to see how they compare to the desired performance [Morales 2011]. Moreover, DES model allows investigation and planning of the use of hospital resources [Šteins 2010].
Healthcare systems show multiple interactions between patients, doctors, nurses, technicians, different departments, and circulation patterns. Therefore, difficulty often exists in evaluating how each of these components can affect the whole system while taking into account all the multiple interactions. A healthcare system could be represented as a chronological sequence of events that occur at a definite instant in time and mark changes in the system. In this way, the end of each event marks the start of the next event. Testing the ERP requires identifying those factors that represent the quality of healthcare services and can best describe ED performance during a dramatic event. Different parameters can be used to evaluate the efficacy of emergency plans and, among these parameters, the most representative one is patient wait times (PWTs).

Several steps were taken to build a valid analytical framework. First, a generic simulation model of the ERP was developed taking into account the hospital resources, emergency rooms, circulation patterns, and patient codes. One hundred simulations were carried out using as input data the seismic arrival cycle.

### 7.5.3 Comparison between Emergency Response Plan and Normal Operating Conditions

An emergency plan consists of a number of procedures designed to respond to those situations where the standard operation procedures are not be able to provide essential health services. It was developed to assure adequate medical resources during an emergency for the maintenance of patient care and equipment, availability of treatment supplies, and appropriate interaction with others critical infrastructures. Generally, an ERP is activated when the number of ill or injured exceeds the normal capacity of the ED or the normal operations of multiple departments to provide the quality of care required. Its very nature means that it is impossible to test the effectiveness of an emergency plan before a disaster occurs.
This research analyzed two case scenarios. First, 100 simulations of the ED under normal operating conditions were carried out; next, another 100 simulations were conducted with the ERP applied. The output of the model is a record of PWTs that can be used to develop functionality curves for each case scenario. The ERP is considered effective if the PWTs obtained when the emergency plan is applied is significantly lower than the PWTs obtained under emergency conditions when the emergency plan is not active.

### 7.5.4 Input Data of the Model and Assumptions

The data input of the model are patient arrival rates under normal operating conditions; this data has been extracted by the hospital's register statistics. A 13-day simulation was conducted that considered the occurrence of a seismic event after two days of simulation. In order to simplify the model, it was assumed that the ERP was applied also in the first 2 days of simulation, even though the minimum required conditions for application were not satisfied. Considering that there are no experimental data available, the probability values entered for the construction of the model were obtained from interviews with the hospital’s medical staff. If the response of the medical staff were found not satisfactory, a probability of 50% was considered.

The ED can be characterized by the number of operating rooms, the number of resources (doctors, nurses, and healthcare operators), and the procedures available inside the different rooms, as well as the circulation patterns and the patient arrival rates. Patient arrivals in the ED vary from hour to hour and, in order to determine the patient arrival distributions, an arrival cycle was defined using data from the hospital’s register.

In order to take into account the increase of the patients flow due to a catastrophic event and the consequent crowding of the ED, a seismic input was considered. The data collected from a California hospital during 1994 Northridge, California, earthquake were used in the model to simulate the seismic event. Northridge’s arrival rate was selected because it is the only documented event to date [Stratton et al. 1996; Peek-Asa et al. 1998; and McArthur et al. 2000] where patient arrival rates have been collected. The pattern of the Northridge patient arrival rates is given in the work of Cimellaro et al. [2011]. Then the patient arrival rates was scaled to the seismic hazard in Turin using a procedure based on the MMI scale. An earthquake with a return period of 2500 years was considered, assuming a nominal lifespan for a building of strategic importance that is 100 years old according to the Italian seismic standards [NTC-08 2008].

The purpose of the research was to build RFFs of the ED. Therefore, the data collected was related to increasing seismic intensities. To study the effect of the seismic arrival rate on PWTs, an amplified seismic input was considered. The seismic arrival rate was amplified in order to analyze the sensibility of the ED towards the amplitude of the earthquake. Multiplicative scale factors ranging from 1.1 to 1.6 were used to amplify the input data. The factors ($\alpha$) used for the analysis are shown in Figure 7.4.
7.5.5 Simulation and Output of the Model

The simulation lasted twelve days and assumed that the first two days proceeded under normal operating conditions. These two days are needed in order to make the system stable and avoid any influence by initial conditions. A three-day period followed the normal operating conditions, which assumed that the ED was operating under emergency conditions determined using the scaled arrival rate calculated in the "seismic input" paragraph. After the seismic input, another eight-day period was run assuming normal operating conditions; this is because the system needs some time to return to its previous steady state before the earthquake occurred. The twelve-day-long simulation was run 100 times for each different scenario. Table 7.2 presents each different case scenario and the number of simulations that were conducted. Three different damage states (DS) were considered:

- DS=Fully operational/No Damage ($n=0$);
- DS=Moderate Damage ($n=1$);
- DS=Severe Damage ($n=2$);

where $n$ is the number of treatment rooms not functioning because they were damaged by the earthquake. The outputs of the model are the waiting time of each patient and the time instant in which the patient walks into the ED.
<table>
<thead>
<tr>
<th>Table 7.1</th>
<th>Case scenarios and the corresponding simulation number.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ED with Emergency Plan</strong></td>
<td><strong>ED in normal operating conditions</strong></td>
</tr>
<tr>
<td><strong>Fully operational/No Damage (n=0)</strong></td>
<td><strong>Fully operational/No Damage (n=0)</strong></td>
</tr>
<tr>
<td>α</td>
<td>number of simulations</td>
</tr>
<tr>
<td>1</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.1</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.2</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.3</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.4</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.5</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.6</td>
<td>100 simulations</td>
</tr>
<tr>
<td><strong>Moderate Damage (n=1)</strong></td>
<td><strong>Moderate Damage (n=1)</strong></td>
</tr>
<tr>
<td>α</td>
<td>number of simulations</td>
</tr>
<tr>
<td>1</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.1</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.2</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.3</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.4</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.5</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.6</td>
<td>100 simulations</td>
</tr>
<tr>
<td><strong>Severe Damage (n=2)</strong></td>
<td><strong>Severe Damage (n=2)</strong></td>
</tr>
<tr>
<td>α</td>
<td>number of simulations</td>
</tr>
<tr>
<td>1</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.1</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.2</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.3</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.4</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.5</td>
<td>100 simulations</td>
</tr>
<tr>
<td>1.6</td>
<td>100 simulations</td>
</tr>
</tbody>
</table>

### 7.6 HOSPITAL PERFORMANCE AND RESTORATION FUNCTIONS

Generally, the performance of a hospital under seismic hazard is quantified considering all its possible damage states. The performance of the ED is quantified within this work by mapping the current damage state to a value between 0 and 1.0. Assuming a certain damage state occurs in the hospital, different restoration functions (rfs) can be applied to the damaged structure to restore its functionality. However, the restoration functions (rfs) of the ED are highly dependent on their associated damage states. For example, an ED categorized in a severe damage state may need more time to be restored to its full functionality compared to an ED that is only slightly damaged; therefore some rfs have a higher probability of occurring with respect to others.
7.7 METHODOLOGY

7.7.1 Calculation and Definition of Functionality

The RFFs were evaluated using the experimental data of the restoration curves collected by the numerical analyses of the model considered. Different output can be considered, but in this specific case, the waiting time ($WT$) spent by patients in the ED before receiving care is considered as an indicator of functionality [Cimellaro et al. 2010]. In particular, the following relationship has been used to define its functionality $Q$:

$$Q = \frac{WT_0}{WT}$$  \hspace{1cm} (7.5)

where $WT_0$ is the acceptable waiting time under regular conditions when the hospital is not affected by a catastrophic event, and $WT$ is the waiting time collected during the simulation process. When the $WT$ is less or equal to $WT_0$, the value of $Q$ is equal to 1, meaning that the hospital’s functionality is at its maximum. Other procedures to define functionality can be used.

7.7.2 Smoothing Procedure

The functionality values obtained directly from the model’s outputs have been plotted with the program SigmaPlot 12.3. The data obtained from the model were subjected to a smoothing procedure via SigmaPlot 12.3. Smoothing is used to elicit trends from noisy data. This procedure is used when it is necessary to smooth data to remove high-frequency component or to resample observations. In this case, a local smoothing technique that computes the median of the values at neighboring points with a bandwidth method of the nearest neighbors was adopted. Figure 7.5 shows the functionality over time of 100 simulations considering a damage state of no damage ($DS=0$) subjected to an earthquake of magnitude VIII-IX.

![Figure 7.5](image)

**Figure 7.5** Restoration function ($DS = 0$) assuming an earthquake of magnitude VIII-IX obtained by a smoothing procedure of the output data from the model.
7.7.3 Restoration Functions and Damage State Definitions

Different restoration functions \( rfs \) associated with different damage states were calculated. Three different damage states (DS) were considered:

- DS=Fully operational/No Damage \((n = 0)\)
- DS=Moderate Damage \((n = 1)\)
- DS=Severe Damage \((n = 2)\)

where \( n \) is the number of treatment rooms not functioning because they were damaged by the earthquake.

Function \( Q(t) \) has been plotted for each damage state at different earthquake intensity measures. Figure 7.6 shows the \( rf \) for the three different damage states, assuming the occurrence of an earthquake of magnitude VIII–IX in the MMI. Two case studies were considered: the ED with and without an ERP.

![Figure 7.6](image)

**Figure 7.6** Restoration functions assuming earthquake of magnitude VIII–IX (the Emergency Department with the emergency plan applied).

7.7.4 Reference Restoration Functions

To calculate the probability of exceedance of a given \( rf \), it is necessary for comparison’s sake to define reference \( rfs \). Three \( rfs \) associated with specific damage states have been chosen to calculate the fragility restoration curve. The \( rfs \) chosen in this study refer to the functionality curve assuming no damage (RF0), moderate damage (RF1), and complete damage (RF2) for an earthquake of magnitude VI in the MMI. As shown in Figure 7.7, RF0 has a restoration time of one day, while RF1 and RF2 have restoration times of two days and six days, respectively. The restoration time \( t_r \) specifies how long the ED takes to recover from a disaster.
Figure 7.7  Restoration functions assuming earthquake of magnitude VI.

7.7.5 Frequency of Exceedance

Three different $rf$s of each damage state were compared for increasing values of seismic intensity measures with the ERP applied or under normal operating conditions. For each simulation, the probability of exceedance of a given restoration curve was calculated. The frequency of exceedance at a given instant is defined as

$$ f = N / N_{tot} $$  \hspace{1cm} (7.6)

where $N$ is the number of times when the restoration curve exceeded the restoration curve associated at a given damage state; $N_{tot}$ is the number of simulations. For each case scenario, damage state, and seismic intensity measure, the frequency over time was plotted. In Figure 7.8, the frequency of exceedance of the RRF RF0, for the damage state no damage, was plotted, and numerical results are presented for additional case studies.

Figure 7.8  Frequency of exceedance of reference restoration function RF0, no damage ($n = 0$).
7.7.6 Data Interpolation

One hundred simulations for each case study were conducted. The data obtained from the model were the time \( t \) at which a single patient arrived at the ED associated with PWTs before receiving care. In order to calculate the frequency of exceedance defined above, it was necessary to have at a given instant \( t \), 100 values of functionality \( Q(t) \) that could be compared to the value of the \( rf \) at the same given instant \( t \). A data interpolation function was used. According to Meijering [2002], interpolation is a procedure where an approximating function is constructed in such a way as to agree perfectly with the usually unknown original function at the given measurement points. It is a method of constructing new data points within the range of a discrete set of known data points. The interpolation function \( \text{interp1} \) of Matlab-r 2011b was used to interpolate the data.

\[
Q_{\text{new}} = \text{interp1}(t, Q_{\text{old}}, t_1, 'linear')
\]

where \( Q_{\text{new}} \) is the new value of functionality that has been interpolated; \( t \) is the time instant associated with the value of functionality; and \( t_1 \) is a new vector of time instants at which \( Q_{\text{new}} \) is evaluated.

7.7.7 Probability of Exceedance of a Given Restoration State

The probability of exceedance of a given restoration state has been calculated by

\[
P_{ex} = \frac{\sum f_i}{T}
\]

where \( \sum f_i \) is the sum of the frequencies at each time instant, and \( T \) is the length of the simulation (e.g., \( T = 13 \) days in the case study). The probability of exceedance has been calculated for increasing seismic intensities. Two different methods to fit fragility curves are compared:

- MLE method: maximum likelihood method
- SSE method: sum of squared errors

7.8 NUMERICAL RESULTS

As outputs of the model, the PWTs of the ED when the ERP was activated have been collected for different scenarios. Three different damage states (DS) were considered:

- DS=Fully operational/No Damage \((n = 0)\);
- DS=Moderate Damage \((n = 1)\);
- DS=Severe Damage \((n = 2)\);

where \( n \) is the number of treatment rooms not functioning because they were damaged by the earthquake.

For each DS, several simulations were conducted by changing the intensity of the seismic event using the methodology described above. The intensity was increased by means of scale
factors that multiplied the patient arrival rates. Three different restoration functions (RFs) were chosen as comparison. The functionality $Q$ of the ED was evaluated for increasing seismic intensities based on the MMI scale. In this case study, the MMI scale was adopted, but other parameters such as PGA, PGV, or $S_a$ can be used as well. Each graph shows different damage states:

- Emergency plan fully operational with $n = 0$, where $n$ is the number of treatment rooms not available because they have been damaged by the earthquake (Figure 7.9)
- ERP affected by moderate damage ($n = 1$) (Figure 7.10)
- ERP affected by severe damage ($n = 2$) (Figure 7.11)

As shown in the graphs, the functionality is reduced, and the recovery time increased when two treatment rooms are not operative. The functionality is also dependent on the seismic intensity. As the seismic intensity increased, the restoration curves reflect that the recovery time to return to their initial functionality increased. As shown in Figure 7.11 for higher seismic intensities, the functionality at the end of the simulation doesn’t reach the ideal value, showing that the ED has not totally recovered from the seismic event.

Three reference RFs associated with specific damage states were chosen to calculate the fragility restoration curve; in this study, they refer to the functionality curve assuming no damage (RF0), moderate damage (RF1), and complete damage (RF2). As shown in Figure 7.12, RF0 has a restoration time of 1 day, while RF1 and RF2 have restoration times of 2 days and 6 days respectively. The restoration time $t_r$ specifies how long the ED takes to recover from a disaster. The frequency of exceedance of the RFFs has been calculated for each case study. The frequency is plotted for each time instant. The results are shown in Figure 7.13 to Figure 7.21.

![Functionality curves as a function of seismic intensity, no damage ($n = 0$).](image)
Figure 7.10  Functionality curves as a function of seismic intensity, moderate damage ($n = 1$).

Figure 7.11  Functionality curves as a function of seismic intensity, severe damage ($n = 2$).
Figure 7.12 Restoration functions assuming earthquake of magnitude VI.

Figure 7.13 Frequency of exceedance of reference restoration function RF0, no damage \((n = 0)\).
Figure 7.14  Frequency of exceedance of reference restoration function RF1, no damage (n = 0).

Figure 7.15  Frequency of exceedance of reference restoration function RF2, no damage (n = 0).
Figure 7.16  Frequency of exceedance of reference restoration function RF0, moderate damage \((n = 1)\).

Figure 7.17  Frequency of exceedance of reference restoration function RF1, moderate damage \((n = 1)\).
Figure 7.18  Frequency of exceedance of reference restoration function RF2, moderate damage ($n = 1$).

Figure 7.19  Frequency of exceedance of reference restoration function RF0, severe damage ($n = 2$).
Figure 7.20  Frequency of exceedance of reference restoration function RF1, severe damage ($n = 2$).

Figure 7.21  Frequency of exceedance of reference restoration function RF2, severe damage ($n = 2$).
The RFFs for each damage-state scenario were calculated. The RFF is the probability that a given restoration function \( rf \) (Figure 7.12) is reached when a certain damage state occurs for a given earthquake intensity measure \( I \). In Figure 7.22–Figure 7.27 the probability of restoration is plotted. The lognormal cumulative distribution function is used to fit the data to provide a continuous estimate of the probability of restoration as a function of MMI. Described in Baker [2013], two different methods to fit fragility curves are compared:

- MLE method: maximum likelihood method
- SSE method: sum of squared errors

As shown in Figure 7.22–Figure 7.27, the two fitting methods produced similar results. In Figure 7.22 and Figure 7.23, the probability of exceedance of the \( rf \) RF0 increases with the increment of the MMI. For higher MMI, the probability of exceedance of RF1 reaches the probability of exceedance of RF0. In Figure 7.22 and Figure 7.23, the same behavior can be observed. Note that the probabilities of exceedance of RF0 and RF1 overlap. The RRF related to RF2 increases considerably with respect to the previous damage states. Figure 7.28–Figure 7.30 show the RFFs related to the ED without the ERP.

![Figure 7.22](image)

**Figure 7.22** Reference restoration function given DS = 0 (no damage) using MLE method (the Emergency Department with emergency response plan applied).
Figure 7.23  Reference restoration function given a DS=0 (no damage) using SSE method (the Emergency Department with emergency response plan applied).

Figure 7.24  Reference restoration function given a DS = 1 (moderate damage) using MLE method (the Emergency Department with emergency response plan applied).
Figure 7.25 Reference restoration function given a DS = 1 (moderate damage) using SSE method (the Emergency Department with emergency response plan applied).

Figure 7.26 Reference restoration function given a DS = 2 (severe damage) using MLE method (the Emergency Department with emergency response plan applied).
Figure 7.27  Reference restoration function given a DS = 2 (severe damage) using SSE method (the Emergency Department with emergency response plan applied).

7.9 COMPARISON BETWEEN EMERGENCY DEPARTMENT WITH AND WITHOUT EMERGENCY PLAN APPLIED

The probability of exceedance of a given restoration curve is higher without the ERP than when the ERP is applied. Therefore, the ERP can be considered effective since PWTs when the ERP is applied is significantly lower than PWTs without the ERP. However, the only exception is when the damage state is severe (DS = 2). In that case, the RRFs of both case scenarios mainly overlap.

7.10 COMPARISON BETWEEN SSE AND MLE FITTING METHODS

As can be seen in Figure 7.31–Figure 7.33, the two fitting methods produced very similar results. Table 7.3 compares the parameters estimated with MLE method and SSE method. Note that the values slightly differ from one another.

<table>
<thead>
<tr>
<th>Table 7.2 Number of simulations conducted: no damage.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RFF DS no damage</strong></td>
</tr>
<tr>
<td><strong>MLE</strong></td>
</tr>
<tr>
<td>$\varphi$</td>
</tr>
<tr>
<td>RF0</td>
</tr>
<tr>
<td>RF1</td>
</tr>
<tr>
<td>RF2</td>
</tr>
</tbody>
</table>
Table 7.3  Number of simulations conducted: moderate damage.

<table>
<thead>
<tr>
<th>RFF DS moderate damage</th>
<th>MLE</th>
<th>SSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ϑ</td>
<td>β</td>
</tr>
<tr>
<td>RF0</td>
<td>12.85</td>
<td>0.75</td>
</tr>
<tr>
<td>RF1</td>
<td>12.15</td>
<td>0.59</td>
</tr>
<tr>
<td>RF2</td>
<td>1.43E+07</td>
<td>6.09</td>
</tr>
</tbody>
</table>

Table 7.4  Number of simulations conducted: severe damage.

<table>
<thead>
<tr>
<th>RFF DS severe damage</th>
<th>MLE</th>
<th>SSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ϑ</td>
<td>β</td>
</tr>
<tr>
<td>RF0</td>
<td>5.24</td>
<td>0.43</td>
</tr>
<tr>
<td>RF1</td>
<td>5.23</td>
<td>0.44</td>
</tr>
<tr>
<td>RF2</td>
<td>6.62</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Figure 7.28  Reference restoration function given a DS = 0 (no damage) using MLE method (the Emergency Department without emergency response plan).
Figure 7.29  Reference restoration function given a DS = 1 (moderate damage) using MLE method (the Emergency Department without emergency response plan).

Figure 7.30  Reference restoration function given a DS = 2 (severe damage) using MLE method (the Emergency Department without emergency response plan).
Figure 7.31  Reference restoration function given DS = 0 (no damage) using MLE and SSE methods (the Emergency Department with the emergency response plan applied).

Figure 7.32  Reference restoration function given a DS = 1 (moderate damage) using MLE and SSE methods (the Emergency Department with emergency response plan applied).
7.11 REMARKS AND CONCLUSIONS

Presented herein a methodology for building restoration fragility functions (RFFs) that describe the probability of exceedance a given restoration curve associated with a given damage state. The restoration process is one of the most uncertain variables in the resilience analysis, therefore, it is necessary to consider it in probabilistic terms and introduce RFFs.

Restoration fragility functions can be a useful tool in defining resilience of a hospital network. For example, they can be used to estimate the restoration process of an ED as a function of the seismic intensity. The main difference between RFFs and a standard fragility function is that the RFF is correlated to a given damage state. In other words, RFFs are conditional on DS and $I$, while standard fragility curves are only conditional on the intensity measure $I$. The method has been applied to the model of an ED of an existing hospital during a crisis with and without an emergency response plan (ERP).

A discrete event simulation model (DES) of the ED was developed and patient wait times (PWTs) collected as output. The RFFs for three different damage states were developed. The MLE and SSE methods of estimation of the lognormal cumulative function parameters were compared, which showed similar results. The ERP was considered effective since the RFFs are significantly lower when the ERP is applied. However, the only exception is when the damage state is severe (DS = 2), because in that case the RRFs of both cases mainly overlap. Further studies could lead to the development of fragility restoration functions based on different resilience indicators beside PWTs, e.g., structural damage and economic losses.
8 Modeling the Interdependence of Lifelines at the Regional and Local Level with Temporal Networks

8.1 INTRODUCTION

Recent interest from both scientists and policy makers has focused on increasing community resilience and identifies lifelines as one of the most important areas to consider. Lifelines can be defined as critical infrastructure systems—network-structured and interdependent—that provide a reliable flow of services and goods essential to the economic, social, and political security of a community. Disruptive events like the 9/11 terrorist attack and the Fukushima Dai-chi nuclear disaster, along with high costs related to recovery and reconstruction phases, have highlighted the importance of this issue. Some examples are the creation of the U.S. President's Commission on Critical Infrastructure Protection and the European Program on Critical Infrastructure Protection. This increased government attention urges universities and research centers to increase efforts in the study and modeling of lifelines behavior to improve the resilience of communities.

Two of the most studied and analyzed features of lifelines are interdependencies and temporal effects. Critical infrastructure systems are not isolated but highly interdependent and mutually interconnected. The links among different networks increase the potential of cascading failures, which can bring to catastrophic amplification of the impact. In the case of large-scale failures, they destabilize the system’s environment, making it non-stationary and subject to temporal effects. Time-dependent analysis is required when temporal inhomogeneity matters and the sequence of event is important, which is usually the case in an emergency situation. If these aspects are ignored, system performance may be greatly overestimated. In the emergency response phase, these considerations become even more relevant because of the reduced period of time considered and of the density of events that populate it.

The aim of this work is to implement a temporal network approach in the civil engineering and the emergency management sector. First, we introduce the state-of-the-art and the features of lifeline systems. Second, we analyze and describe the methodology adopted for modeling a lifeline system in an effective and appropriate manner. Finally, this work is validated using a real case study.
8.2 MODELING TEMPORAL NETWORKS

Like many other networks, lifelines can change their characteristics and topology over time. Being critical systems, they are designed to be reliable even under stress, and in the best case scenario there are usually backup systems in place. To take into account the effect of time on networks, it is necessary to have a model capable of representing at every time step the current condition of the system.

The problem will be analyzed studying the connectivity of the system rather than the physical phenomena involved. First, a brief presentation of existing methods for evaluating the connectivity features of networks is introduced that focuses on the input-output inoperability method (IIM), an important methodology for evaluating cascading effects in a system. This system has some limitations; therefore, application of some of its methodology is utilized in conjunction with the development of a new methodology to model certain features, like the temporal variability of the topology. The suggested method is then compared to the probability risk assessment (PRA) method used for the analysis of critical sites. The results suggest running analyses at different scales of detail, from the regional level to the local level.

8.2.1 Existing Interdependence Models

This section groups and reviews the existing modeling and simulation approaches used for interdependence analysis. They are broadly categorized into six types: system dynamics-based models, network-based approaches, empirical approaches, agent-based approaches, and economic theory-based approaches. An analysis of each approach is conducted, highlighting the strengths and weaknesses of each approach [Ouyang 2014].

8.2.2 System Dynamics-Based Models

System dynamics-based approaches model the dynamic and evolutionary behavior of the interdependent lifelines by capturing important causes and effects under disruptive scenarios. System dynamics-based approaches use a top-down method to manage and analyze complex adaptive systems involving interdependencies. Feedback, stock, and flow are the basic concepts in this type of approach. Feedback loops indicate connection and direction of effects between the infrastructure’s system components. Stocks represent quantities or states of the system, the levels of which are controlled over time by flow rates between stocks. System dynamics-based approaches model the interdependent infrastructures using two diagrams: (1) a causal-loop diagram capturing the causal influence among different variables; and (2) a stock-and-flow diagram describing the flow of information and products through the system.

This type of approach has some weaknesses. First, as the causal loop diagram is established based on the knowledge of a subject-matter expert, it is also a semi-quantitative method. Thus, many parameters and functions in the models require calibration, which need a huge amount of data that is not easily accessed. Lastly, due to the difficulty to obtain relevant data, validation efforts usually consist of conceptual validation so there is relatively limited validation of the model. These weaknesses call for integrating other modeling approaches in a uniform analysis framework for overall decision support [Bush et al. 2005].
8.2.3 Network-Based Models

As already affirmed before, infrastructure systems can be described by networks where nodes represent different system components and links mimic the physical and relational connections among them. Network-based approaches model single examples of infrastructure by networks and describe the interdependencies by interlinks, providing descriptions of their topologies and flow patterns. Performance response of lifeline systems to hazards can be analyzed by first modeling the component failures from hazards at component level and then simulating the cascading failures at the system level [Patterson et al. 2007]. Depending on whether or not the particle flow is modeled, network-based studies are broadly grouped into topological models and physics-based models.

8.2.4 Empirical Approach

The empirical approach analyzes lifelines interdependencies according to historical events or disaster data and expert experience. Studies using this type of approaches can identify frequent and significant failure patterns, and quantify interdependence strength metrics to inform decision making. Historical interdependence incidents can be used to uncover the interdependence structures or relationships between critical infrastructures under extreme events, such as the 2011 Tohoku earthquakes in Japan. Establishing special databases from the incident reports and then analyzing the data can help identify the frequent and significant failure patterns. Usually, interdependency incident records are collected from newspapers, media reports, internet news outlets, official ex-post assessments, and utility owners and operators.

This type of approach has several weaknesses. First, due to the bias of reporting, there may exist underreporting of some frequent interdependence failures that may have significant impact. Second, scholars use different databases to collect failure data without a standardized data-collection methodology for interdependent critical infrastructure performance. Third, the reliance of the empirical approaches on previous failure records may not provide good predictions for new disasters. These weaknesses call for other modeling and simulation approaches for additional decision support [McDaniels et al. 2007].

8.2.5 Agent-Based Models

Agent-based approaches are an effective way to model critical infrastructure systems and the related decision-making process that characterize them during an emergency. These approaches adopt a bottom-up method and assume the complex behavior or phenomenon emerges from many individual and relatively simple interactions of autonomous agents. Each agent interacts with others, and its environment based on a set of rules that mimic the way a real counterpart of the same type would react. Most critical infrastructure components can be viewed as agents.

Agent-based approaches model the behaviors of decision-makers and the main system participants in the interdependent lifelines in order to capture all types of the interdependencies among lifelines by discrete-event simulations, provide scenario-based what-if analysis and the effectiveness assessment of different control strategies, and can be also integrated with other modeling techniques to provide more comprehensive analysis. However, this type of method has some weaknesses. First of all, the quality of simulation is highly dependent on the assumptions
made by the modeler regarding agent behaviors, and such assumptions may be difficult to justify theoretically or statistically. Then, calibrating the simulation parameters is a challenge due to lack of relevant data and the difficulty in modeling participant behaviors; detailed information about each critical infrastructure system is considered highly desirable by utilities managers [Bonabeau 2002].

### 8.2.5.1 Economic Theory-Based Models

Lifeline systems interdependence can be analyze through models of economic interdependencies. In the existing literature, two types of economic theories are employed to model lifelines interdependencies: input–output and computable general equilibrium [Rose 2005]. Inoperability input-output models can easily analyze how perturbations propagate among interconnected infrastructures and how to implement effective mitigation efforts. This model will be presented in detail in the next section. Computable General Equilibrium-based methods extend the capacities of the input-output methods, capture the nonlinear interactions among infrastructure systems, provide resilience or substitution analysis of single infrastructure and the whole economy, and are able to capture different types of interdependencies in a single framework. The weaknesses of these types of models are related to calibration and data acquisition [Partridge and Rickman 1998].

### 8.2.6 Input-Output Inoperability Method: Analysis

Developed by Haimes and Jiang [2001], the IIM model is an adaptation of the Leontief’s input-output (I-O) analysis of economic interdependencies [1986]. However, instead of focusing on the economic impact of a perturbation, the IIM proposed in this work is intended to simulate the propagation of risk of inoperability in the infrastructure sector.

Inoperability is defined by the authors as “the inability for a system to perform its intended function.” It is quantified by a value between 0 and 1, determined from considerations on the likelihood and the level of failure. When the inoperability of an element is 0 it means that it is working at the top of its potentialities; when it is 1, it is completely inoperative. These risks of inoperability are propagated between different networks following interdependency patterns. The equation describing the IIM is as follows:

\[
q = \left[ I - A \right]^{-1} \cdot c
\]  
(8.1)

where \( q \) is the damage vector that contains the inoperability values for the \( n \) infrastructures considered; \( A \) is a matrix that depicts the extent of interdependence between infrastructures and is the transpose of the adjacency matrix that describes the topology of the system; \( I \) is an identity matrix, and \( c \) is the scenario vector that includes the effects of the perturbation (e.g., natural disasters, man-made attacks, intrinsic failures, etc.) on each infrastructure.

The damage vector \( q \) is the output of the model and quantifies the level of inoperability of the infrastructures composing the system following a perturbation that propagates according to the topology described by the interdependency matrix, \( A \). Each element of this matrix quantifies the level of influence of the \( j \)th infrastructure on the \( i \)th infrastructure. They can be a value between 0 and 1, which is complete propagation of the scenario from \( j \) to \( i \), and 0, whereby there
is no propagation from $j$ to $i$. Thus, the $A$-matrix represents the probability of transferring inoperability across different infrastructures.

To give an example of how the IIM works, the case of a six-node network developed by Valencia [2013] is used, which will be referred to as Example 1; see Figure 8.1. This example is concerned with two networks: an electric network and a water network, which serve three buildings.

The hazard considered is infrastructure aging. To measure the impact of individual node decay across the network, the column summation of the damage vector $q$ of each node $i$ at each time $t$ is computed; see Figure 8.2. To calculate the decay score, we used the following equation:

$$dc_{-s_i}(t) = \sum_{j=1}^{j} q_i(t)$$

(8.2)

Figure 8.1  Graph representing Example 1 topology.

Figure 8.2  Component decay score for Example 1.
This approach, which was applied to a complex infrastructure network, presents three severe limitations: (1) it does not take into account the redundancies of the system; (2) because it is a static model, it does not consider the temporal evolution of the system and does not account for temporal effects that can disrupt the system; and (3) its inputs and outputs are not user-friendly.

To address the limitation relative to redundancies, a simple solution has been implemented. Regard the topology of the system in Figure 8.1. If a new pump house is added in parallel to the first one, the network presents a redundancy, which will be referred to as Example 2. Figure 8.3 shows the new topology of Example 2. It is clear that the performance of the system is improved with respect to the previous case because both the pump houses can perform the same work, and their simultaneous failure is more unlikely than the failure of just one.

We expect that the impact of the water tower and the electrical source remains the same, while the impact of each of the pump houses decreases. If we compare the results obtained in Figure 8.4 in the case where there is only one pump for the system, we can see how the expected trends are not present. Electrical source and water tower $dc_s$ increase and the pumps decay score doesn’t change.
To solve the problems related to redundancies, probabilities of nodes in parallel can be combined properly. In the previous case, the $d_{c_s}$ of electrical source and water tower are increasing because the algorithm sees another node (the new pump) that needs to be operated as well. To avoid this, we introduce the Series-Parallel Vector:

$$SP = \left\{ \frac{1}{n_i}, \frac{1}{n_2}, \ldots, 1 \right\} \quad (8.3)$$

where $n_i$ is the number of nodes redundant of node $i$. After having expanded it to the $n$-dimension, it is possible to add it to the damage vector equation:

$$SP^* = SP \times [1 \ 1 \ldots 1]_{1 \times n} \quad (8.4)$$

$$q_i(t) = [I - A \cdot SP^*]^{-1} \cdot c_i \quad (8.5)$$

After this operation, the values of the electrical source and water tower return to the right values. In regards to the pumps, if we assume that failure of the two pumps is stochastically independent, the probability that both fail at the same time is given by:

$$P(A \cap B) = P(A) \cdot P(B) \quad (8.6)$$

Result of this implementation reflects the initial expectations about the effect of redundancy and is shown in Figure 8.5.

![Importance of single nodes - IIM](image)

**Figure 8.5** Comparison of decay scores of Example 1 and Example 2 using the implemented IIM.
Now that it is clear how the introduction of an additional pump can improve the performance of a system, it is necessary to introduce an index able to represent the performance of the entire system and not just single nodes. Thus, the system score is introduced. It is a dimensionless risk index that varies in the range $0 \leq \infty$ and expresses the rating of a system of infrastructures at a specific time $t$ it is defined as follows:

$$s_{sys}(t) = \sum_{k} \sum_{i} \frac{d_{c_{s_{k,i}}}(t)}{n^{0}_{t}}$$

(8.7)

where $k$ is the type of node (i.e., electrical sources, water towers, and pump houses). The final targets (i.e., buildings) are not considered when calculating the $s_{sys}$. A low value of $s_{sys}$ indicates that the system of infrastructure has low risk of failure at the target nodes, while a high value indicates high risk. A threshold separating the low-risk region from the high-risk region needs to be calibrated on the basis of the importance of the system and minimum acceptable performance.

Through this new index, a sensitivity analysis can be performed to establish which intervention better improves the performance of the system. A ten-building system is considered. Analyzed improvements are: (1) modification of the system into two smaller systems; (2) the introduction of redundant nodes; and (3) a plan of maintenance interventions.

As shown in Figure 8.6, the positive effects of the intervention is represented by the drastic lowering of the plateau of $s_{sys}$ in Figure 8.7. Studying the effect of applying the redundancy intervention of Figure 8.8 instead demonstrates how the plateau does not vary, but the $s_{sys}$ in Figure 8.9 decreases in the short-term segment of the function.

Comparing these two scenarios with the one obtained from planned maintenance interventions, it is clear that modification of the system is the best solution for the long term. In the short term, the addition of redundancies is very effective. Maintenance interventions have a relevant positive effect in both the short and the long term, and are probably the most feasible solution from an economic point of view. Results of the sensitivity analysis are shown in Figure 8.10.

Figure 8.6  Modification of Example 1 system.
Figure 8.7  System score before and after the modification intervention applied to Example 1.

Figure 8.8  Redundancy intervention applied to the Example 1 system.
Figure 8.9  System score before and after the redundancy intervention applied to Example 1.

Figure 8.10  Sensitivity analysis of interventions for risk mitigation on Example 1 system.
8.2.7 Modified IIM for Temporal Networks

Many extensions of the model have been proposed such as the Dynamic IIM (DIIM) and the Multi-Regional IIM (MR-IIM). However, the modified IIM model presented hereafter tries to overcome some of the limitations of the methodology proposed by Haines et al. [2005], while capturing the key aspects of infrastructure behavior during an emergency. A presentation of the theoretical framework of the model and then three different implementations of the IIM are presented below.

8.2.7.1 Topology formalization using graph theory

Graph theory has been used to model infrastructure networks. The geographical, topological, and flow information of a network can be represented with a graph $G(V, E)$, which is formed by a set $V$ of vertices, herein called nodes, and a set $E$ of edges. The definition of the nodes is dependent on the spatial scale of the problem considered, which might be an entire infrastructure (e.g., electric network, water network, or gas network) [Cimellaro et al. 2014], a sub-system (e.g., wind turbine), or even a unit (e.g., a gearbox of the wind turbine). Each node can be attributed with specific features such as hierarchy, resistance, and autonomy; edges do not have any features assigned in the proposed model, but they are oriented. The edges can link nodes to the intra-network (i.e., within a specific infrastructure) or to inter-networks (i.e., across different infrastructures). An inter-network represents the interdependencies described in the $A$-matrix. Instead of attempting to specify the likelihood and the degree of interdependency in the $A$-matrix, this model defines an inter-network link as Boolean, either 0 or 1. Thus, $a_{ij}$ values will be 0 if the $x$th node belonging to $i$th infrastructure is dependent on the $y$th node belonging to the $j$th infrastructure.

With respect to existing formulations, the concept of chains is introduced in the model. A chain is a sequence of nodes from one vertex to another using the edges. The chains of interest are those that connect a source (i.e., a node without inflows) to a sink (i.e., a node without outflows). The task of every source is to feed all the sinks of the network if the topology allows doing so. If it doesn’t, the source is called partial. An example of partial source is a photovoltaic plant on the roof of a building. This plant belongs to the general electric network of a city or a block, but it only feeds the building where it is located and not any other structure. It is assumed that every node of a chain must have at most one inflow edge, but it can have multiple outflow edges. This means that different supply lines exist in a critical infrastructure system. For example, besides the main supply line, backup lines exists that can substitute in case of failure or malfunction. Each of these chains can guarantee the operability of the network even though they are mutually exclusive.

The hierarchy of their operation is defined by the design of the infrastructure. There are two types of hierarchy. The source hierarchy corresponds to the rank of priorities for the entry into operation of the sources. The path hierarchy corresponds to the rank of priorities for the activation of different possible paths. It is assumed that source hierarchy is stronger than path hierarchy. This means that if the first chain fails, the network tries to maintain operation starting from the previous source that then inquires if new paths are available (if possible). If no other path is available for that source, then it skips to the next path. This theoretical framework and notation will be adopted while discussing methodology implementation to the IIM model.
8.2.7.2 Probabilistic Formulation of Inputs and Outputs

The proposed methodology modifies the IIM deterministic formulation in probabilistic terms because while the damage score just gives a snapshot of the cascading propagation of inoperability, it does not say anything about the final state of the network. The probability of failure of a single node is obtained by combining the natural hazard with the infrastructure vulnerability and refers to the status (fully operative or failed) of the node itself after the perturbation. Hereinafter, it will be called self-failure probability ($P_{sf}$) and will substitute for the scenario vector, $c$.

The hazard component is represented by an event vector $E_{n \times 1}$, where $n$ is the number of nodes in the system. At a given time $T$, every node will be disrupted by a natural event (e.g., earthquakes, tsunamis, fires, sabotage, etc.). The elements of the $E$-vector can be physical quantities such as the, $pga$, $pgv$, and $pgd$, earthquake magnitudes, height $hw$ of a tsunami wave, the megatons $Mt$ of an explosion, etc. These quantities can be different from node-to-node because infrastructures usually have a large spatial extension; see Figure 8.11(a).

By performing different simulations, using different $E$-vectors, it is possible to approach the problem in probabilistic terms. Each simulation has a weight, which corresponds to the probability of occurrence of the event of a certain magnitude that is directly taken from the hazard curves. The vulnerability component of each node is represented by the fragility curves, which define the probability of failure of each node depending on the type of hazard considered; see Figure 8.11(b). Thus, there are as many fragility curves for each node as the type of acting hazard. Only complete-failure fragility curves are used; intermediate damage levels are not considered at this stage.

The probability of failure $P_{sf}$ of a node under a specific event $E$ is obtained by inserting the value of the $E$-vector in the node fragility curve. Proposed by Valencia [2013], this approach of summing up the elements of the $q$-vector to obtain a final score to evaluate the interdependency performances has obvious limitations because they are not normalized to the dimension of the system (e.g., the longer will be the chain, the higher the score will be). Moreover, as pointed out previously, the index proposed by Valencia does not take into account the benefits provided by redundancies present in the infrastructure. In the modified IIM proposed, the probability of failure $P_f$ of every node is obtained by combining the $P_f$ with the cascading failure probability $P_{cf}$, which is transmitted by the upstream nodes and is calculated using a step-by-step approach that takes into account the ramifications of the system; see Figure 8.11(c). In other words, $P_f$ is the probability of failure of each node that is obtained as a result of all the disrupting events and the cascading propagation effects.
Figure 8.11 Flowchart of the probabilistic approach: (a) a network subjected to perturbation: (b) probabilities of failure of nodes are computed on fragility curves; and (c) propagation according to the topology of the network.

8.2.7.3 Multilayer Approach for Spatial Interdependency

The more intuitive approach for analyzing a system of infrastructure is solving each network separately and then considering their interaction. Infrastructure networks can be seen as layers that overlap each other and share some nodes presented in both networks, and are virtually connected by inter-infrastructure edges. It is said “virtually” because it is not a real physical connection. Let’s consider the network of Example 1. Operation of the element pump needs both electricity and water; therefore, it belongs to both the electric and water networks. By visualizing a layer, a single node will be projected in the two layers, and a virtual edge will link the two projections; see Figure 8.12.

The IIM model is incapable of dealing with different layers and adjacency matrixes. In fact, it needs to store the topology in one general matrix and considers the entire system as single network. This is because the IIM can only use square matrices, while the inter-networks matrices are usually rectangular. To overcome this limitation, Valencia [2013] suggested introducing the $I$-matrix. These are $n \times m$ matrices, where $n$ is the number of nodes of the $j$th infrastructure and $m$ the number of nodes of the $i$th infrastructure, which are dependent on the $j$th. The idea is to increase the values of $c$-vector of infrastructure $i$, by adding the $q$-vector computed for the $j$th network, as expressed in Equation (8.8):

$$c_{j \rightarrow i} = I_{j \rightarrow i}^T \cdot q_j + c_i$$  

(8.8)

Inserting the output of the first network into the input of the second dependent network is the correct approach for evaluating cascading effects. However, because this formulation starts from the same deterministic values as before, it cannot be considered satisfactory. The current method involves the combination of $P_{cfj}$ for upstream and downstream networks:

$$P_{cfj}^* = (I_{j \rightarrow i} \cdot P_{cfj}) \cup P_{cfi}$$  

(8.9)
where $P_{cf}^i$ can be considered cascading-failure probability that incorporates in the node all the information coming from upstream networks and upstream nodes of the current network that converge at a certain point.

This multilayer approach brings many benefits:

(i) It acknowledges the analysis and results of layers and interdependencies, and helps understand where criticalities are located and which are the tighter and more stressed inter-links. While the evaluation of single infrastructure is mature, the interdependency studies are still at a development stage and determining their connectivity is the real issue;

(ii) Moreover, including possibilities to each infrastructure manager running the model of a given layer and then controlling the interaction between the different layers at a higher level is closer to the professional practice adopted during an emergency response phase. A model that considers all the elements of the system simultaneously won’t be used in the real practice because none has the authority or expertise to manage all the data; and

(iii) In the end, the diffusion of informatics tools, like Geographic Information Systems (GIS), in both the emergency response and the risk planning sector suggests adoption of a unified methodology. The GIS platform has great potentialities, and it can be effectively used to organize input data and visualize outputs. Their relational databases are shaped with a layer structure that is in accordance with the one proposed above.

Figure 8.12 Example of layer subdivision for interdependent networks.
What has not been addressed yet is temporal dimension. Compared to the traditional static IIM the first add-on is the introduction of a timeline $\tau = \{t_0, t_1, t_2, \cdots, T\}$, where the range $t_0 \div T$ must be extended enough to include all the events and their effects. Time step $\Delta t$ of the elements of the $\tau$-vector represents the time necessary for the propagation of the events across the entire system. This means that if at time $\bar{t}$ a landslide overwhelms an electrical pylon before time $\bar{t} + \Delta t$, the pylon will fail, and the effect of this failure must propagate throughout all the system. Therefore, the transmission of information in the system is immediate. After having solved the system at the time $\bar{t}$, the final situation will be the initial condition at time $\bar{t} + \Delta t$. Given this timeline, it is clear that each event must be associated with a time of occurrence, and that the model must run at every time step.

Now the model is not stationary but is composed of temporal networks, denoted by $G(t) = G[V, E(t)]$. The $P_f$ of nodes changes over time in accordance with the sequence of events, including the existence of edges. Changes in the status of the nodes may result in changes in the topology of the system. For example, let us consider the node $V_a$, which is a water purification plant; the node $V_b$ is a water collection pit, and the node $V_c$ is an aqueduct. $V_c$ is usually fed by $V_a$ through the edge $E_{ac}$, but if $V_a$ fails, the edge $E_{ac}$ disappears and the edge $E_{bc}$ is activated. The active chain has shifted from $a \rightarrow c$ to $b \rightarrow c$.

From this example, it can be inferred that different chains of a network are not only spatial layers but also temporal layers. Although the multilayer approach was effective in modeling interdependencies among different networks, here the networks are mutually exclusive and not linked. The solution adopted is to pass from bi-dimensional matrixes to a tri-dimensional tensor notation. The topology of every network is now described by an adjacency tensor whose elements are $A_{x,y}(t)$. Each different temporal layer of the $A$-tensor represents a possible chain. The first in hierarchy is the ordinary supply line, while the others are backup lines. Figure 8.13 shows the three different possible functional configurations that the seven-node network examined can assume; this case will be referred to as Example 3.

To better understand which of the chains is active at time $\bar{t}$, the probability of occurrence of a specific configuration $P_{occ}$ is assigned to every layer; see Figure 8.14. This value determines if the layer is “on” ($P_{occ} = 1$), or if it is “off” ($P_{occ} = 0$), at the considered time step. In the current configuration, the condition for being “on” is that target nodes of the network do not fail and that configurations with higher degree of hierarchy are “off.” Transferring this concept in the probabilistic model means that values of $P_{occ}$ become probabilities of being active. The sum of the probability of occurrence of a network is $0 \leq \sum P_{occ} \leq 1$, and the value $1 - \sum P_{occ}$ represents the percentage of lost capacity of the network (LoC).
Figure 8.13  Tensor notation for a network. An adjacency matrix is associated with each of the possible and mutually exclusive configurations of the network.

Figure 8.14  Temporal variance of Operability Labels. Disruptive events tend to change their value and decrease the overall probability of operability ($\sum P_{occ}$).
Once it is determined how probable the activation of a chain is, it is useful to determine additional time effects. For example, let’s consider that the primary power source of a hospital is not working due to a blackout. The emergency power generator is activated to maintain the operability of the hospital, which is the target node. This UPS is fed by the fuel contained in a tank. Unless the time considered in the model is much smaller than the runtime of the tank, the unloading of the tank must be taken into account. The run out of autonomy of a node cannot be classified as an event, but its effects are well documented by various famous disasters. This work increases the importance of backup systems in lifelines because most backup sources have a capacity that can be considered limited in time. What emerges is that nodes can have temporal features—like the autonomy—that influence their status.

This temporal tensor notation has many advantages compared to static bi-dimensional of before:

(i) It is able to describe changes in the topology of the system that usually occurs after individual node failures;

(ii) The separation of chains in different layers allows computation of cascading failure responsibility of each node without considering the presence of parallel branches. The propagation of cascading effects is linear, and the results of each layer should be weighted with respect to the value of their operability label;

(iii) The $P_{occ}$ furnishes direct information on the activity of each chain and allows the evaluation of time-related effects, like autonomy;

(iv) It is possible to use the value $1 - \sum P_{occ}$ as an index for quantifying the loss of capacity of the network; and

(v) The possibility of varying the topology of the system provides an opportunity to add new layers to existing networks. For example, in the case of recovering the operation of a network, rescue teams can modify its path or add a new provisional source, adding a new layer in the tensor.

### 8.2.7.5 Comparison with Traditional IIM

Comparing the IIM with the modified IMM provides additional insight into the value of the suggested modifications. To evaluate the performance of the overall system, the system score $sys_{ss}$ was introduced. It is the sum of the terms of the $q$-vectors. Its weakness is that it doesn’t represent the circumstances at the target nodes, and that it needs a threshold to evaluate the level of risk; see Figure 8.15. The calibration of this threshold is problematic.

The modified IIM assesses the probability of failure, which don’t need to be interpreted, and furnish a precise and mathematical measure of the risk. In an evaluation of the performance of the system, it is possible to observe the $P_f$ functions of target nodes. Figure 8.16 shows the $P_f$ for the electric supply and the water supply of each building of Example 2. Note how easy it is to identify that their functionality is limited ($P_f = 1$) after 20 years; in Figure 8.15 this is not clear.
Figure 8.15  Performance of the Example 2 network, according to the IIM.

Figure 8.16  Performance of the Example 2 network according to the modified IIM.

Figure 8.17  Importance of nodes for the Example 2 network according to the IIM.
The component decay score, \( dc_s \), is a measure of the importance of single nodes in the network. This index does not consider the mutual effects of nodes in the network but multiplies the probability of self-failure \( P_{sf} \) for the number of nodes that are topologically located downstream; see Figure 8.17. Using the modified IIM instead, it is possible to determine the influence each node has on the final failure of target nodes. If we compute the probability of failure of target nodes of a system in both cases and that the node of interest is subjected to an event \( (P_{sf} \geq 0) \) and not \( (P_{sf} = 0) \), it is possible to obtain the curves shown in Figure 8.18. The difference between the two functions at each time step represents the effect that the node has on the entire system. The higher the difference, the most relevant is the damaging effect that the considered node propagates to the target nodes. If we plot this difference, we obtain the curves shown in Figure 8.19 and Figure 8.20.

Considering Example 2, results show that damage to a building’s electrical supply is much more relevant than damage to the electrical source. This is because fragility curves of buildings go to 0 more rapidly than the curves for the electrical source once buildings are down as no electric furniture will be available to users. If we conduct the same analysis for the water network, the results are the opposite. Here, the buildings are less important compared to the electrical network because the combination of probability of failure of electrical source, water tower, and pumps is higher than the probability of failure of the electrical source itself. This result would be totally unpredictable if the traditional IIM had been applied.

![Figure 8.18 Differences induced in the system by Pump 1 for Example 2 network.](image)
8.2.8 Probability Risk Assessment

After having introduced the modified IIM for lifeline networks, next we compare it to the PRA method, which regards specific critical sites. The aim is to determine if the modified IIM can model both regional-scale and local-scale networks. The PRA is a systematic and comprehensive methodology to evaluate risks associated with every life-cycle aspect of a complex engineered technological entity (e.g., power plant, facility, or spacecraft) from concept definition, through design, construction and operation, and up to removal from service. In a PRA, risk is characterized by two quantities: (1) the magnitude or severity of the adverse consequences that can potentially result from the given activity or action; and (2) by the likelihood of occurrence of the given adverse consequences. If the measure of the severity of the consequences includes the potential for the number of people injured or killed, risk assessment becomes a powerful analytic tool to assess safety performance. A PRA usually answers three basic questions:
1. What can go wrong with the studied technological entity, or what are the initiators or undesirable initiating events that lead to adverse consequences?

2. What and how severe are the potential detriments, or the adverse consequences that the technological entity may be eventually subjected to as a result of the occurrence of the initiator?

3. How likely to occur are these undesirable consequences, or what are their probabilities or frequencies?

The answer to the first question requires technical knowledge of the possible causes leading to detrimental outcomes of a given activity or action. Probabilistic risk assessment studies can be performed for internal initiating events as well as for external initiating events. Here, internal initiating events are defined to be hardware or system failures or operator errors in situations arising from the normal mode of operation of the facility. External initiating events are those encountered outside the domain of the normal operation of a facility. Initiating events associated with the occurrence of natural phenomena (e.g. earthquake, storms, etc.) are typical examples of external initiators.

The answers to the second and third questions are obtained by developing and quantifying accident scenarios, which are chains of events that link the initiator to the end-point detrimental consequences. Focusing on the third question, the answer is obtained by using Boolean logic methods for model development and by probabilistic or statistical methods for quantification of the model. Boolean logic tools include inductive logic methods like event tree analysis (ETA) and deductive methods like fault tree analysis (FTA). It is easy to confuse these two techniques. In fact, the two are complimentary and are often used together, but each technique focuses on opposite sides of an undesired event. Figure 8.21 shows how they fit together. A more comprehensive description of these methods is discussed below.

Probabilistic risk assessment studies require special but often very important analysis tools like human reliability analysis (HRA) and dependent-failure or common-cause analysis (CCF). Human reliability analysis models human error while CCF evaluates the effect of inter-system and inter-component dependencies that tend to cause significant increases in overall system or facility risk. The final result of a PRA is given in the form of a risk curve and the associated uncertainties, which is generally the plot of the frequency of exceeding a consequence value as a function of the consequence values [ICAO 2014].
8.2.8.1 Fault-Tree Analysis

The fault tree is a logic diagram based on the principle of multi-causality, which traces all branches of events that could contribute to an accident or failure. A fault-tree diagram is drawn from the top down. The starting point is the undesired event of interest, which is referred to as the “top event.” The process consists in determining in sequence the immediate contributory fault conditions leading to that event. These may each in turn be caused by other faults and so on. The difficulty in constructing a fault-tree diagram is determining the correct sequence of failure dependencies [NASA 2014].

8.2.8.2 Event-Tree Analysis

This is a complimentary technique to fault tree analysis (FTA) but defines the consequential events that flow from the primary ‘initiating’ event. Event trees are used to investigate the consequences of loss-making events in order to investigate ways of mitigating rather than preventing losses. The process for constructing an event tree analysis (ETA) is as follows:

1. Identify the primary event of concern.
2. Identify the controls that are assigned to deal with the primary event such as automatic safety systems, alarms on operator actions.
3. Construct the event tree beginning with the initiating event and proceeding through failures of the safety functions.
4. Establish the resulting accident sequences.
5. Identify the critical failures that need to be addressed.

There are a number of ways to construct an event tree. They typically use Boolean logic gates (i.e., a gate that has only two options, such as success/failure, yes/no, on/off). They tend to start on the left with the initiating event and progress to the right, branching progressively. Each branching point is called a node. Simple event trees tend to be presented at a system level and are not detailed [NASA 2014].
### 8.2.8.3 An Example of a Probabilistic Risk Assessment

To clarify what is a PRA and how FTA and ETA work, a simple numerical example is presented, referred to as Example 4. The aim is to determine the frequency over the course of a year of being late at work because of oversleeping. It is possible to construct a simple event tree model by defining an initiating event (i.e., it is a work day) and mitigating systems (i.e., an alarm clock and a backup person); see Figure 8.22. After having defined the initiating event frequency, the model is solved by the determination of branch probabilities, which may require constructing a fault tree; see Figure 8.23. As a convention for the ETA, the upper branches are considered that success has been achieved (green probabilities), while lower branches (the red probabilities) indicate an unsuccessful outcome.

![Event tree analysis of Example 4 to determine the probability of being late at work because of oversleeping over a year-long period (source: U.S. NRC).](image1.png)

![Fault tree analysis of the probability of failure of the alarm clock over a year-long period. The results of this analysis are used by the ETA of Figure 8.22 (source: U.S. NRC).](image2.png)
8.2.8.4 Limitations of PRA

In general, PRAs suffers from analytical limitations. The three main problems are:

1. It cannot account for the indirect, nonlinear, and feedback relationships that characterize many accidents in complex systems;
2. It does a poor job of modeling human behavior and their impact on known, let alone unknown, failure modes;
3. It is conceptually impossible to be complete in a mathematical sense in the construction of event trees and fault trees.

The modified IIM suggested in the previous subsection overcomes problems related to feedback relationships and rigorous mathematical formulation because it allows loops of interdependence and uses analytical relations described by the IIM constitutive equation. In the case of modeling human behavior, agent-based models can furnish more reliable simulations. In conclusion, a modified IIM for temporal networks that incorporates agent-based models to simulate human behavior is believed to be superior in determining the risk related to a system. Next, a comparison between a PRA and the modified IIM is presented.

8.2.8.5 Comparison with the Modified IIM

Even if inoperability and risk are similar measures to assess the performance of a system, no correlation between the IIM and PRA has ever been done. As already shown, the modified IIM for temporal networks can model infrastructure networks at a regional scale. It is also possible to apply it to analyze infrastructure networks at the local level.

One of the main advantages of the modified IIM is its ability to take into account the positive effect of redundancies in the system. Redundancies are computed in both the PRA and the modified IIM through the logic operator “OR.” Figure 8.24 shows how the tensor notation of the modified IIM is useful to this application.

Figure 8.25 compares the numerical results regarding Example 4. The example of the clock failure presented in Figure 8.23 is replicated with a simple 3-node network. A probability of self-failure, \( P_{sf} \), is applied to each node equal to the frequency of failure of the oversleeping example. With the IIM algorithm, inoperability is propagated in the network, and the result is given by the probability of failure \( P_f \). The result obtained with the two methods is identical. In conclusion, the combination of events and cascading effects done by the modified IIM follows the same logic approach of FTA and give the same results.

Finding a similar correlation between the modified IIM and the ETA is more difficult. The concept of sequences of events was not addressed by the traditional IIM and was introduced in the proposed implementation with the tensor formalism. The sequences referred to in the modified IIM are the occurrences of different configurations of the network. If an event tree refers to sequences of event that cannot be identified by the occurrence of a configuration, the modified IIM cannot obtain the same results if it starts with the same data. In conclusion, there are some event sequences that can be simulated through the suggested model and others that cannot.
If we look at the example of the oversleeping risk assessment and model it using the network of Figure 8.26, the events (see Figure 8.22) are not the success/failure of the three configurations of Figure 8.26, but the success/failure of single nodes. A modified IIM can compute conditioned probability of occurrence of every configuration but not the conditioned probability of single nodes.
If the event tree is structured in a way that every temporal sequence refers to the success/failure of a configuration of the system, the results obtained with ETA and modified IIM are the same. For Example 3, Figure 8.27 shows how the $P_{occ}$ and the $LoC$ are the same for both methods. An event sequence is acceptable if it is mutually exclusive from the others and if it represents the complete flow from the source to the sink, i.e., per the modified IIM. Because the probabilities present in the event tree of Example 4 are conditioned, they cannot be used as input in the modified IIM.

<table>
<thead>
<tr>
<th>①</th>
<th><img src="image1" alt="Configuration 1" /></th>
</tr>
</thead>
<tbody>
<tr>
<td>②</td>
<td><img src="image2" alt="Configuration 2" /></td>
</tr>
<tr>
<td>③</td>
<td><img src="image3" alt="Configuration 3" /></td>
</tr>
</tbody>
</table>

**Figure 8.26** Different configurations of a network simulating Example 4.

![Event Tree](image4)

<table>
<thead>
<tr>
<th>Event Tree</th>
<th>EARTHQUAKE AND TSUNAMI</th>
<th>CONFIGURATION 1 FAILS?</th>
<th>CONFIGURATION 2 FAILS?</th>
<th>CONFIGURATION 3 FAILS?</th>
<th>Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>39%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25%</td>
</tr>
</tbody>
</table>

![Modified IIM](image5)

**Figure 8.27** Comparison between the ETA and the modified IIM for Example 3.
8.3 CASE STUDY: LIFELINES SERVING A NUCLEAR POWER PLANT

Next we focus on lifeline systems serving critical sites by applying the proposed methodology to a nuclear power plant (NPP). Nuclear power plants are dependent on extended regional scale infrastructures, which can be analyzed using an IIM, but at the same time are strategic sites and have service plants at the local scale, which can be analyzed with a PRA. It will be shown that the modified IIM model can perform both a regional- and local-level risk assessment and that a separate PRA is not necessary.

This case study will use the 2011 Fukushima NNP disaster to illustrate the method. This disaster is one of the most complete examples of failure due to interdependence and temporal effects. After a brief presentation of the real event, a description and calibration of models adopted follows. Once the results of this analysis are presented, the proposed models are compared and followed by some general remarks.

8.3.1 The 2011 Fukushima Nuclear Power Plant Disaster

The 2011 Fukushima Daiichi disaster that followed the Tohoku, Japan, earthquake and tsunami was a serious indictment of safety engineering up to that point. The complexity of the events and of the system were not modeled accurately by risk planners; the cascading effects resulted in major damage to the NNP.

Figure 8.28 Photographs of the Fukushima nuclear power plant after the 2011 Tōhoku earthquake and tsunami.
8.3.1.1 Sequence of the Accident

The huge earthquake (Figure 8.29) and tsunami (Figure 8.30) that struck Japan’s Fukushima Daiichi nuclear power station on March 11, 2011, knocked out backup power systems that cooled the reactors at the plant, which caused three of them to undergo fuel melting, hydrogen explosions, and radioactive releases. Although radioactive contamination from the Fukushima plant forced the evacuation of communities up to 25 miles away and affected up to 100,000 residents, it did not cause any immediate deaths.

The Tokyo Electric Power Company (TEPCO) operates the Fukushima nuclear power complex in the Futaba district of Fukushima prefecture in northern Japan, which consists of six nuclear units at the Fukushima Daiichi station and four nuclear units at the Fukushima Daini station. All the units at the Fukushima complex are boiling water reactors, with reactors 1 to 5 at the Fukushima Daiichi site being of General Electric Mark I design; this design has been used for NNPs located in the U.S. The Fukushima Daiichi reactors entered commercial operation from 1971 (reactor 1) to 1979 (reactor 6). When the earthquake struck, Fukushima Daiichi units 1, 2, and 3 were generating electricity and shut down automatically. The earthquake caused offsite power supplies to be lost, and backup diesel generators started up as designed to supply backup power. However, the subsequent tsunami flooded the electrical switch-gear for the diesel generators, causing most AC power in units 1 to 4 to be lost. Because Unit 4 was undergoing a maintenance shutdown, all of its nuclear fuel had been removed and placed in the unit’s spent fuel storage pool. One generator continued operating to cool units 5 and 6.

The loss of all AC power in Units 1 to 3 prevented valves and pumps from removing heat and pressure being generated by the radioactive decay of the nuclear fuel in the reactor cores. As the fuel rods in the reactor cores overheated, they reacted with steam to produce large amounts of hydrogen, which escaped into Units 1, 3, and 4 reactor buildings and exploded (the hydrogen that exploded in Unit 4 is believed to have come from Unit 3). The explosions interfered with efforts by plant workers to restore cooling and helped spread radioactivity. Cooling was also lost in the reactors’ spent fuel pools, although recent analysis has found that no significant overheating took place.

Radioactive material released into the atmosphere produced extremely high doses of radiation near the plant and left large areas of land uninhabitable, especially to the northwest of the plant. Contaminated water from the plant was discharged into the sea, creating international controversy [CRS 2012]. A complete timeline of all the events occurring at Unit 1 is presented in Figure 8.31.
Figure 8.29  Shake map of the Eastern Japan Coast after Tohoku earthquake (source: Scawthorn [2011]).

Figure 8.30  Inundation map of the Eastern Japan Coast after Tohoku tsunami (source: Scawthorn [2011]).
8.3.2 Modeling the Nuclear Power Plant

Replicating what happened at Fukushima requires constructing models of the lifeline networks serving a generic NNP. This work does not specifically model the Unit 1 of Fukushima Daiichi NPP because data regarding this case study is not available. The aim is to model a NPP equipped with a Boiling Water Reactor (BWR) loosely based on Unit 1 at Fukushima. The topology and data regarding disrupting events affecting the system are like those of the Fukushima disaster, but parameters of the component of the system are generic and taken from literature.

8.3.2.1 Topology

The proper functioning of a NNP requires substantial infrastructure whose complexity is difficult to convey to people not in the industry. Focusing on the connectivity of these networks, it is possible to construct logic schemes while setting the topology of a model. The plant scheme furnished by TEPCO was used as a reference for building this model; see Figure 8.32.

This logic scheme considers the electric network, the water network, and the steam network. For the purposes of this analysis, the steam network has not been considered by itself, but it has been included with the water network. Cooling circuits are considered closed to prohibit the spread of radioactive substances. These loops have been modeled with one-direction links from the source to the reactor core. Apart from the water network, which is denoted as being part of the local/building scale, there is also the electric network, which expands from the regional scale to the local one. Although this lifeline is more important than the cooling plant, this case study made no distinction. Because the task is to run a performance analysis of all systems serving the reactor core, all components considered important for the success or failure of the reactor cooling have been modeled by nodes and connected following logical assumptions. Two different models will be presented. The first is a simplified version of the scheme of Figure
8.32; the second model is more detailed and is integrate to the physical infrastructures and emergency responders’ networks.

The simplified model shown in Figure 8.33 is composed of an electric and a water network. In order of priority, the sources of the electric network are the external electric network, diesel generators, and DC batteries. All these possible configurations converge into a power panel that then feeds the pumps of the ordinary water network. The source of this water network is the ocean, which is considered to have unlimited autonomy as does the external electric network. The first emergency cooling system is located in the Isolation Condenser (IC), which cools the steam coming from the reactor in a pool that doesn’t need electricity because the flow is gravity-driven. The high-pressure coolant injection (HPCI) system can cool the core in an emergency condition. It draws water from the condensate storage tank (CST) or from the suppression pool (SP), and injects it into the core form to reduce the internal pressure. Because the pump used by this system is steam-driven, it feeds automatically once the plant is started. Thus, we have three possible configurations for the electric network and four configurations for the water-cooling network.

The model above is too limited to apply to Fukushima Unit 1. Both the electric and the water networks connections are more complex than the one presented above. Starting from electric sources, the self-sustainment guaranteed by the NPP power plant is introduced, where all sources and relative paths feed particular target nodes but not all of them. For example, the ordinary cooling line is only fed by the NPP turbine and the off-site AC power, while diesel generators feed the residual heat removal (RHR) cooling system. The IC and HPCI systems, which were considered not dependent on electricity in the simplified model, are now indirectly dependent on it because their activation is performed by valves that can be remotely controlled only with a functioning electrical supply. The DC battery is responsible for functionality of these valves.

To better model possible human interventions on the system, three additional networks have been added: the telecommunication network, the transportation network, and the emergency service network. Some nodes and edges of these networks may not be active for certain periods of time. All the layers of these new models are interdependent as shown in Figure 8.34. The connections among nodes can be present at the regional scale (Figure 8.35), at the power plant scale (Figure 8.36), and at the reactor scale (Figure 8.37).
Figure 8.32  Scheme of the Unit 1 Fukushima Daiichi reactor (source: TEPCO [2012]).

Figure 8.33  Simplified model for lifelines serving a nuclear power plant.
Figure 8.34  Interdependent layers of the detailed model for lifelines serving a nuclear power plant.

Figure 8.35  Detailed model for lifelines serving a nuclear power plant at the regional scale.
Figure 8.36  Detailed model for lifelines serving a nuclear power plant at the power plant scale.

Figure 8.37  Detailed model for lifelines serving a nuclear power plant at the reactor scale.
8.3.2.2 Hazards

The hazards considered for the analysis are an earthquake and the tsunami. Intensities of these hazards are considered deterministic and taken from the real event. To fill in Table 8.1, nodes were classified according to their location and altitude. Figure 8.38 and Figure 8.39 show a plan and cross-section of the NNP used for this analysis. It is then possible to estimate through data obtained from shake and flow maps what is the intensity of the event for the considered node. To assemble the event matrix, $E$-vectors should be positioned at the correct time step. Time steps are defined in accordance with the timeline present in Figure 8.31.

Figure 8.38 Location of facilities at the Fukushima Nuclear Power Plant (source: TEPCO [2012]).

Figure 8.39 Path of inundation for the Fukushima Nuclear Power Plant (source: Ansaldo Nucleare [2013]).
### Table 8.1  Intensity of hazards for the nuclear power plant models.

<table>
<thead>
<tr>
<th>Node</th>
<th>Location</th>
<th>Altitude (m)</th>
<th>Earthquake PGA (g)</th>
<th>Tsunami depth of water (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPP Turbine</td>
<td>Turbine Building</td>
<td>10</td>
<td>0.469</td>
<td>6</td>
</tr>
<tr>
<td>AC Power Plant</td>
<td>Hinterland</td>
<td>&gt;50</td>
<td>0.415</td>
<td>-</td>
</tr>
<tr>
<td>AC Line</td>
<td>Hinterland</td>
<td>&gt;50</td>
<td>0.415</td>
<td>-</td>
</tr>
<tr>
<td>Off-site AC Power Panel</td>
<td>Turbine Building</td>
<td>10</td>
<td>0.469</td>
<td>6</td>
</tr>
<tr>
<td>Diesel Tank</td>
<td>NPP Apron</td>
<td>10</td>
<td>0.469</td>
<td>3</td>
</tr>
<tr>
<td>Diesel Generator</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>In-site AC Power Panel</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>DC Battery</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>Highway</td>
<td>Hinterland</td>
<td>&gt;50</td>
<td>0.415</td>
<td>-</td>
</tr>
<tr>
<td>Road</td>
<td>Hinterland</td>
<td>&gt;50</td>
<td>0.415</td>
<td>-</td>
</tr>
<tr>
<td>Local Firehouse</td>
<td>Hinterland</td>
<td>&gt;50</td>
<td>0.469</td>
<td>-</td>
</tr>
<tr>
<td>NPP Local Access</td>
<td>NPP Apron</td>
<td>10</td>
<td>0.469</td>
<td>3</td>
</tr>
<tr>
<td>Local Fire Engines</td>
<td>-</td>
<td>-</td>
<td>0.469</td>
<td>-</td>
</tr>
<tr>
<td>Regional Firehouses</td>
<td>Hinterland</td>
<td>&gt;50</td>
<td>0.415</td>
<td>-</td>
</tr>
<tr>
<td>NPP Regional Access</td>
<td>NPP Apron</td>
<td>10</td>
<td>0.469</td>
<td>3</td>
</tr>
<tr>
<td>Regional Fire Engines</td>
<td>-</td>
<td>-</td>
<td>0.415</td>
<td>-</td>
</tr>
<tr>
<td>Airtanker</td>
<td>-</td>
<td>-</td>
<td>0.415</td>
<td>-</td>
</tr>
<tr>
<td>NPP Operators</td>
<td>-</td>
<td>-</td>
<td>0.469</td>
<td>-</td>
</tr>
<tr>
<td>Control Panel</td>
<td>Control Building</td>
<td>10</td>
<td>0.469</td>
<td>6</td>
</tr>
<tr>
<td>Sea Pool</td>
<td>Wharf</td>
<td>4</td>
<td>0.469</td>
<td>5</td>
</tr>
<tr>
<td>Seawater Pump</td>
<td>Wharf</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Condenser</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>Condenser Pump</td>
<td>Reactor Building</td>
<td>10</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>RHR Sea Pool</td>
<td>Wharf</td>
<td>4</td>
<td>0.469</td>
<td>5</td>
</tr>
<tr>
<td>RHR Seawater Pump</td>
<td>Wharf</td>
<td>4</td>
<td>0.469</td>
<td>3</td>
</tr>
<tr>
<td>RHR Condenser</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>RHR Condenser Pump</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>IC Pool</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>IC Valve</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>Condensate Storage Tank</td>
<td>NPP Apron</td>
<td>10</td>
<td>0.469</td>
<td>3</td>
</tr>
<tr>
<td>Suppression Pool</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>HPCI Valve</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>HPCI Pump</td>
<td>Reactor Building</td>
<td>10</td>
<td>0.469</td>
<td>9</td>
</tr>
<tr>
<td>PCV</td>
<td>PCV</td>
<td>20</td>
<td>0.469</td>
<td>16</td>
</tr>
</tbody>
</table>
8.3.2.3 Parameters

In general, it is difficult to find reliable data of sensitive structures; in the case of NPPs, it has proved even more difficult. The lack of data available for Fukushima necessitated analyzing a generic NNP instead of a specific one. That said, by evaluating different sources, credible parameters were assigned to each component. Most of the earthquake and tsunami fragility functions were taken from ATC-13 [1985]. These data are old and generic but are still broadly employed in the absence of more reliable and updated sources, and provide damage probability matrices for structural/non-structural components based on expert opinion. Given that the goal of the analysis is to evaluate the performance of the systems, some assumptions about the level of damage of the component that caused its inoperability were made. Other earthquake fragility curves were taken from the ALA report [2001] and from the HAZUS database [FEMA, 2013]. Tsunami fragility curves are considered linear functions between two values obtained from the ATC-13 recommendations and consideration about the robustness of buildings. Autonomy curves were estimated to be step functions, where the step is located in correspondence with the nominal value indicated by Hitachi-GE [2011]. The figures below illustrate the fragility and temporal effects curves for the nodes of the water network. Similar functions were adopted for all the other networks.

![Fragility Curves Earthquake - Net. 5](image)

Figure 8.40 Earthquake fragility curves for the nodes of the water cooling network.
8.3.3 Analysis of the System

Having defined all the necessary input, it is possible to compute the various probability of failure of the systems. This section shows the results relative to the electric network and the water network of both the simplified model and the detailed model of the NPP. Analysis of other networks composing the detailed model are not reported because they are not directly comparable with the simplified model; however, they have been computed and influence the results of the water network presented. The results of the simulations are presented next and compared with the real event that occurred in Japan.
**8.3.3.1 Simplified Model**

In the simplified model, the earthquake is responsible for the shutdown of other power plants and the collapse of the AC transmission line; this implies the loss of off-site AC power, which represents the first configuration of the electric network. The electric network changes configuration, and the power supply is guaranteed to the water network. Other components suffer little damage.

The arrival of the tsunami wave drastically changes the situation. Tanks placed in the NPP apron are swept away as well as the sea pumps. Diesel generators and the ordinary cooling line are out of order. Batteries are damaged too, but there is no need of them anymore since pumps they were feeding have failed. The IC backup cooling system, which doesn’t need electricity because it is gravity-driven, is initiated and the probability of failure of the reactor core cooling is still close to 0.

Ten hours after the earthquake, the autonomy of the IC begins to decrease, and it is substituted by the HPCI system, which doesn’t need electricity because it is equipped with a steam-driven pump. As the probability of failure of the IC increases because of the failure of autonomy run increases, the probability of failure of the reactor core increases as well because it now relies solely on the HPCI system, which was potentially damaged by earthquake and the tsunami; see Figure 8.46, Figure 8.51, and Figure 8.53.

![Figure 8.43 Probability of self-failure of nodes of the electric network for the simplified model.](image-url)
Figure 8.44  Probability of cascading-failure of nodes of the electric network for the simplified model.

Figure 8.45  Probability of failure of nodes of the electric network for the simplified model.
Figure 8.46  Probability of occurrence of configurations of the electric network for the simplified model.

Figure 8.47  Loss of capacity of the electric network, for the simplified model.

Figure 8.48  Probability of self-failure of nodes of the water network for the simplified model.
Figure 8.49  Probability of cascading-failure of nodes of the water network for the simplified model.

Figure 8.50  Probability of failure of nodes of the water network for the simplified model.

Figure 8.51  Probability of occurrence of configurations of the water network, for the simplified model.
8.3.3.2 Detailed Regional- to Local-Scale Model

In the detailed model, the earthquake is also responsible for the shutdown of the NPP turbine and of the off-site AC power as AC transmission lines collapse. The loss of off-site AC power propagates the inoperability to the ordinary cooling configuration. Electricity is still provided by diesel generators that feed the RHR system and the control room. Damage caused by the earthquake to emergency cooling systems imply that although all of the first three backup lines have a probability of occurrence \( P_{occ} \neq 0 \), the most likely backup to be activated is the RHR.

After the tsunami, diesel tanks, CSTs, and seawater pumps are completely damaged. The access to the NPP is not possible because of the debris deposited by the wave. Rescuers have difficulty in accessing the plant and need time to restore functional access. The water network tries to switch to the IC and HPCI configurations, but to control their valves, DC power is needed. There is a low probability that this is available because the batteries have a relevant probability of failure; therefore, the loss of capacity sharply increases. After three hours, an IC
valve is manually opened, and cooling is provided by the IC until its autonomy runs out, resulting in a complete LoC; see Figure 8.64.

Figure 8.54  Probability of self-failure of nodes of the electric network for the detailed model.

Figure 8.55  Probability of cascading failure of nodes of the electric network for the detailed model.

Figure 8.56  Probability of failure of nodes of the electric network for the detailed model.
Figure 8.57  Probability of occurrence of configurations of the electric network for the detailed model.

Figure 8.58  Loss of capacity of the electric network for the detailed model.

Figure 8.59  Probability of self-failure of nodes of the water network for the detailed model.
Figure 8.60  Probability of cascading failure of nodes of the water network for the detailed model.

Figure 8.61  Probability of failure of nodes of the water network for the detailed model.

Figure 8.62  Probability of occurrence of configurations of the water network for the detailed model.
Next we ran a sensitivity analysis of results obtained applying the modified IIM to both the simplified- and the regional-scale model. The aim was to evaluate if additional detail would result in a more accurate results than those results obtained with a simple model at a certain time step. Typical in civil engineering design, a preliminary simple analysis is performed, which then is refined based on the results of the simple analysis. Here it is shown that in certain cases the level of detail is critical as it determined the sequence of events. Because the model’s topology and parameters were calibrated based on a real case study, it will be shown that in certain cases the level of detail is critical as it determined the sequence of events.

The events that occurred on March 11, 2011, at Unit 1 of the Fukushima Daiichi NNP are represented in the form of event trees. The red line indicates the sequence of events that took place. The probability of occurrence of these configurations is, of course, $P_{occ} = 1$, because it is the real scenario. For every network, tables compare the $P_{occ}$ obtained from the simple model.
and the detailed model with the real case study. The problem is analyzed at three different times; after the earthquake, after the tsunami, and before the arrival of the rescue operation at the NPP.

Figure 8.65 shows the status of the reactor at 14.46. A study of the event trees show how the actual configuration of the power network relied on diesel generators (Figure 8.67), while both the RHR and the IC cooling systems for the water network were active (Figure 8.68). The status of the electric network is well represented by both models (Table 8.2). For the water network, however, the simplified model considers all the power sources feeding the ordinary cooling line and the prediction is incorrect; see Table 8.3.

At 15.35, the second tsunami wave hit the NPP. Both the electric and water network lost their capacity because of damage to their nodes and cascading effects. Although the electric network is well represented by both models, only the detailed model fits results of the water network. The simple model lacks the presence of the IC valve, which in reality was closed and couldn’t be remotely activated. Thus, the cooling system of the simple model relies on the IC, while the IC valve in the detailed model was considered closed. Therefore, the probability of a loss of capacity is $\text{LoC} = 86.3\%$.

Figure 8.65 Post-earthquake situation at Unit 1, Fukushima Nuclear Power Plant (source: TEPCO [2012]).
Figure 8.66  Post-tsunami situation at Unit 1, Fukushima Nuclear Power Plant (source: TEPCO [2012]).

Figure 8.67  Event tree of the post-earthquake situation for the electric network at Fukushima.

Figure 8.68  Event tree of the post-earthquake situation for the water network at Fukushima.
Figure 8.69 Event tree of the post-tsunami situation for the electric network at Fukushima.

Table 8.2 Comparison of results for the electric network after the earthquake.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Probability of occurrence after the earthquake</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fukushima NPP</td>
</tr>
<tr>
<td>Self-generation</td>
<td>*(−/1)</td>
</tr>
<tr>
<td>Off-site AC power</td>
<td>*(1/2)</td>
</tr>
<tr>
<td>In-site AC power</td>
<td>*(2/3)</td>
</tr>
<tr>
<td>DC power</td>
<td>*(3/4)</td>
</tr>
<tr>
<td>Loss of Capacity</td>
<td>*(5/6)</td>
</tr>
</tbody>
</table>

* refers to (simplified model numeration / detailed model numeration)

Table 8.3 Comparison of results for the water network after the earthquake.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Probability of occurrence after the earthquake</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fukushima NPP</td>
</tr>
<tr>
<td>Ordinary cooling</td>
<td>*(1/1)</td>
</tr>
<tr>
<td>RHR cooling</td>
<td>*(−/2)</td>
</tr>
<tr>
<td>IC cooling</td>
<td>*(2/3)</td>
</tr>
<tr>
<td>HPCI cooling</td>
<td>*(3+4/4+5)</td>
</tr>
<tr>
<td>Loss of Capacity</td>
<td>*(5/6)</td>
</tr>
</tbody>
</table>

* refers to (simplified model numeration / detailed model numeration)
Table 8.4  Comparison of results for the electric network after the tsunami.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Probability of Occurrence after the tsunami</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fukushima NPP</td>
</tr>
<tr>
<td>Self-generation</td>
<td>-/-1</td>
</tr>
<tr>
<td>Off-site AC power</td>
<td>1/2</td>
</tr>
<tr>
<td>In-site AC power</td>
<td>2/3</td>
</tr>
<tr>
<td>DC power</td>
<td>3/4</td>
</tr>
<tr>
<td>Loss of Capacity</td>
<td></td>
</tr>
</tbody>
</table>

* refers to (simplified model numeration / detailed model numeration)

Table 8.5  Comparison of results for the water network after the tsunami.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Probability of occurrence after the tsunami</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fukushima NPP</td>
</tr>
<tr>
<td>Ordinary cooling</td>
<td>1/1</td>
</tr>
<tr>
<td>RHR cooling</td>
<td>-/2</td>
</tr>
<tr>
<td>IC cooling</td>
<td>2/3</td>
</tr>
<tr>
<td>HPCI cooling</td>
<td>3+4/4+5</td>
</tr>
<tr>
<td>Loss of Capacity</td>
<td></td>
</tr>
</tbody>
</table>

* refers to (simplified model numeration / detailed model numeration)

8.3.3.3.1  Before water injection by rescuers

Twenty-four hours after the earthquake, all the systems are down and the core is melting. Temporal effects bring both the simplified and the detail model towards the condition of LoC of
both networks. The detailed model is much more precise because it began from a more accurate situation post-tsunami.

**Figure 8.71** Event tree of the before water injection situation for the electric network at Fukushima.

**Figure 8.72** Event tree of the before water injection situation for the water network at Fukushima.

**Table 8.6** Comparison of results for the electric network before water injection.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Probability of Occurrence before water injection by rescuers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fukushima NPP</td>
</tr>
<tr>
<td>Self-generation</td>
<td>*(-/1)</td>
</tr>
<tr>
<td>Off-site AC power</td>
<td>*(1/2)</td>
</tr>
<tr>
<td>In-site AC power</td>
<td>*(2/3)</td>
</tr>
<tr>
<td>DC power</td>
<td>*(3/4)</td>
</tr>
<tr>
<td>Loss of Capacity</td>
<td>100 %</td>
</tr>
</tbody>
</table>

* refers to (simplified model numeration / detailed model numeration)
Table 8.7 Comparison of results for the water network before water injection.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Probability of occurrence before water injection by rescuer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fukushima NPP</td>
</tr>
<tr>
<td>Ordinary cooling</td>
<td>*(1/1)</td>
</tr>
<tr>
<td>RHR cooling</td>
<td>*( -/2)</td>
</tr>
<tr>
<td>IC cooling</td>
<td>*(2/3)</td>
</tr>
<tr>
<td>HPCI cooling</td>
<td>*(3+4/4+5)</td>
</tr>
<tr>
<td>Loss of Capacity</td>
<td>100 %</td>
</tr>
</tbody>
</table>

* refers to (simplified model numeration / detailed model numeration)

8.3.3.4 Considerations

The simulations show that although both models effectively reproduced the on-going situation for the electric network, results for the water network were mixed. The only difference between the two models for the electric network were the number of power panels and the split of the supply lines for the target nodes. Target nodes cannot propagate upstream, implying a null effect. In addition to this, the electric network is independent from all of the other networks, so enhancing details of other networks doesn’t influence it.

This was not the case for the water network because different sources of power feed different configurations of the water network. The add-on of valves helps to model the inoperability of certain configurations. The simulation with the simplified model proved unreliable. Some aspects of the model, such as the malfunctioning of the HPCI for uncertain reasons, was not well represented, but we should take into consideration the generic data adopted and the difficulty in modeling physical reactions, i.e., the destabilization of reactor bars and pressurization of the core. In conclusion, the detailed system modeled with a greater accuracy the timeline of events that took place at the Fukushima NPP.

8.4 REMARKS AND CONCLUSIONS

The operability of lifeline systems post-event is fundamental for the well-being of the community. Disrupting events and major failures of these systems are increasing in number because of the increment of hazards characterizing modern society. To reduce costs related to their failure and recovery, it is important to assess their vulnerability. The first step in addressing this issue to understand that it is not merely a question of analyzing and protecting single networks. Interdependencies and cascading effects play a major role. Interdependencies are not time independent. Various national and federal projects in the U.S. and other parts of the world are addressing this topic to better understand these dynamics and how to mitigate undesirable consequences.

For the analysis of performance, various types of model are commonly employed. Herein, we discussed the strengths and weaknesses of the Input-output Inoperability Method (IIM) developed by Haimes et al. [2005]. After having analyzed its potentialities and limitations, a new methodology was presented. This modified IIM contains three implementations of the
traditional IIM. At first, a probabilistic approach is adopted. The modified model incorporates hazard curves, fragility functions, and probabilities of failure, which are quantities much easier to combine and understand than the structure of the original IIM. The second departure was the adoption of a multilayered approach for modeling different interdependent networks. This allows a rapid and intuitive combination of an analysis run on separate networks, and at the same time highlights of the role of interdependencies in the dynamics of failure. The third and major implementation was the adoption of a tensor notation with the aim of taking into account the temporal dimension of the problem. The variable topology and the probability of occurrence of different possible and mutually exclusive configurations enabled the computation of temporal effects, i.e., the autonomy run out of certain nodes, thus providing useful information about the sequence of events disrupting the networks. This modified IIM provides reliability results that are comparable to those obtained performing a probability risk assessment.

The methodology has been applied to a real case study. Lifeline networks serving a nuclear power plant were modeled, from the regional scale to the local scale. To validate the model, the results were compared to the sequence of events that led to the 2011 Fukushima nuclear power plant disaster. A sensitivity analysis of the influence of the level of detail demonstrated that it is important to catch relevant connections among nodes and different networks. In regards to Fukushima, the results obtained using a simplified model were not reliable; however, the detailed model was a reasonably accurate fit with a relatively low approximation. In conclusion, it is possible to affirm that the modified IIM proposed herein provides reliable results in terms of the connectivity of the system. With the addition of tensor notation, it provides the same results as a PRA but begins from topological and fragility data instead of from logical considerations of the system.
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