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Center of Excellence for Risk-Based Community 
Resilience Planning

The National Institute of Standards and Technology 
(NIST) funded the multi-university five-year Center of 
Excellence for Risk-Based Community Resilience Planning 
(CoE, http://resilience.colostate.edu/), headquartered at 
Colorado State University, to develop the measurement 
science to support community resilience assessment and 
IN-CORE platform

http://resilience.colostate.edu/


What is IN-CORE?

• Measurement science is implemented on a 
platform called Interdependent Networked 
Community Resilience Modeling Environment (IN-
CORE)

• It incorporates a risk-based approach to decision-
making that enables quantitative comparisons of 
alternative resilience strategies. 

• On the platform, users can run scientific analyses 
that model the impact of natural hazards and 
resiliency against the impact on communities.



What is IN-CORE? 

Individual Hazards

Multiple and Competing Hazards

Long-term Resilience Assessment

Buildings

Transportation networks

Water & Wastewater networks

Energy networks

Communication networks

Social Systems

Economic Systems

Optimization Strategies

Centerville 

(EQ, Tornado)

Seaside, Oregon

(EQ, Tsunami)

Memphis, TN & MMSA

(EQ, Flood)

Joplin, Missouri

(Tornado)

Galveston, TX

(Hurricane: Surge, Waves, Wind)



IN-CORE v1.0.0 

• Released on Dec 20, 2019

• Source code at GitHub
• https://github.com/IN-CORE

• Mozilla Public License v2.0 (MPL-2.0)

• Conda packages
• https://anaconda.org/IN-CORE

• IN-CORE landing page
• https://incore.ncsa.illinois.edu/

https://github.com/IN-CORE
https://anaconda.org/IN-CORE
https://incore.ncsa.illinois.edu/


Architecture

Cloud Computing System
(Dockers + Kubernetes)

IN-CORE
Web Services

IN-CORE
Web Tools

pyIncore IN-CORE
Lab



Containers on Kubernetes

• Container (Docker): A container image 
is a lightweight, stand-alone, 
executable package of a piece of 
software that includes everything 
needed to run it

• Kubernetes is a container management 
system

• The technology brings us
• Automatic scaling corresponding to 

demands

• Portability – deployable to different cloud

• Streamline deployment from 
development and testing



pyIncore

• Python library (modules) for IN-CORE

• Three components
• Interact with IN-CORE web services
• Base classes for analysis and datasets
• Analyses

• pyIncore-viz 
• Visualization methods and utilities

• How to install
conda install –c in-core pyincore
conda install –c in-core pyincore-viz

• Documentation is available
• Jupyter notebooks with example analysis
• Technical reference documents

• Example: 
• https://nbviewer.jupyter.org/github/IN-CORE/incore-

docs/blob/master/notebooks/building_dmg.ipynb

pyIncore

https://nbviewer.jupyter.org/github/IN-CORE/incore-docs/blob/master/notebooks/building_dmg.ipynb


Currently Available Analyses

• Bridge damage

• Building damage

• Cumulative building damage

• Electric power facility damage

• Nonstructural building damage

• Tornado Electric Power Network 
(EPN) damage

• Pipeline damage

• Pipeline damage with repair rate

• Water facility damage

• Mean damage

• Monte Carlo failure probability

• Building functionality analysis

• Building Portfolio recovery

• Transportation recovery

• Housing unit allocation

• Population dislocation

• Joplin Computable General 
Equilibrium (CGE)

Two testbeds are available as Jupyter Notebook
More analyses will be added in near future



pyIncore Resources

• pyIncore
• GitHub: https://github.com/IN-

CORE/pyincore
• Anaconda: https://anaconda.org/IN-

CORE/pyincore
• General documentation: 

https://incore.ncsa.illinois.edu/doc/incore/p
yincore.html

• Technical reference documentation: 
https://incore.ncsa.illinois.edu/doc/pyincor
e/

• pyIncore-viz
• More capability will come in future release
• GitHub: https://github.com/IN-

CORE/pyincore-viz
• Anaconda: https://anaconda.org/IN-

CORE/pyincore-viz

https://github.com/IN-CORE/pyincore
https://anaconda.org/IN-CORE/pyincore
https://incore.ncsa.illinois.edu/doc/incore/pyincore.html
https://incore.ncsa.illinois.edu/doc/pyincore/
https://github.com/IN-CORE/pyincore-viz
https://anaconda.org/IN-CORE/pyincore-viz


IN-CORE Web Services

• RESTful Web Service 
Technology

• Database: MongoDB 

• Authentication service

• Data service
• Storing/managing datasets 

• Hazard service
• Storing hazard definitions
• Getting hazard value by 

location 
• Earthquake
• Tsunami
• Tornado
• Hurricane wind field

• DFR3 service
• Storing/managing fragility 

curve sets, damage 
functions, repair, recovery, 
restoration

• Matching inventory to 
fragility curve set

• Geospatial Viz service
• Generating geospatial 

map/layer images

• Semantic service
• Storing/managing definition 

of datasets
• Coming to next release

• Space service
• Creating content spaces
• Access control 

IN-CORE
Web Services



IN-CORE Web Services

• How to use IN-CORE Web 
Services
• Need to have a user account 

managed by NCSA identity 
management system 
• For authentication 
• For authorization (access control)

• Various ways
• RESTful web service clients
• Web browser
• pyIncore
• IN-CORE Web Tools (browsing 

only)

• Technical reference 
documentation is available

IN-CORE
Web Services



IN-CORE Web Services Resources

• GitHub: 
• https://github.com/IN-CORE/incore-services

• Technical reference documentation:
• https://incore.ncsa.illinois.edu/doc/api/

https://github.com/IN-CORE/incore-services
https://incore.ncsa.illinois.edu/doc/api/


IN-CORE Web Tools

• Lightweight web applications for IN-CORE Web Services

• Allows users to browse, search, and preview data from 
the service 

• Data browser
• Client to data service

• Fragility browser
• Client to DFR3 service
• Currently it shows fragilities 

• Hazard browser
• Client to hazard service

• Login with your account credential to access tools at
• https://incore.ncsa.Illinois.edu

IN-CORE
Web Tools

https://incore.ncsa.illinois.edu/


IN-CORE Web Tools Resources

• Access at 
• https://incore.ncsa.Illinois.edu

• GitHub: 
• https://github.com/IN-CORE/incore-ui

• General documentation:
• https://incore.ncsa.illinois.edu/doc/incore/webtools.ht

ml

https://incore.ncsa.illinois.edu/
https://github.com/IN-CORE/incore-ui
https://incore.ncsa.illinois.edu/doc/incore/webtools.html


IN-CORE Lab

• Customized JupyterLab

• Integrated environments for 
developing algorithms
• Menu items to access documentations, 

IN-CORE Web Tools
• Authentication (single-sign-on)

• Two ways to use IN-CORE Lab
• Locally (a docker image will be available)
• Online (JupyterHub at NCSA)

• Online version: 
• pyIncore is installed with all dependent 

libraries
• Includes popular python libraries such as 

Pandas, GeoPandas, Matplotlib, etc.
• Account and allocation policy are under 

development for public access

IN-CORE
Lab



Demo

• Note: how to sign up an account
• https://incore.ncsa.illinois.edu/doc/incore/account.html

• https://incore.ncsa.Illinois.edu
• Manuals

• Example Jupyter notebooks

• Two testbeds

• Web tools

• IN-CORE Lab

https://incore.ncsa.illinois.edu/doc/incore/account.html
https://incore.ncsa.illinois.edu/
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Thank You

• Center for Risk-based Community Resilience Planning
• http://resilience.colostate.edu/

• IN-CORE landing page
• https://incore.ncsa.illinois.edu/

• Source code at GitHub
• https://github.com/IN-CORE

• Conda packages
• https://anaconda.org/IN-CORE

• Support:
• Email: incore-dev@lists.Illinois.edu
• Documentation: tutorials, tips, and FAQ
• Webinars 
• Slack channel will be available soon

http://resilience.colostate.edu/
https://incore.ncsa.illinois.edu/
https://github.com/IN-CORE
https://anaconda.org/IN-CORE
mailto:incore-dev@lists.Illinois.edu

