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None of this would be possible without

leveraging six years of DOE capability building
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Challenges associated with sparse data for

empirical ground motion models persist

For many regions of interest, data

Observational ground motion ] _ ]
for large historical events does not exist

data is very limited
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Interest (and research efforts) continue to grow

in physics-based regional-scale EQ simulations

Deterministic, physics-
based computational
models

Regional domain
of interest

100’s of
kilometers

Massively parallel model
billions of zones




The PEER 2021 Pacific Rim Forum helped frame

a roadmap for utilization of simulated motions

PEER Pacific Rim Forum
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@ Polls

Host is sharing poll results

1. What would be most helpful in promoting the
utilization of simulated ground motions in your
research or professional practice?

Availability of a database of synthetic ground motions with  32%

open-access

Development of a rigorous acceptance criteria for synthetic 25%
ground motions

Better communication of the underlying models for ground  12%
motion simulation

Engineering design code guidance for the utilization of 28%
synthetic ground motions

Regulatory body / government agency acceptance of 4%
synthetic ground motions

Close

Attendees voted on

priorities /
#1

Availability of a
database of synthetic
motions with open-
access

#2
Engineering design
code guidance for
synthetic motion

utilization
#3 ‘/

Development of
rigorous acceptance
criteria for synthetic

motions



Two complementary projects on regional-scale

simulations are contributing to this roadmap

LBNL / LLNL EQSIM - Advanced workflow and GPU-based platforms for
regional-scale simulations of ground motions and infrastructure response
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PEER / LBNL SGDB - A framework for efficient data storage and fetching
for Performance Based Earthquake Engineering (PBEE) applications

Old - Spatially sparse measured motions ~ New - Spatially dense simulated motions
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The DOE Exascale Computing Project is driving

next generation GPU-accelerated computers

Year
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The DOE’s EarthQuake SIMulation (EQSIM)

application is purpose-built for exaflop systems

Geophysics > Engineering >

Regional-scale Geophysics ground motion Infrastructure response Infrastructure
domain simulations simulations demand / risk
(billions of zones) (thousands of stations)

What'’s the distribution of ground motions? What'’s the distribution of demand?
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Many advancements have been completed for

the SW4 geophysics wave propagation code

Improved physics, computational efficiency at 300 billion grid points

Surface topography scattering

Semi - stochastic
kinematic fault \ i
rupture model

 Ssae | Spatially correlated
- = _|stochastic fine-scale

geology

s
LT

— Adaptive curvilinear
grid near surface

— Adaptive Cartesian
grid at depth

Viscoelastic
rheological model
provides quality
factors for material
attenuation

Super grid 0 NN
dissipative boundary O\



EQSIM has implemented two options for

coupling geophysics and engineering models

Fixed base %

Weak

. Coupling

Fully coupled (DRM)

Strong
Coupling
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DRM allows representation of SSI, inclined

waves and nonlinear soft near-surface soils
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b) Engineering domain

Bounding Box DRM Boundary Soil Material
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Six years of effort has gone into developing

efficient fault-to-structure workflow

Geophysics

Regional
geophysics
model
Hundreds of billions
of grid points

ground motion
simulation

Surface
motions

Engineering risk

Engineering giore

compressed
near-surface
ground motions

Billions of stations
v Volume
motions
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EQSIM has substantially pushed the envelope

for regional simulation resolution and speed
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Creating the database

20 realizations
of a M7 Hayward
fault event
have been
generated
(Inter-event
variability example)
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There is LOTs to explore - intra-event variability

example showing site-specific building response

Magnitude 7 20 story streel frame Nevada fiber model
Hayward fault (fault-normal motions)
northern hypocenter @
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We are working on the acceptance of simulated

motions for the 20 Hayward fault realizations

1) Stress testing the EQSIM model — 7 small Hayward fault event simulations
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Spectral comparisons ground motion waveforms
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2) Evaluating the large events - 20 M7 Hayward fault realizations

Comparison to existing commensurate
ground motion data (near-fault sites < 10 km)

Spectral scatter - FaultNormal

Comparison to existing
empirical GMP equations

Spectral scatter - FaultParallel
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Simulation / data comparison based on the

seven small Hayward fault events (0-5Hz)

Allum Rock - My, 3.8 Berkeley 2011 - My, 4.0
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We are striving to make the simulated ground

motion database “familiar’ to PEER users

. . ) New - Spatially dense simulated motions
Existing - Spatially sparse measured motions for the San Francisco Bay Area

New Search . e
2 3 e )
FroT ey R
[eaphopaeterra sty P 50 -}
— e
et O bt - -
raq -

- N
ot H ilu}.{\».‘wm.m P = ) .,“u_«,.ﬁi
| .

. \ o |
A i )

Sparse ground motions from everywhere
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Key decisions - bifurcated (PEER / LBNL)

storage and fetching of large data is essential
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The design of the PEER - LBNL database
can ultimately support many use cases

geotechnical layer

—> Ground surface
motions
(Fixed base analysis)

—> Near surface
volume motions
(DRM utilization for
SSI and/or nonlinear
soil response)

—> In-column motions
(1D site response)

—> Outcrop motions
(1D site response)
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The database desigh schema must be scalable

to allow many realizations and larger M events

M7 Hayward realizations M7.5 San Andreas realizations

M7.0 Hayward
fault simulation
domain
M7.5 San Andreas
fault simulation
domain
kilometers kilometers
o ——— — p— p—
0 50 0 50
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Looking ahead

DOE supported PEER / LBNL simulated ground motion
workshop to discuss use cases, data structure and data
access (January 2024)

Completion of the assessment of the full suite of
simulated SFBA motions (initially 20 events Fmax 5Hz,
Vsmin 250m/s)

Build-out the data server at PEER (DOE funding support
for hardware and IT staff has just arrived)

Selected set of early users to test system software
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