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ABSTRACT 

Beginning with the Year 5 Research Program, PEER established a series of PEER Methodology 

Testbeds.  The testbeds are real facilities, inventories of facilities, or networks to which the 

PEER performance-based earthquake engineering assessment methodologies can be applied.  

The primary purpose of the testbeds is to assess the applicability of the methodologies and foster 

their refinement.  The testbeds serve supplementary purposes such as further focusing and 

integrating the research, promoting multi-disciplinary research interactions, emphasizing 

systems-level research, and involving interested earthquake professionals and decision makers. 

The testbed study documented in this report is concerned with a hotel building in 

Southern California for which the primary performance issues are (a) financial losses due to 

structural and nonstructural damage and (b) the probability of collapse, which will dominate the 

life-safety issue.  The building is an older reinforced concrete building representative of a class 

of buildings constructed in the 1960s in the western U.S.  Instrumental records and damage from 

past earthquakes make it suitable for verifying analytical models and simulation platforms, while 

its seismic deficiencies make it suitable for rigorous implementation of the assessment 

methodology.   

An attempt is made to illustrate how individual parts of a seismic performance 

assessment process can be executed in order to provide information that is needed downstream 

for decision making based on predicted performance.  What sets the illustrated process apart 

from presently employed engineering approaches is the explicit consideration of important 

uncertainties and their propagation through the performance assessment process.  The study did 

disclose that there are gaps in knowledge, tools, and data that need to be filled in order to permit 

widespread implementation of probabilistic performance assessment, but that the proposed 

methodology is sound and will lead to performance interpretations of much value in decision 

making and risk management. 
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1 The PEER Performance Assessment 
Methodology and Its Application to the Van 
Nuys Hotel Building 

Authors: H. Krawinkler, K. Porter  

1.1 BACKGROUND 

Since its inception in 1997, PEER has focused on the development of methodologies and tools 

for performance-based earthquake engineering.  Performance-based earthquake engineering 

(PBEE) implies design, evaluation, and construction of engineered facilities whose performance 

under common and extreme loads responds to the diverse needs and objectives of owners-users 

and society.  It is based on the premise that performance can be predicted and evaluated with 

quantifiable confidence in order to make, together with the client, intelligent and informed trade-

offs based on life-cycle considerations rather than construction costs alone.  So far, PEER has 

focused on methods of performance assessment, with due consideration given to the effects of all 

important uncertainties that enter the performance prediction process, from earthquake 

occurrence modeling to the assessment of earthquake consequences such as dollar losses or 

casualties. 

If it were not for uncertainties, the performance prediction process would be rather 

straightforward and would mimic what good engineering companies practice today.  Present 

practice is to describe the earthquake intensity deterministically at discrete hazard levels, develop 

a deterministic model of the structure, and predict, deterministically, response parameters such as 

story drifts, which are compared to deterministic limits (e.g., story drift ≤ 0.02) in order to judge 

adequacy of a design.  It is well established that uncertainties in each part of this process make 
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performance assessment so much more complex, but also so much more realistic.  The PEER 

PBEE methodology tries to face up to these complexities. 

Much of the PEER development effort has been directed towards individual parts of the 

complex process of probabilistic performance assessment.  It needs to be found out how the parts 

of this methodology fit together to make a whole that (1) leads to consistent, understandable, and 

repeatable end results, (2) has most of the important parts in place, (3) can be put in perspective 

with respect to presently employed engineering approaches, (4) can be implemented by the 

profession, and (5) can be interpreted by all stakeholders in an understandable manner that helps 

individuals and organizations to make informed decisions. 

1.2 OBJECTIVES AND SCOPE 

To address the aforementioned questions, PEER has created a testbed program in which different 

parts of the PBEE methodology have been applied, tested, and modified as needed, on several 

testbed structures.  In the building domain, two testbed structures have been utilized, one the UC 

Berkeley Science Building and the other the Van Nuys Hotel Building.  This report is concerned 

with the latter. 

There are many parts and variations to the PBEE methodology being developed in PEER, 

which is briefly summarized in Section 1.3.  The testbeds were selected so that their location, site 

condition, structural configuration, use, and decision impact differ to the extent that 

complementary parts of the PBEE methodology can be tested in the performance assessment 

process.  For the Van Nuys hotel building, the primary performance issues are dollar losses due 

to structural and nonstructural damage, and the probability of collapse that will dominate the life 

safety issue.  The building is a relatively old reinforced concrete frame building (built in the 60-

ies) but is located on firm soil and in an area in which near-fault ground motions are not 

prevalent.  On the other hand, the UC Berkeley Science Building is a relatively new frame 

structure, but is located in an area in which near-fault ground motions dominate the long return 

period hazard, and its use as a science building makes content performance the dominant 

behavior issue. 

For the Van Nuys hotel building the emphasis is on loss estimation and collapse 

prediction.  The seismic hazard and ground motion issues are relatively straightforward, and so 



 3 
 

are the soil-foundation-structure interaction issues.  The challenges are in the prediction of 

engineering demand parameters (EDPs), which are needed for damage assessment and collapse 

prediction, and on the loss estimation side in the need to develop damage state fragility functions 

and loss functions that permit rational loss estimation, considering structural and important 

nonstructural components and systems.  These issues will receive much attention in this report. 

In addition to testing the processes developed within PEER, engineering practitioners 

involved in the testbed project have compared the PEER methodology with current practice to 

identify strengths and development needs relative to other approaches.  This comparison should 

help to guide our research and ensure that it meets practitioner expectations and capabilities, and 

that the PEER methodology contributes materially to the value practitioners can offer to users 

and society.   

1.3 THE PEER PBEE METHODOLOGY 

The PEER performance assessment methodology has been summarized in various publications; 

the following ones serve as references for the interested reader: Cornell and Krawinkler, 2000, 

Krawinkler, 2002, Deierlein et al., 2003, Krawinkler and Miranda, 2004, Moehle and Deierlein, 

2004.  This summary discussion is concerned with performance assessment of buildings.   

The PEER performance assessment methodology is illustrated in Figure 1.1.  As shown 

in the figure, the methodology embodies four stages: hazard analysis (the quantification of the 

frequency and intensity of earthquakes and of the ground motions that represent the effects of 

earthquakes at a particular site), structural analysis (the quantification of the response quantities 

needed for loss, downtime, collapse and casualty evaluation [i.e., collapse analysis, shown 

separately in Figure 1.1, can be viewed part of structural analysis]), damage analysis (the 

quantification of damage states and their relation to response parameters), and the evaluation of 

losses, downtime and casualties, and their consequences for the owner and society. 



 4 
 

hazard model
λ[IM|D]

site hazard
λ[IM]

IM: intensity
measure,

e.g., Sa(T1)

Hazard
analysis

Characterize
frequency of

exceeding IM;
select

representative
ground motions

facility definition
D

D: Location &
Design

Define facility to
be analyzed:
structural and
nonstructural
components,

site conditions
and location

Structural
analysis

SFS model
p[EDP|IM]

structural
response
λ[EDP]

EDP : eng‘ing
demand param.
e.g., drift, accel.

Calculate
soil-found-struct.
response (EDP)
for each ground

motion

Damage
analysis

Fragility model 
p[DM|EDP ]

damage
response
λ[DM]

DM: damage
measure/state,
e.g., bar buckl’g

Calculate
damage

probability
distribution,

each
component

Loss/downtime
analysis

loss model
p[DV|DM]

performance
λ[DV]

DV: decision
variables

e.g., $ loss
downtime

Calculate repair
cost & other losses,
each component

& assembly

Coll./casualty
analysis

λcoll

Fatality rate

decision
making

D = OK?

hazard model
λ[IM|D]

site hazard
λ[IM]

IM: intensity
measure,

e.g., Sa(T1)

Hazard
analysis

Characterize
frequency of

exceeding IM;
select

representative
ground motions

hazard model
λ[IM|D]

site hazard
λ[IM]

IM: intensity
measure,

e.g., Sa(T1)

Hazard
analysis

Characterize
frequency of

exceeding IM;
select

representative
ground motions

facility definition
D

D: Location &
Design

Define facility to
be analyzed:
structural and
nonstructural
components,

site conditions
and location

facility definition
D

D: Location &
Design

Define facility to
be analyzed:
structural and
nonstructural
components,

site conditions
and location

Structural
analysis

SFS model
p[EDP|IM]

structural
response
λ[EDP]

EDP : eng‘ing
demand param.
e.g., drift, accel.

Calculate
soil-found-struct.
response (EDP)
for each ground

motion

Structural
analysis

SFS model
p[EDP|IM]

structural
response
λ[EDP]

EDP : eng‘ing
demand param.
e.g., drift, accel.

Calculate
soil-found-struct.
response (EDP)
for each ground

motion

Damage
analysis

Fragility model 
p[DM|EDP ]

damage
response
λ[DM]

DM: damage
measure/state,
e.g., bar buckl’g

Calculate
damage

probability
distribution,

each
component

Damage
analysis

Fragility model 
p[DM|EDP ]

damage
response
λ[DM]

DM: damage
measure/state,
e.g., bar buckl’g

Calculate
damage

probability
distribution,

each
component

Loss/downtime
analysis

loss model
p[DV|DM]

performance
λ[DV]

DV: decision
variables

e.g., $ loss
downtime

Calculate repair
cost & other losses,
each component

& assembly

Loss/downtime
analysis

loss model
p[DV|DM]

performance
λ[DV]

DV: decision
variables

e.g., $ loss
downtime

Calculate repair
cost & other losses,
each component

& assembly

Coll./casualty
analysis

λcoll

Fatality rate

Coll./casualty
analysis

λcoll

Fatality rate

decision
making

D = OK?

decision
making

D = OK?

 

Fig. 1.1  Overview of PEER performance assessment methodology 

The end of the process is a consequence analysis, which necessitates the quantification 

(in probabilistic terms) of variables that can be employed to judge consequences.  These 

variables are denoted as decision variables, DVs.  Examples are dollar losses, length of 

downtime, or number of casualties.  The task at hand is to compute these DVs, given that all 

relevant building systems, i.e., the soil/foundation/structure system as well as the nonstructural 

and content systems, are known and that sufficient information is available to quantify seismic 

input, structural response, damage, cost of repair, length of business interruptions (downtime), 

and the probability of collapse, which then needs to be related to the expected number of 

casualties.  In the assessment process the key issue is to identify and quantify, with due 

consideration to all important uncertainties, decision variables of primary interest to the decision 

makers.  The components of the assessment process can be briefly summarized as follows. 

Hazard analysis.  The first step is to calculate the seismic hazard, quantified here as the 

frequency with which specific values of a relevant scalar or vector intensity measure (IM) are 

exceeded.  If a scalar IM is used, such as the 5% damped spectral acceleration at the first mode 
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period, Sa(T1), the hazard usually is defined in terms of a seismic hazard curve.  The outcome of 

a probabilistic seismic hazard analysis (PSHA), which forms part of the input to structural 

analysis, is usually expressed in terms of a mean annual frequency (MAF) of exceedance of 

IM(s), i.e., λ(IM), as shown in the lower half of the first box of Figure 1.1.  A challenge that will 

be discussed in Chapter 3 is the selection of ground motions, which, when scaled to the selected 

IM, provide an efficient and sufficient means to represent the ground motion effects on the 

structure associated with the selected IM. 

Structural analysis.  Given the ground motion hazard, a vector of Engineering Demand 

Parameters, EDPs, (second box in Fig. 1.1) needs to be computed, which defines the response of 

the building in terms of parameters that can be related to DMs and DVs.  The EDP vector should 

include all parameters of relevance for damage and losses to the soil/foundation/structure system 

as well as to the nonstructural and content systems.  Interstory drift is an example of a relevant 

EDP.  Relationships between EDPs and IMs are typically obtained through inelastic dynamic 

analyses, which should incorporate, to the extent feasible, the complete structural, geotechnical, 

SFSI (soil-foundation-structure-interaction), and non-structural systems.  The outcome of this 

process, which may be referred to as probabilistic seismic demand analysis, can be expressed as 

p(EDP|IM), or more specifically as [ ]xIM|yEDPP =≥ , which is the probability that the EDP 

exceeds a specified value y, given (i.e., conditional) that the IM (e.g., Sa(T1)) is equal to particular 

value x.  When integrated over the appropriate IM hazard curve, the MAF of exceedance of 

EDP(s), i.e., λ(EDP), as shown in the lower half of the second box of Figure 1.1 is obtained. 

Damage analysis.  To close the loop, EDPs have to be related to the DVs of interest.  In 

most (but not all) cases an intermittent variable, called a Damage Measure, DM, has to be 

inserted between the EDP and the DV, simply to facilitate the computation of DVs from EDPs.  

A DM describes the damage and consequences of damage to the structure or to a component of 

the structural, nonstructural, or content system, and the term P(DM|EDP) can be viewed as a 

fragility function for a specific damage (failure) state (probability of being in or exceeding a 

specific damage state, given a value of EDP).  The DMs include, for example, descriptions of 

necessary repairs to structural or nonstructural components.  Section 5.2 and Appendix B 

summarize fragility functions of specific interest to this testbed study.  If the fragility functions 

for all relevant damage states of all relevant components are known, the DVs of interest can be 
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evaluated either directly or by means of cost functions that relate the damage states to 

repair/replacement costs. 

Loss analysis.  The goal of the loss analysis is to estimate the frequency with which 

various levels of performance are exceeded.  Performance can be parameterized via one or more 

decision variables (DV).  DVs are defined at the system level, such as total repair cost, number of 

casualties, or repair duration (sometimes called “dollars, deaths, and downtime”).  DVs can be 

expressed in terms of expected annual values (most meaningful for cost-benefit analysis), 

probability of exceeding certain intolerable levels (relevant to risk-of-ruin analysis and for 

purchasing insurance), or mean values conditioned on a meaningful scenario event.  In this 

testbed study, the DV of primary interest is dollar loss, with an additional focus on collapse 

probability (but without taking the step from collapse to casualties).  Only preliminary 

consideration is given to the downtime problem, which remains a challenge to be addressed in 

the future. 

The framework equation for performance assessment.  The aforementioned steps, 

which form the basis of performance assessment, can be expressed in the following equation for 

a desired realization of the DV, such as the MAF of the DV, λ(DV), in accordance with the total 

probability theorem: 

( ) ∫∫∫= )(IMdIMEDPdGEDPDMdGDMDVGDV λλ  (1.1) 

This equation, which often is referred to as the framework equation for performance 

assessment, suggests a generic structure for coordinating, combining and assessing the many 

considerations implicit in performance-based seismic assessment.  Inspection of Eq. (1.1) reveals 

that it “de-constructs” the assessment problem into the four basic elements of hazard analysis, 

structural analysis (demand prediction), damage analysis, and loss estimation, by introduction of 

the three “intermediate variables,” IM, EDP, and DM.  Then it re-couples the elements via 

integration over all levels of the selected intermediate variables.  This integration implies that in 

principle one must assess the conditional probabilities G(EDM|IM), G(DM|EDP) and 

G(DV|DM) parametrically over a suitable range of DM, EDP, and IM levels.   

In the form written, the assumption is that appropriate intermittent variables (EDPs and 

DMs) are chosen such the conditioning information need not be “carried forward” (e.g., given 

EDP, the DMs (and DVs) are conditionally independent of IM; otherwise IM should appear after 
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the EDP in the first factor.)  So, for example, the EDPs should be selected so that the DMs (and 

DVs) do not also vary with intensity, once the EDP is specified.  Similarly one should choose the 

intensity measures (IM) so that, once it is given, the dynamic response (EDP) is not also further 

influenced by, say, magnitude or distance to the source (which have already been integrated into 

the determination of λ(IM)) (Krawinkler and Miranda, 2004). 

The role of uncertainties.  The performance assessment process described herein would 

be routine were it not for the presence of uncertainties.  We identify the major sources of 

uncertainty in λ[DV], quantifying the contribution at each step from IM, GM, EDP, and DM to 

DV, considering propagation and correlation.  We identify the sources of uncertainty that are 

most significant in this situation, and those that can be neglected.  Of the major contributors, we 

identify opportunities for reducing uncertainty by additional data-gathering or by changes in 

modeling.  In other situations, such as a similar commercial building on liquefiable soil, a newer 

building, or a bridge, different sources of uncertainty may be more important.  The larger PEER 

effort will seek to categorize a variety of such situations and identify important sources of 

uncertainty in each.  

1.4 REPORT OUTLINE 

This report attempts to summarize, on hand of a testbed building, the implementation and testing 

of the PEER performance assessment methodology as performed by a team of researchers and 

practicing engineers.  The objective of the testbed studies was to exercise the methodology to 

illustrate its feasibility and to identify gaps in methodology, data, and tools.  This report is 

structured in keeping with this objective, and attempts to show the information flow throughout 

the execution of the performance assessment process.  Chapter 2 provides a documentation of 

relevant properties of the testbed building with a focus on the structural system.  Chapter 3 

summarizes case specific hazard analysis, which results in a quantification of relevant intensity 

measures, IMs, and of ground motion records that represent the “details” of the ground shaking 

hazard associated with various levels of IMs.  Chapter 4 illustrates how this hazard information 

is utilized to quantify the response of the building system in terms of engineering demand 

parameters, EDPs, that provide the link to downstream variables that ultimately result in 

probabilistic expressions of the seismic performance of the building articulated in terms of 
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decision variables, DVs.  The process of relating EDPs to DVs is illustrated in Chapter 5, using 

direct dollar losses as the primary DV.   

The primary aspect that distinguished the PEER performance assessment approach from 

presently employed engineering evaluation approaches is the explicit and rigorous treatment of 

aleatory and epistemic uncertainties in all phases of the performance assessment.  Issues 

associated with the identification, quantification, and propagation of uncertainties are 

summarized in Chapter 6, with various approaches for propagating uncertainties being 

contrasted. 

In Chapter 7 the aim is to relate the PEER assessment methodology to presently 

employed engineering practice.  Evaluation methods used in current practice are summarized, 

and a discussion is presented on the presently employed means of communicating performance 

to owners.  A FEMA 356 evaluation of the testbed building is illustrated and a conceptual FEMA 

356 rehabilitation design is documented for further use by PEER researchers.  The chapter 

concludes with an engineering assessment of the PEER PBEE methodology and a summary of 

the impediments the methodology may encounter in implementation in engineering practice. 

Chapter 8 addresses challenges that have to be addressed in order to make a reliability-

based seismic performance assessment methodology attractive to owners.  It points out the kinds 

of investment decisions an owner is faced with and what options he/she may choose for his 

property.  The conclusion is that the owner will favor a performance-based design over a code 

based design only if the advantages are clearly articulated and expressed in terms that fit into 

his/her investment decision vocabulary. 

The report concludes with four appendices, which provide a description of past 

earthquake damage in the testbed building (Appendix A), a compendium of fragility curves 

useful for the testbed building (Appendix B), a documentation of the loss estimation 

methodology implemented in Chapter 5 (Appendix C), and the process and results of a fatality 

survey following the 1999 Kocaeli (Turkey) earthquake, which was used to develop a fatality 

model for collapsed non-ductile reinforced concrete frame structures (Appendix D). 
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2 The Van Nuys Hotel Building 

Author: Keith A. Porter 

2.1 BUILDING DESCRIPTION 

This text summarizes the structural and architectural features of the Van Nuys hotel building as it 

existed just prior to the 1994 Northridge earthquake.  Additional information is provided in 

Appendix A. 

The testbed building is a 7-story, 66,000 sf (6,200 m2) hotel in Van Nuys, California, at 

34.221° north latitude, 118.471° west longitude, in the San Fernando Valley of Los Angeles 

County.  The building is located near the center of the map shown in Figure 2.1.  The building 

has been studied extensively, e.g., by Jennings (1971), Scholl et al. (1982), Islam (1996a, 

1996b), Islam et al. (1998), Li and Jirsa (1998), Trifunac et al. (1999).  To date, no researcher 

has assessed the seismic vulnerability of the building in terms of repair cost as a function of 

shaking intensity.   

The hotel was designed in 1965 according to the 1964 Los Angeles City Building Code, 

and built in 1966.  The building was lightly damaged in the M6.6 1971 San Fernando event, 

approximately 20 km to the northeast, and severely damaged in the M6.7 1994 Northridge 

earthquake, whose epicenter was approximately 4.5 km to the southwest (Figure 2.2).  After the 

1994 earthquake, the building was retrofitted with new reinforced concrete shear walls, but we 

examine it as it existed just before the earthquake.   

The architect/engineer designer is Rissman and Rissman Associates (1965).  In plan, it is 

63 ft by 150 ft, 3 bays by 8 bays, 7 stories tall.  The long direction is oriented east-west.  The 

building is approximately 65 ft tall: the first story is 13 ft, 6 in; stories 2 through 7 are 8 ft, 6 in. 

The ground floor, as it existed prior to the 1994 Northridge earthquake, contains a lobby, dining 
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room, tavern, banquet room, and various hotel support services.  Upper floors are arranged with 

22 hotel suites accessed via a central corridor running the longitudinal axis of the building.   

 

Fig. 2.1  Location of the testbed building (near center of map) 

 

Fig. 2.2  Testbed building (star) relative to 1971 and 1994 earthquakes (EERI, 1994) 
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2.2 STRUCTURAL SYSTEM 

The structural system is a cast-in-place reinforced-concrete moment-frame building with 

nonductile column detailing.  Lateral force resistance is provided primarily by the perimeter 

moment frames, although the interior columns and flat slabs also contribute to lateral stiffness.  

The gravity system comprises 2-way reinforced-concrete flat slabs supported by square columns 

at the interior and the rectangular columns of the perimeter frame.  Slabs are 10-in.-deep at the 

2nd floor, 8½ in. at the 3rd through 7th floors, and 8 in. at the roof.  The roof also has lightweight 

concrete topping varying in thickness between 3-1/4 in. and 8 in.  The building is founded on 24-

in.-diameter drilled piers in groups of two, three, and four piers per pile cap, and columns 

centered on the pile cap.  The three-pier configuration on a triangular arrangement is used for 

most of the perimeter columns.  Interior columns are supported on 4-pier pile caps.   

The column plan (with the designer’s column numbers) is shown in Figure 2.3.  Floor 

and roof beams and spandrel beams are shown in Figure 2.4.  Frames are regular in elevation; the 

south frame elevation is shown in Figure 2.5.  These figures show the designer’s notation for 

beam and column numbering.  Columns in the south frame are 14 in. wide by 20 in. deep, i.e., 

oriented to bend in their weak direction when resisting lateral forces in the plane of the frame.  

Spandrel beams in the south frame are generally 16 in. wide by 30 in. deep at the 2nd floor, 16 in. 

wide by 22-½ in. deep at the 3rd to 7th floors, and 16 in. wide by 22 in. deep at the roof.  The 

ground floor has some masonry infill walls, but above the 2nd floor there are no other stiff 

elements between the columns that might produce a short-column effect.   
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Fig. 2.4  Floor beam and floor spandrel beam plans 
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Fig. 2.5  South frame elevation with element numbers 

Column concrete has nominal strength of f’c = 5 ksi for the first story, 4 ksi for the 

second story, and 3 ksi from the third story to the seventh.  Beam and slab concrete is nominally 

f’c = 4 ksi at the second floor and 3 ksi from the third floor to the roof.  Column reinforcement 

steel is scheduled as A432-62T (Grade 60) for billet bars.  Beam and slab reinforcement is 

scheduled as ASTM A15-62T and A305-56T (Grade 40) for intermediate grade, deformed billet 

bars.  Column reinforcement is arranged as shown in Figure 2.6.  The column reinforcement 

schedule is shown in Table 2.1.  The reinforcement of floor spandrel beams for floors 3 through 

7 is shown in Table 2.2, and the reinforcement of floor spandrel beams for roof and second floor 

is shown in Table 2.3. 

 

Fig. 2.6  Arrangement of column steel (Rissman and Rissman Associates, 1965) 

. 
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Table 2.1  Column reinforcement schedule 
 

  Column mark 

  C-13 to C-17, 
C-21 to C-26

C-11,  
C-12, C-20 

C-30 to  
C-34 

C-10, C-18, 
C-19, C-27 

C-2, C-3, C-
8, C-29, C-35

C-1, C-9, 
C-28, C-36 

C-1A,  
C-10A 

C-17A,  
C-26A 

Level Col size 18"x18" 18"x18" 14"x20" 14"x20" 14"x20" 14"x20" 10"x12" 10"x12" 

7th floor Vert. bars 6-#7 6-#7 6-#7 6-#7 6-#7 6-#7 4-#5  

 Ties #2@12" #2@12" #2@12" #2@12" #2@12" #2@12" #2@10"  

6th floor Vert. bars 6-#7 6-#7 6-#7 6-#7 6-#7 6-#7 4-#5 4-#5 

 Ties #2@12" #2@12" #2@12" #2@12" #2@12" #2@12" #2@10" #2@10" 

5th floor Vert. bars 6-#7 6-#8 6-#7 6-#7 6-#7 6-#7 4-#5 4-#5 

 Ties #2@12" #3@12" #2@12" #2@12" #2@12" #2@12" #2@10" #2@10" 

4th floor Vert. bars 6-#8 8-#9 6-#7 6-#9 6-#7 6-#7 4-#5 4-#5 

 Ties #3@12" #3@12" #2@12" #3@12" #2@12" #2@12" #2@10" #2@10" 

3rd floor Vert. bars 8-#9 12-#9 6-#9 8-#9 8-#9 6-#7 4-#6 4-#5 

 Ties #3@12" #3@12" #3@12" #3@12" #3@12" #2@12" #2@10" #2@10" 

2nd floor Vert. bars 10-#9 12-#9 6-#9 8-#9 8-#9 6-#7 4-#6 4-#5 

 Ties #3@12" #3@12" #3@12" #3@12" #3@12" #2@12" #2@10" #2@10" 

1st floor Col size 20"x20" 20"x20"       

 Vert. bars 10-#9 12-#9 10-#9 12-#9 10-#9 8-#9 4-#8 4-#6 

 Ties #3@12" #3@12" #3@12" #3@12" #3@12" #3@12" #3@10" #2@10" 
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Table 2.2  Spandrel beam reinforcement schedule, floors 3 through 7 

Top bars Beam  
mark 

Width Height 

7F 6F 5F 4F 3F 

Bottom bars #3 ties 

19 2#7 2#9 2#9 3#8 3#8 19 3@5″, 5@6″, rest @10″, 3F- 5F FSB-1 16″ 22-½″ 

28 FSB-2 top bars 

2#7 (2#8 @ 3F, 
4F) 

28 6@4″, 5@6″, 3F-5F 

28 2#9 3#8 3#8 3#8 3#9 2#6 8@5″, 5@6″ ea end FSB-2 16″ 22-½″ 

37 FSB-3 top bars  Rest @ 10″ 3F-5F 

2#8 2#9 3#8 3#8 3#9 2#6 3@5″, 5@6″ ea end FSB-3 16″ 22-½″ 

      Rest @ 10″ 3F-5F 

3 FSB-3 top bars 2#7 3@5″, 5@6″ ea end FSB-7 16″ 22-½″ 

2 FSB-8 top bars  Rest @ 10″ 3F-5F 

2 2#8 2#9 2#9 3#8 3#8 1 3@5″, 5@6″, rest@10″ 3F-5F FSB-8 16″ 22-½″ 

1 2#7 2#8 2#9 2#9 3#8

2#7 (2#8 @ 5F, 
2#9 @ 3F, 4F) 

2 6@4″, 5@6″ 3F-5F 
1, 2, etc.: column lines 
3F, 4F, etc: floor levels 
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Table 2.3  Roof and second-floor spandrel beam reinforcement schedule 

Beam mark Width Height Top bars Bottom bars #3 ties 
RSB-1 16″ 22″ 19 2#6 

28 2#8 
2#7 #3@10″ 

RSB-2 16″ 22″ 28 RSB-1 top bars 
37 RSB-3 top bars 

2#6 Same 

RSB-3 16″ 22″ 2#8 
 

2#6 Same 

RSB-7 16″ 22″ 4 RSB-3 top bars 
3 2#9 

2#6 Same 

RSB-8 16″ 22″ 3 2#9 
2 3#9 

2#9 Same 

2FSB-1 16″ 30″ 19 2#9 
28 2FSB-2 top bars

2#8 4 @ 6″, 2 @ 8″, ea end, 
rest @ 13″ 

2FSB-2 16″ 30″ 28 3#8 
37 2FSB-3 top bars

2#6 Same 

2FSB-3 16″ 30″ 2#9 
 

2#6 Same 

2FSB-7 16″ 30″ 3 2FSB-3 top bars 
2 2FSB-8 top bars 

2#7 Same 

2FSB-8 16″ 30″ 2 2#9 
1 2#9 

2#8 Same 
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2.3 ARCHITECTURAL FINISHES AND MEP COMPONENTS  

The building is clad on the north and south facades with aluminum window wall, comprising 

3/16-in. heavy sheet glass in sliding frames, and ¼-in. cement asbestos board panels with an 

ornamental site-obscuring mesh of baked enamel or colored vinyl.  Interior partitions are 

constructed of 5/8-in. gypsum wallboard on 3-5/8 in. metal studs at 16-in. centers.  Ceilings in 

hotel rooms at the 2nd through 7th floors are a textured coating applied to the soffit of the concrete 

slab above; at the first floor, ceilings are suspended wallboard or lath and plaster.  Ceilings in the 

hallways at the 2nd through 7th floors are suspended ceilings in an exposed 2-ft x 4-ft tee-bar grid, 

suspended only far enough from the soffit to accommodate the depth of fluorescent lighting 

fixtures (about 2 in.). The east and west end walls are finished on the inside with gypsum 

wallboard and on the outside with stucco.   

Through-wall air-conditioning units are mounted in the waist panels below the windows 

and provide ventilation to the suites.  Central HVAC is provided only for hallway and ground-

floor spaces.  Central HVAC equipment—fans for the kitchen, one cooling tower for the lobby, 

and two packaged AC units for hallways—are located on the roof, along with a 1000-gal water 

tank.  The cooling tower is anchored.  Two 3500-lb hydroelectric elevators provide vertical 

transport; these are located in the southwest corner of the building, with motors (anchored) 

located on the roof.  Building service equipment located on the ground floor includes switchgear 

and transformer (both unanchored and unbraced), hot water heater (anchored), washers, dryers, 

and water softener (unanchored). An unanchored transformer and an anchored diesel generator 

are located in the south parking area on mechanical pads a few feet from the south façade.   

2.4 SITE CONDITIONS 

Soil conditions at the site are found in Tinsley and Fumal (1985), who map surficial soil deposits 

in the Los Angeles region using a variety of sources.  They describe the site soil as Holocene 

fine-gained sediment (silt and clay) with a mean shear-wave velocity of 200 m/sec (and a 

standard deviation of 20 m/sec), corresponding to site class D, stiff soil, as defined by the 

International Code Council (2000), and soil profile type SD according to the Structural Engineers 
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Association of California (1999).  California Geosystems (1994) performed four soil borings at 

the site, and report that site soils are “mostly brown silty fine sand and sandy silts with some clay 

binder.  The composition of soils is fairly consistent.”  While soil densification during an 

earthquake is possible, the geotechnical engineers do not find liquefaction, lateral spreading, or 

other ground failures to be significant perils.  In his study of the same building, Islam (1996b) 

reaches the conclusion that the “site coefficient factor [is] S2 or greater.”   

2.5 FUNDAMENTAL PERIOD OF THE STRUCTURE 

Prior to the 1971 San Fernando earthquake, the building was instrumented with three self-

contained triaxial accelerographs; the instrumentation was upgraded to a 16-channel recording 

system comprising uniaxial, bi-axial and triaxial instruments prior to the 1987 Whittier-Narrows 

earthquake. Acceleration data provided by these instruments have been analyzed by others to 

determine the fundamental period of the structure at the beginning of the Northridge earthquake. 

Table 2.4 lists the fundamental period of the building in the longitudinal (EW) and transverse 

(NS) directions at the beginning of the Northridge earthquake as computed by a series of 

different research teams. On the basis of the data listed in Table 2.4, the fundamental period of 

the building in the longitudinal direction at the beginning of the Northridge earthquake was 

assumed to be 1.5 sec. 

 

Table 2.4  Computed fundamental period for Van Nuys Building at the beginning of the 

Northridge earthquake 

 Fundamental Period of the Building 

Research Team Longitudinal / EW Transverse / NS 

Trifunac et al. (2001) 1.05 sec 1.11 sec 

Gilmartin et al. (1998) 1.5 sec 1.6 sec 

Islam (1996) 1.5 sec -- 
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3 Hazard Analysis 

3.1 THE ROLE OF HAZARD ANALYSIS IN PERFORMANCE ASSESSMENT 

In the context of performance assessment, hazard analysis quantifies the last term in the 

framework equation (1.1), i.e., λ(IM), the mean annual frequency (MAF) of exceedance of IM(s), 

and provides sets of ground motions, which represent, when scaled to specific values of the 

intensity measure IM, the “details” (frequency content, duration, etc.) of the seismic input at the 

hazard level associated with the selected IM value.  This chapter addresses the following aspects 

of the hazard analysis performed for the Van Nuys building: 

• Free-field hazard analysis and ground motion selection, with the word free-field implying 

that the results represent the hazard at the ground surface, i.e., they do not account for 

soil-foundation-structure interaction effects.  Neither do they account for specifics of the 

soil profile below the building. 

• The process of accounting for aleatory and epistemic uncertainties in the development of 

site specific hazard curves and ground motion representations. 

• Considerations that enter in the selection of appropriate IMs, which constitute the link 

between the shaking hazard and the response of the structure represented by various 

EDPs, which then provide the link to downstream evaluation of appropriate DVs. 

• Effects of the local site soil profile on IMs and free-field ground motions, including a 

sensitivity study of this effect to variations in the soil properties. 

Here, as throughout this report, the emphasis is on the identification, quantification, and 

propagation of uncertainties.  Thus, the emphasis is not on the determination of a single uniform 

hazard spectrum, which then could be used as a deterministic spectrum for design or evaluation.  

The emphasis is on descriptions that permit the carrying forward of all important uncertainties 

through the whole performance assessment process and evaluation of their effect on the DVs. 
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3.2 FREE-FIELD GROUND MOTION HAZARD ANALYSIS  

Authors: C.A. Cornell, P. Somerville 

3.2.1 Background 

The first step in estimation of future building performance is the assessment and characterization 

of the seismic threat at the site.  The seismic threat, or “hazard” in the colloquial sense of the 

word, to the Van Nuys testbed structure is strong ground shaking. The process of assessment and 

characterization this hazard requires an integration of regional earth science information into a 

form most effective for use in the subsequent PBEE steps of prediction of structural behavior and 

building performance.  This objective implies here the development of a curve of mean annual 

frequency1 of exceedance (or “hazard” in the special sense of PSHA) versus level for the chosen 

Intensity Measure (IM), and selection of a sample of representative ground motions for use in 

conducting the structural dynamic analyses to predict in probabilistic terms the Engineering 

Demand Parameters (EDPs). This chapter describes how this phase of PBEE has been done for 

this application.  

For this structure it has been judged that the appropriate set of EDPs for estimation of the 

Decision Variables (DVs) (e.g., economic loss) is the set consisting of the peak Interstory Drift 

Ratio (IDR) and Peak Floor Acceleration (PFA) for each of the seven floors.  (The current 

application restricts attention to the longitudinal direction only, implying a total vector of 14 

EDPs.)  As we shall discuss later (Section 3.4), it has been concluded here that the Sa(T1), the 5% 

damped spectral acceleration at a period in the vicinity of that of the first mode (taken here at 1.5 

sec), is the appropriate IM for this particular application, because it is an effective predictor of 

building displacements such as IDRs and an adequate predictor of PFAs.  Therefore this hazard 

assessment focus is on this spectral acceleration and on the records that can be expected to 

accompany it. 

This section will first discuss the seismic threat at the site in general terms, and then more 

specifically in terms of Sa(T1), the IM of choice, and finally how the sample of specific, 

representative accelerograms was chosen for this application. 

                                                 
1 The mean annual frequency will be used interchangeably here with the simpler term “annual probability” as the 
two are numerically equal in the range of interest. 
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3.2.2 General Ground Motion Hazard 

This section describes the general assessment of the seismic threat to a site. The analysis includes 

a representation of the surrounding sources of earthquakes, their likelihoods of producing 

magnitudes of different levels and the ground motion effects that these events will produce at the 

site.  This assessment is conventionally done today in terms of a Probabilistic Seismic Hazard 

Assessment (PSHA) which produces curves of annual probabilities of exceedance versus level 

for the spectral acceleration at a specified period. A set of such curves can be used to produce 

also Uniform Hazard (Response) Spectra (UHS) for different specified levels of annual 

probabilities of exceedance.  The formal description of this method, which integrates 

probabilistic representations of the potential magnitudes on each source and of their effects at the 

site, is widely available (e.g., Kramer, 1996).  In this application we have adopted for the most 

part the PSHA conducted by the USGS2 as reported by Frankel at al., 1997, 2001.  The USGS 

website describes the detailed input assumptions used. 

The Van Nuys Testbed is located on a soil site (NEHRP Class D) in the San Fernando 

Valley which has both a variety of faults lying beneath it and the large San Andreas fault passing 

some 50 kilometers to the northeast.  The net effect of the combined threats of all these faults is 

conventionally represented by suites of UHS; three such UHS for mean annual frequencies of  

0.014, 0.0021, 0.0004 (or 50%, 10% and 2% per 50 years) are shown in Figure 3.1. Tabulated 

versions of these results and their bases are described in a report by Somerville and Collins 

(2002), available on the PEER website.  In brief they were obtained from the USGS UHS, which 

are reported for rock sites (NEHRP B-C), by multiplying those spectral ordinates by the ratio of 

soil to rock spectral ordinates for the Abrahamson and Silva (1997) ground motion model3.  

                                                 
2 The 1996 USGS PSHA (Frankel et al., 1997) results used as the newer results were not available at the beginning 
of the project. 
3 These ratios are somewhat dependent on magnitude and distance; the values used here for these variables are those 
from the disaggregation of hazard defined in Table 3.1.  The results are representative of Class D soil conditions, 
which is its NEHRP category based on blow count data.  As will be discussed in Section 3.4.4.1, the rock results 
would have been used had a site-specific soil amplification analysis been called for. 
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Soil UHS for Van Nuys Site
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Fig. 3.1  Uniform hazard spectra for the Van Nuys site for three levels of annual 

exceedance probability, based on the 1996 USGS website results and modified for 
local site conditions 

It is important to point out that, although the site is located near active faults in map view 

(i.e., when viewed from above, the site is located near the traces of active faults), none of the 

faults that dominate the seismic hazard at the site are oriented in such a way that the site will 

experience strong rupture directivity effects.  For example, the fault that caused the 1994 

Northridge earthquake is located about 10 km below the site, but it dips up to the north-northeast 

and focuses forward rupture directivity toward the northern part of the San Fernando Valley.  

(Therefore modification to account for near-fault rupture directivity effects, and the use of 

separate response spectra for the fault normal and fault parallel components of ground motion, 

are not be required.)  

3.2.3 IM-Focused Ground Motion Hazard  

In this sub-section we turn attention to the more detailed characterization of the Van Nuys 

Testbed IM hazard characterization.  The USGS estimate of the hazard curve for Sa(T1) (i.e., 1.5 

sec) is shown in Figure 3.2.  The previous UHS provide just three of the points on this curve but 
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the entire curve is needed for the PBBE here as all ground motion levels contribute to, for 

example, the expected economic loss. 

 

Fig. 3.2  Hazard curve for the 1.5 sec Sa for the Van Nuys Site, based on the USGS 
website results and modified for local site conditions 

The disaggregation4 of the IM hazard shows that the hazard at the site is dominated by 

nearby earthquakes.  Disaggregation is the process of decomposing the hazard (i.e., the annual 

probability of exceedance) into its various additive components. This can be done by faults, or it 

can be done by magnitude and distance.  This latter disaggregation5 of the 0.0021 annual 

frequency is shown in Figure 3.3.  This annual frequency corresponds to a 0.53g Sa(T1) (IM) 

value in Figure 3.2.  Figure 3.3 confirms that the largest contributions to this hazard level arise 

from very close events of magnitude 6 to 7.  This can be summarized by the mean (or modal) M 

and R values of this disaggregation distribution.  These mean M and R values are provided by 

USGS and appear6 in Table 3.1. The mean magnitude is 6.75 and the mean distance becomes 

smaller for smaller probabilities (or larger ground motions).  The disaggregation plot above can 

                                                 
4 Or alternatively, deaggregation. 
5 This result was prepared, not from the USGS assessment, but from an independent hazard analysis of the site based 
on Norman Abrahamson’s PSHA code.  Details differ but the general conclusions are very similar.  The latter results 
were more readily available for our use and presentation here. 
6 The mean M and R results here are for 1 sec. at the probability levels specified.   Note that the IM (or Sa) levels 
quoted in column 1 of Table 3.1 are given for the T = 1.5 sec values, not T = 1 sec.   USGS does not report 1.5 sec 
results.  There would be little difference in the mean M and R for periods this close to one another. 
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also be read to show that this low hazard is contributed primarily by comparatively unlikely 

amplitudes (given any particular M and R value); this is seen in the contributions by “epsilon” 

ranges which are primarily in the 1 to 2+ sigma range.  

 

Fig. 3.3  Disaggregation of the hazard for Sa (T = 1.5 s) ≥ 0.53g  at the Van Nuys site.  The 
vertical axis gives the fraction of the total hazard (which is approximately 0.002 
per year) contributed by each magnitude-distance bin. The shading of the vertical 
bars gives the proportion of that hazard contributed by different values of 
“epsilon”, the number of standard deviations by which the level exceeds the 
median value for a particular magnitude and distance. 

 

Table 3.1  Disaggregation of the mean annual frequency of exceedance of three levels of the 
IM (see footnote 6) at the Van Nuys building soil site 

IM (Sa at 

1.5 sec) level 

Hazard level 

Per annum 

Dominant 

Earthquake Faults 
Mean M Mean R 

0.21g 
0.014 

(50% in 50 yrs) 

Santa Susana, Northridge blind 

thrust 
6.75 20 km 

0.53g 
0.0021 

(10% in 50 yrs) 

Northridge blind thrust, Santa 

Susana 
6.75 10 km 

0.97g 
0.0004 

(2% in 50 yrs) 

Northridge blind thrust, Santa 

Susana 
6.75 5 km 
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3.2.4 Ground Motion Accelerogram Sample Selection 

The seismic threat to a multi-degree-of-freedom (MDOF) structure behaving in the nonlinear 

range is represented by more than simply the annual frequency curve of the IM, which captures 

the likelihood only of the amplitude of linear single-degree-of-freedom (SDOF) oscillator 

response, i.e., it is a measure of the strength of potential future records in a particular frequency 

range.  While it is true that  the IM has been chosen to capture the most important such range for 

the Van Nuys Testbed structure, because they may impact nonlinear MDOF behavior, other 

features of the threat are typically captured as well as possible in the next step of the process: 

record selection.  In order to carry out the nonlinear dynamic analyses used to estimate the EDP 

distributions for specific levels of IM, it is necessary to provide a sample of representative 

accelerograms.  At this site accelerograms recorded on Class D soil conditions are appropriate 

because soil conditions may affect frequency content.  The PSHA disaggregation also reveals 

that nearby thrust faults are dominant; therefore it is prudent to use records from thrust fault 

events, if available, even if we do not understand fully as yet how, if at all, this factor may 

impact structural response.   

Further, as discussed above, it is anticipated that directivity effects, such as pulse-like 

records, will not be experienced at this site from these dominant faults.  Therefore records 

displaying such features are inappropriate.  However, because they may affect the relative 

frequency content of — and hence response to — the future record, the expected magnitude and 

distance of the event causing the IM are also typically captured in the selection of the sample of 

accelerograms.  Several (here three) levels of the IM are considered as in general these 

representative conditions may change with level.  For each of three IM levels, the selected 

recordings were chosen to reflect the expected magnitude and distance as identified by the 

disaggregation of IM hazard (Table 3.1).  In this application there is not a change in expected 

magnitude with level; as will be discussed further below, magnitude is generally believed to have 

a stronger effect on frequency content and peak displacement responses than distance.   

A sample of size ten was selected for each level.  The number of records is a trade-off 

between computational effort and accuracy in estimating EDP response statistics. In this PBEE 

study we are concerned with dispersion as well mean response; ten is therefore larger than the 

number used in current building practice.  All of the recordings selected in this case by 

Somerville and Collins (2002) are from thrust earthquakes in the Los Angeles region, and 
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include the 1971 San Fernando, 1986 North Palm Springs, 1997 Whittier Narrows, and 1994 

Northridge earthquakes.  All of the selected recordings are free from strong directivity effects 

and are also from soil sites.  In general different accelerograms were used for each level. The 

specific records selected for each of the three levels (with distances and magnitudes) are 

available in Somerville and Collins (2002). 

The records as recorded reflect variability in magnitude, distance, source details and 

ground motion propagation.  The PSHA, which provides the annual likelihood of a given Sa 

level, has already considered the randomness in magnitude, distance and propagation as they 

affect Sa(T1).  Therefore this variability needs to be eliminated by scaling the recordings to each 

of a set of common Sa(T1) values for the purposes of estimating the variability of an EDP given 

the IM level, which is the second term in the PEER framing equation (Section 1.3). For each set 

of three-component recordings, a scaling factor7 was found by matching the east-west (the 

building’s longitudinal direction) component of the accelerograms to the specific IM or Sa(T1) 

level.  This scaling factor was then applied to all three components (east-west, north-south and 

vertical) of the recording8.  This scaling procedure preserves the relative scaling and observed 

variability among the three components of the recording.  It should be noted that the records 

have not been adjusted to make them “spectrum compatible” (Kramer, 1996), as is often done in 

practice, as this will reduce the variability and hence underestimate the likelihood of extreme 

responses to the records; one objective of the PEER methodology is to capture this variability 

faithfully. 

                                                 
7 These scale factors ranged in amplitude from 0.433 to 4.427.  Concern has often been expressed when these scale 
factors become large, say 3 or more. Given the limited set of rare strong ground motions such scaling is necessary if 
recorded accelerograms are to be used.  It is fair to say that it is not yet firmly established how much effect, if any, 
this scaling may have on the accurate prediction of structural response. 
8 This approach implies that the longitudinal direction first period Sa is the scalar IM of choice here, which is 
consistent with the project’s focus on building response in this direction. Had the interest been in a 3D study an 
alternative would have been to scale the records to the geometric mean of the two horizontal components.  Only a 
few transverse frame or 3D studies were done in this project.  As will be reported in ongoing PEER Year 8 work 
these options must be used with consistent hazard curves.  While the record is not clear on this subject, here it is 
assumed that the USGS provided hazard curves for an arbitrary horizontal component (and not the geometric mean 
of the two). 
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3.3 VARIABILITY AND UNCERTAINTY IN THE GROUND MOTION HAZARD 

Authors: C.A. Cornell, P. Somerville 

3.3.1 Aleatory Uncertainty —  IM Randomness and Record-to-Record Variability  

By variability and uncertainty we refer here, respectively, to the aleatory and epistemic 

uncertainty. The future ground motion at the site is represented, first, by the IM (random 

variable) and second by the sample of accelerograms or time histories.  The aleatory uncertainty 

(randomness) in the IM has been captured by the PSHA and is displayed in the “hazard curve” 

(Fig. 3.2).  Each of the three sets of samples of ten longitudinal accelerograms has, by design, the 

exact same level of the IM, but they differ in their details. It is these details that cause the record-

to-record (RTR) variability (aleatory uncertainty) in the structural EDP responses given IM. This 

variability would be zero if the structure were a linear 1.5 second SDOF system, and the 

variability is larger to the degree the structure is not well represented by such a simple model. 

One preliminary indication of how much the EDPs may vary from record-to-record is given by 

Figure 3.4.  This shows the median and median +/- one (log) standard deviation of the response 

spectra of the samples of records.  (Also shown for comparison is the UHS, but it is not to be 

expected that the sample will necessarily match these shapes because in the UHS different 

periods are typically driven by different magnitudes and distances.9)  The scaling scheme used, 

of course, causes the variability to go to zero for the longitudinal component at 1.5 seconds.  

There is variability at all periods of the transverse component. 

3.3.2 Epistemic Uncertainty 

An important contributor to epistemic uncertainty in the prediction and probabilistic analysis of 

future structural behavior is that associated with the ground motions.  The uncertainty in the IM 

is captured in modern site-specific PSHA studies (Kramer, 1996) by evaluating the degree of 

information available and hence the degree of confidence in alternative hypotheses and 

parameter values that are input into the seismological models within the PSHA.  These are then  

                                                 
9 Current practice in the nuclear industry site characterization is to prepare different “target spectra” for different 
period ranges.  In this case, as we have a specific structure in hand, we can tailor that process to a specific period, 
namely 1.5 sec, the one most critical to the Van Nuys Testbed structure. 
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Fig. 3.4  Variability in the spectral accelertions of each set of ten scaled recordings for the 
longitudinal component for each of three ground-motion levels 

propagated through the analysis to determine the resulting uncertainty in the annual frequency at 

each ground motion level.  The result is a hazard curve and uncertainty bounds such as those 
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shown in Figure 3.5.  As shown there the results are a median estimate, a mean estimate, and 

estimates with different likelihoods or “confidence levels” of non-exceedance.  The 1996 USGS 

maps (used in the results displayed in Figures 3.1 and 3.2, and used as the primary basis for this 

study) are stated to be based on the mean estimates of the annual frequency of exceedance of any 

ground motion level, which is the appropriate estimate for determining mean estimates of 

structural limit state probabilities and mean annual losses.  It should be recognized, however, that 

the 1996 USGS maps are based on an admittedly attenuated epistemic uncertainty analysis; more 

complete uncertainty analyses are promised for the subsequent maps. 

 
Fig. 3.5  Epistemic uncertainty in the 1.5 sec Sa hazard curve at the Van Nuys site.  The 

mean and median estimates are virtually identical in this case. 

The levels of uncertainty displayed in Figure 3.5 (e.g., the ratio between the 85-percentile 

and the median estimate) were taken from a parallel PSHA analysis10.  These ratios can be 

interpreted to produce standard deviations of (natural) logs, which are useful for representing and 

comparing this source of epistemic uncertainty with others, as will be seen below.  For example, 

at the three representative IM levels we have been focusing on, these “dispersions” are 

approximately 0.4-, 0.4+, and 0.7 for the 0.21, 0.53, and 0.97g levels respectively.  It is often 

                                                 
10 Because of the limitations in the 1996 USGS uncertainty treatment these particular curves were produced by an 
application of Norman Abrahamson’s model and code.  While the mean estimates differ from those developed above 
from the USGS website, the widths of the bands are representative and applicable.  Therefore only the widths of the 
bands were used from the Abrahamson analysis. 
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heard that epistemic uncertainty in the PSHA is believed to dominate that due to other causes in 

the estimation of future seismic behavior of structures.  The studies to follow will shed light on 

this conjecture (see, for example, Sec. 4.5.2 on collapse probability uncertainty).  

There is clearly epistemic uncertainty, too, in how we represent the infinite array of 

possible accelerograms (time histories) that might occur in the future.  As will be discussed in 

the next section, for example, the choice of the IM and the implicit assumption of independence 

of EDP from M, say, given IM, may introduce some unspecified degree of bias, and hence 

uncertainty.  We proceed under the assumption that capturing the IM annual frequency epistemic 

uncertainty has been at least a first-order solution.  

3.4 IM SELECTION FOR THE VAN NUYS BUILDING AND ITS IMPLICATIONS 

Author: C.A. Cornell 

3.4.1 IM Issues and Discussion 

The variable selected for use as the Intensity Measure in the Van Nuys Testbed report is the 

spectral acceleration at a period near that of the first mode of the longitudinal direction of the 

building, Sa(T1).  In application, this choice means, for example, that the hazard curve for Sa at T 

= 1.5 sec is used to capture the threat to this structure from the surrounding seismicity.  Further 

the sample of records is scaled to a set of three common values of the spectral acceleration at T = 

1.5 sec. in order to predict the statistics of the structural response (EDPs) at given ground motion 

threat levels.  Therefore in the PEER methodology it is this IM that is used as the interface 

between the seismicity and the structural response.   

Why and how was this choice made?  What alternatives were considered and rejected?  It 

is still not uncommon practice to use, for example, the peak ground acceleration in this same 

role.  This observation raises questions such as what is the preferred measure of ground motion 

“strength” to use in that key role, how should one go about making that decision and what are the 

consequences of not making the “best” choice?  These items are addressed next; the rest of this 

section will describe in more detail how the subject was addressed specifically for the Van Nuys 

Testbed.   
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An important first point is that we contend that the solution to these apparent “ground 

motion” questions should in fact be addressed, not purely as seismological questions, but rather 

primarily from the perspective of the larger PBEE analysis; in this context that means how does 

the choice of the IM affect the assessment of the EDPs and their likelihoods.  What is the best IM 

from the perspective of its intended use?  The EDPs are the place to focus because EDPs are the 

next step11 in predicting the final PBEE objectives, namely DV likelihoods.   

In brief a good IM does a good job of estimating the EDPs.  For example, if we take a set 

of records from each of two different narrow ranges of magnitude (say, 5.0 to 5.5 versus 6.5 to 

7.0), and scale them all first to the same Sa(T1) and then to the same PGA, and finally run the 

four scaled sets through dynamic analyses of a typical building, we will find that the average of, 

say, the third floor IDR will be more nearly the same for the two magnitude sets of records 

scaled to Sa(T1) than for the two sets scaled to PGA.  This observation says that Sa(T1) is 

preferred to PGA as an IM because it is less likely to give the wrong answer if the choice of 

records used to predict the IDR is for any reason not consistent — with respect to magnitude, say 

— with those that threaten and ultimately shake the site.  For this reason we say that Sa(T1) is 

more “sufficient” than PGA as a predictor of IDR. “Sufficient” because Sa(T1) is not typically 

aided by the additional knowledge of the event magnitude while PGA is.  And the reason for this 

difference is that Sa(T1) already measures the strength of the ground motion in the frequency 

range that most affects the structural displacements, whereas PGA does not.  Therefore knowing 

in addition the magnitude, in the latter case, helps one predict the correct spectral shape to which 

the PGA should be anchored so that the strength of the ground motion near the first-mode period 

can be better estimated.  Further, for the same reasons, if we look at the scatter in IDRs for a set 

of records scaled to the same Sa(T1) versus the same set scaled instead to the same PGA, the 

variability (as measured, typically, by the coefficient of variation or the standard deviation of the 

natural log — here called the “dispersion”) will be smaller in the former case.  Again this 

outcome favors Sa(T1) over PGA.  It implies that Sa(T1) is more “efficient” as a predictor of IDR, 

because one can predict IDR to the same degree of accuracy with a smaller set of records (hence 
                                                 
11 Under the assumptions made in the PEER PBEE procedure (as exemplified by the framing Eq., Eq. (1.1) in 
Section 1.3), the likelihoods of different DM (and from there to likelihoods of different  DV) levels are conditionally 
independent of IM given a level of EDP.  In words, if I know the EDP level and wish to predict the DM value, it 
gives me no additional information about DM to also know the IM level that caused that EDP. The implication is 
that how we deal with IMs can be judged by the effects at the EDP level alone.  Even if this conditional 
independence condition is not perfectly met in practice it is clear that the first-order effects will be at the EDP level.  
Any implications on DMs and DVs should be less sensitive to IM choice. 
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with fewer nonlinear analyses) with Sa(T1) as the IM than with PGA.  Or, for the same number of 

records, one can predict IDR more confidently12 with the former than with the latter as the 

ground motion measure or IM. 

More precisely we can say that, all else being equal, we would like an IM which provides 

an accurate and high-confidence prediction of (to a first approximation) the mean value of the 

EDP for a given IM level.  In more formal terms we would like that the IM provide an unbiased, 

minimum variance estimate of the mean EDP.  A final practical requirement is that it is 

practically feasible to obtain the ground motion threat (the hazard analysis) in terms of the IM of 

choice.  Sa(T1) and PGA are two cases for which a PSHA is always available, but this is not as 

yet true for many of the other more recently developed IM contenders.  For example, we are only 

now developing the attenuation equations (ground motion prediction equations) necessary to 

produce a PSHA hazard curve for the inelastic spectral displacement of a simple elasto-plastic 

oscillator of given period and yield displacement, which is one of the proposals for the IM that 

we shall explore below. 

3.4.2 The Process of Evaluation and Selection of IM for the Van Nuys Building 

For the Van Nuys Testbed the team considered a list of contending IMs identified previously by 

the PEER IM working group (Bray, 2002) for building structures.  These included the peak 

ground acceleration, PGA; the spectral acceleration of a simple 5% damped elastic oscillator 

with a period in the 1.5 second (i.e., in the vicinity of the estimated first natural period of the 

longitudinal direction of the Van Nuys building13), Sa(T1); the inelastic spectral displacement of a 

simple bilinear inelastic oscillator with the same period and a specified yield displacement14, Sdi; 

                                                 
12 Formally, the standard error of estimation of the mean IDR, which is proportional to the standard deviation of the 
IDR (divided by the square root of the sample size), is smaller if Sa(T1) is the IM than if PGA is put in that role. 
13 Note it is not necessary that the period be precisely that of the structure, which is uncertain in any case, as it is 
only necessary to have a measure of the strength of the ground motion in the general period range in order for the Sa 
to be an effective IM.  (Shome et al., 1998). The damping value is the standard value for which attenuation laws and 
hence hazard curves are available; it need not be the value that the structure itself might have.  The Sa(T1) is being 
used only as a predictor not an estimator of the IDR and PFA responses. For this reason the (pseudo) spectral 
acceleration is equivalent to the spectral displacement because the two differ only by a constant. 
14 This yield displacement should be representative of the actual structure and in principle should be obtained from a 
static pushover analysis of the building, if available (Luco and Cornell, 2004).  The motivation for this IM is that, as 
a nonlinear oscillator response it is more representative of the anticipated behavior of the building than a linear 
oscillator, especially in the more severe, post-elastic, damaged regime.  In addition a second version of the IM 
proposed by Luco that includes information about second-mode behavior and its potential impact on IDRs was 
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a measure proposed by Cordova et al. (2000) which is simply the square root of the product of 

the spectral acceleration at approximately the first-mode period and that at twice the first-mode 

period15, Sc; and finally a set of vector IMs.  These vector IMs include potentially, for example, 

simply Sa(T1) and the Sa at a second period (Shome, 1999), or as proposed by Conte (personal 

communication) Sa(T1) and any of a variety of second elements of the vector.  These vector IMs 

have not as yet been well studied for any but SDOF systems and the hazard codes to make them 

practical are not as yet widely available (Bazzurro and Cornell, 2002); therefore these options 

were not considered further. 

The study of alternative IMs for the Van Nuys testbed application consisted of tests of 

these IMs using three sources: the results of the OpenSees analyses of the longitudinal frame of 

the building, the assessment of more numerous results of other models of the Van Nuys building, 

and the review of other studies of MDOF structures.  While sufficient for their intended purpose 

of PBEE response prediction, it was recognized that the OpenSees testbed analyses were quite 

limited for the purpose of IM studies.  Therefore the OpenSees results were used more in a 

confirmatory basis.  The general conclusion of prior studies (e.g., Shome, 1999) has been that 

Sa(T1) is generally an effective IM for first-mode dominated frame buildings with respect to 

displacement prediction, while PGA is a good candidate for peak floor acceleration estimation 

(Medina and Krawinkler, 2003, Taghavi and Aslani, 2003).  (In particular each outperforms the 

other for the case cited.)  These conclusions include considerations of practicality (e.g., 

availability of attenuation laws and PSHA results) as well as both efficiency and sufficiency.  It 

has been shown that either Sdi or Sc may well prove somewhat more efficient and sufficient than 

Sa(T1) for displacement prediction, especially for large ductility levels (Luco and Cornell, 2004, 

Cordova et al., 2000).  

3.4.3 Results from Van Nuys IM Studies  

The results of several Van Nuys building studies of IM efficiency are shown in Table 3.2.  The 

entries in the table are the dispersions (standard deviations of the natural logs) or coefficients of 

                                                                                                                                                             
tested, but as anticipated it did not significantly outperform the simpler version for this seven-story structure so it 
will not be reported further here. 
15 The motivation for this IM is that it “samples” the response spectrum of the input record both at the first mode 
period and at a longer period, which becomes a measure of the strength of the input in the period range to which the 
building is expected to become more sensitive while responding nonlinearly. 
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variation of the indicated EDP (maximum IDR or PFA) from three different sets of models and 

records and types of analyses of four alternative IMs.  The lower this dispersion the more 

efficient the IM, i.e., the fewer the number of nonlinear analyses that must run in order to 

achieve any desired level of confidence band width.  The general conclusions, given the first-

digit accuracy of the estimates of the dispersions are (1) that PGA outperforms the other IMs 

listed as a predictor of PFA (Peak Floor Acceleration), and (2) that the other three IMs are all 

superior to PGA as predictors of IDR, while all provide levels of efficiency comparable to one 

another.  The exception is perhaps at higher ductility levels, when Sa(T1) may not perform as well 

as Sc or Sdi. 

Table 3.2  Standard deviations of natural logs of EDPs for several IMs.  Three models of 
the Van Nuys building and three sets of recordings, for two EDPs: max. IDR 
and max. PFA16.   

  Jalayer Transverse Model and Baker Data 

Lowes Long. 
OpenSees1 

Model 

Miranda  
Long.  
Model  

  

Max. IDR 

(as recorded) 

Max IDR 

(2x) 

PFA 

(as recorded)

PFA 

(2x) 
Max. IDR PFA PFA 

Sa (T = T1;  0.8 or 1.5) 0.33 0.58 0.27 0.27 0.42 0.43 0..2 - 0.6 

PGA (g) 0.49 0.76 0.18 0.17 0.60 0.28 0.1 - 0.25 

Cordova IM 0.27 0.49 0.25 0.26 0.36 0.48  

Sdi 0.30 0.53 0.26 0.29 0.40 0.37  

Luco q1I&2E 0.30 0.52 0.25 0.29 * *  

 

The column headings in the table suggest that there are several significant differences 

among the three studies, in particular among the models used, the records analyzed and the 

treatment on the records and results.  The last item in particular may have some affect on the 

conclusion that Sa(T1) is virtually as good as Sc and Sdi as an IDR predictor.  Let us briefly 

discuss these studies.   

The Lowes OpenSees model will be discussed in Chapter 4; the records used and their 

scaling to three stripes of common Sa(T1) levels have been discussed above.  As will be seen in 

                                                 
16  Note: given the limited sample sizes the estimates are accurate only to the first significant figure. 
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Chapter 4, at the higher two stripe levels most of the analyses (12 of 20) suggest very severe 

IDRs, (>10% drift ratios) interpreted here as predictions of collapse. Therefore the remaining 18 

results have simply been treated as a “cloud” through which an EDP versus IM line has been fit17 

with the dispersion being defined as the standard deviation of the residuals with respect to this 

line.  One implication is that the dispersions cited are those of the non-collapse cases only and so 

do not reflect the large “collapse” displacements at higher ground motion levels; the dispersions 

are therefore in effect “too small” in absolute terms.  While these non-collapse dispersions retain 

some comparative value (simply because they are all calculated in the same way for all IM 

candidates), it is nonetheless with respect to the larger, nonlinear displacements that Sc and Sdi 

are expected to outperform Sa(T1) and these are not well reflected in this data set.  (This set of 

runs was also used by T. Hutchinson (personal communication) to study several IMs, such as 

Arias intensity, preferred by geotechnical engineers because like PGA they are not “tuned” to 

any specific period.  They proved less effective than either PGA as a predictor of PFA or Sa(T1) 

as a predictor of IDR.) 

The E. Miranda model was designed to focus on less severe responses, prior to the onset 

of strength degradation in the members, where non-structural economic damages are typically 

dominant.  Eighty records were scaled to eight different Sa(T1) levels, leading to eight 

unambiguous measures of the dispersion of the EDPs given the Sa(T1) as IM (Taghavi and 

Aslani, 2003).  In the case of PGA as IM, however, the same 80 by 8 (640) EDP results were 

simply re-plotted versus PGA; the dispersion was calculated for a sequence of PGA intervals 

giving dispersion versus PGA level.  (This study compared only PGA and Sa(T1).  The potential 

problem discussed in the previous footnote applies here as well.) 

The F. Jalayer model (of the smaller, transverse frame) was used by J. Baker 

(unpublished) to study the testbed IMs with a set of seventy records selected to reflect primarily 

a range of magnitudes.  They were first run simply as recorded and then again after scaling by a 

                                                 
17 The line is fit as a straight line on a log-log paper, i.e., the assumption is that the trend of EDP vs IM is a power 
law.  Alternative ways to display and analyze such EDP vs IM data are discussed in Shome (1999) and Jalayer 
(2003).  The notions of clouds, scaled clouds, stripes and IDAs (incremental dynamic analyses) are discussed. In this 
case the analyses were based on records initially “striped” with respect to Sa(T1) levels, and then the same EDP 
results were simply re-plotted versus the other IM choices, and treated as “cloud” data. There are some known 
potential interpretation difficulties when data that have first been “striped” based on one IM are then re-plotted 
versus another IM (Giovenale et al., 2004).  For example, in the limit, if the results were all from a single Sa(T1) 
stripe, the dispersion when the EDP was plotted versus PGA would be strictly the dispersion of EDP given PGA and 
Sa(T1), which would be smaller than the dispersion given PGA alone.  Therefore these results may somewhat 
underestimate the dispersion of the EDPs given IMs other than Sa(T1). 
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common factor of two.  Therefore in each case the EDP results represent a “cloud” (or 

scattergram) of data no matter which IM they are plotted against.  As with the OpenSees model 

the dispersions reported are based on the residuals from (curvilinear) lines fit to the data.  The 

difficulties with this approach are that the results may depend on the functional form of the 

model fit and also on the range and distribution of the data because only a single value of the 

dispersion is obtained, whereas it is known that the IDR dispersion tends to increase as the 

degree of nonlinearity increases, while that in PGA may decrease.  (Note that the single IDR 

dispersion increases when the record levels are doubled.)  While the conclusions with respect to 

PGA versus the three other IMs are clear, these issues may cloud the more subtle distinctions 

among Sa(T1), Sc and Sdi, especially because the first is insensitive to the degree of nonlinearity, 

the second reflects in effect a fixed degree of nonlinearity, while the last should mimic the 

degree of ductility.  As mentioned the anticipated efficiency of the second two IMs with respect 

to Sa(T1) at higher ductility levels is displayed here only by comparing the as-recorded versus the 

scaled results, where the average ductility is higher.  The anticipated inefficiency of Sc versus 

Sa(T1) in the linear and low ductility range is also not evident in these results. 

In addition to these efficiency studies, which suggest that PGA would be the preferred IM 

for PFA prediction and that Sc or Sdi might, on the whole, be somewhat preferable to Sa(T1) 

(especially for higher levels of nonlinearity), the choice of an IM depends on issues of 

practicality18.  First, it is as yet uncommon and unfamiliar to use more than a scalar IM in either 

the hazard or response prediction phases.  Therefore we cannot use one IM for PFA and another 

for IDR; given the lack of costly acceleration sensitive elements in the Van Nuys building, it is 

appropriate here to not select the PGA as the IM.  With respect to the three other candidates, the 

current lack of an attenuation law for Sdi makes it impossible to provide the IM hazard curve, 

λIM, needed for the full PBEE analysis.  While (by design) it is straightforward to construct an 

attenuation law (and subsequently a hazard curve) for Sc, its only marginally greater efficiency 

                                                 
18 With respect to the question of sufficiency, a first-order check of the sufficiency of an IM is to do a regression 
analysis of EDP on IM and magnitude to assess whether, in the presence of the IM, magnitude adds new 
information. This can be checked by asking whether the estimated regression coefficient on magnitude significantly 
different from zero (i.e., the desired no dependence).  It was not feasible to make such an assessment with the Van 
Nuys testbed records because they were all from virtually the same magnitude.  The Jalayer Model/Baker Data Set 
was used for such a study and it was concluded, as expected from similar prior studies, that with respect to MIDR all 
the IMs here were sufficient with respect to magnitude except PGA, i.e., the magnitude coefficient was not 
significantly different from zero at the 5% significance level for all but PGA. 
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(at higher ductility levels only) with respect to the readily available Sa(T1), make it altogether less 

desirable in this case than Sa(T1) as the IM of choice. 

It is worth stating what would have resulted if it had been concluded that another IM, 

e.g., Sdi or Sc, was preferred.  First a PSHA for that IM would be needed, with disaggregation 

analysis to suggest the most likely magnitude-distance scenarios causing the threat at several 

MAF levels.  From these results record selection could proceed as before.  It is likely at this site 

that in all IM cases, except perhaps PGA, the dominant scenarios would not change much.  

Further there is evidence that the conclusions of PBEE will not be very sensitive to the selection 

of records (at least provided, as at this site, that forward directivity is not an issue).  Therefore 

the analysis would not differ significantly from that demonstrated in this report, except that 

either the uncertainty in the estimate of the EDPs (and subsequently the DVs) would improve to 

some degree, or alternatively the number of records selected at each MAF level might be 

somewhat reduced without loss of accuracy. 

3.5 EFFECTS OF SITE SOIL PROFILE ON IMS AND GROUND MOTIONS  

Author: S. Kramer 

3.5.1 Introduction 

The soil profile beneath the Van Nuys structure will influence the amplitude, frequency content, 

and duration of the motions that reach the structure.  The extent of its influence will depend on 

the thicknesses, stiffnesses, and damping characteristics of the various soil layers that underlie 

the site.  Because the site soil profile will affect performance of the structure, its characteristics 

and anticipated seismic response are described in the following paragraphs. 

3.5.2 General 

Intensity measures for the Van Nuys testbed site can be developed in different ways: (a) using 

target spectra developed from an attenuation relationship that allows specification of a broadly 

defined site category, (b) applying amplification factors to target spectra developed from a rock 

attenuation relationship, and (c) from site response analyses based on motions consistent with a 
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rock-level target spectrum.  These approaches involve increasing levels of effort and 

information, but also provide increasing ability to consider detailed site conditions.  Site 

response analyses can be one-, two-, or three-dimensional and can include basin and/or 

topographic effects when they are significant; it is most common, however, to perform one-

dimensional site response analyses. 

Stewart and Baturay (2002) studied these different approaches to ground motion 

prediction using suites of recorded motions.  The ground motion records were divided into 

various site categories, and IMs from the recorded motions were compared with predictions from 

attenuation relationships, rock attenuation relationships with amplification factors, and ground 

response analyses.  The results indicated that site-specific ground response analyses provided 

consistently improved estimates of surface motions (judged in terms of response spectral 

ordinates) only for soft soil sites (e.g. NEHRP Category E) at periods less than about 1 sec.  For 

other conditions, the dispersion in spectral accelerations predicted by site-specific ground 

response analyses was not significantly lower than when predicted by attenuation relationships or 

attenuation relationships with amplification factors.  Aleatory variabilities in soil properties were 

not considered in these studies. 

Because the Van Nuys profile is moderately stiff (NEHRP Category D), predictions of 

ground surface response spectral ordinates by attenuation relationship and/or by attenuation 

relationship with amplification factors would be expected to be about as accurate as predictions 

based on site-specific ground response analyses.  Somerville (2002) developed a set of ground 

surface motions based on the amplification factor approach — the rock spectra developed for the 

USGS ground motion maps were multiplied by amplification factors equal to the ratio of soil to 

rock spectral ordinates in the Abrahamson and Silva (1997) attenuation relationship to obtain 

corresponding soil spectra.  Somerville then selected suites of ground motions that were 

consistent with the soil spectra.  Using the results of Stewart and Baturay (2002), these spectra 

and ground motions should be as reasonable as spectra developed by performing site-specific 

ground response analyses.  Nevertheless, a series of analyses were performed to investigate the 

influence of uncertainty in soil parameters on site response and structural performance. 
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3.5.3 Site Conditions 

The Van Nuys site is located on the southeast corner of Roscoe Boulevard and Orion Avenue in 

San Fernando Valley.  As part of a damage investigation following the 1994 Northridge 

Earthquake, Geosystems (1994) performed a geotechnical investigation for the Van Nuys 

building.  Their report contains data from four borings up to 50 ft deep, one near each corner of 

the building.  It also includes some density and moisture content data as well as direct shear test 

data and consolidation test data for the soils at the site.  The soils are described as “mostly brown 

silty fine sand and sandy silts with some clay binder” and of a composition that “is fairly 

consistent” to depths of 30 – 35 ft.  Fill materials were encountered to depths of 5 – 10 ft on the 

south side of the building.  Logs of the four borings are summarized in Figure 3.6. 

Fig. 3.6  Boring logs for Van Nuys testbed site 

The results of penetration tests are presented in the boring logs, but detailed descriptions 

of the manner in which the penetration tests were performed were not presented.  Various 

laboratory tests, including moisture-density, direct shear, and consolidation tests, were also 

performed.  Assuming the penetration resistances are equivalent to Standard Penetration Test 

resistances, and using the available laboratory data, a generalized soil profile for the site was 

developed (Table 3.3).  This profile represents a reasonable interpretation of the shallow 
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subsurface conditions given the available subsurface data.  It should be noted that no deep 

subsurface information is available for this site. 

Table 3.3  Interpreted soil profile for Van Nuys building site from available subsurface 
information 

Depth 

(ft) 
Description 

Unit weight, 

γ (pcf) 

Penetration 

Resistance, N1 

0 - 8 Fill 117 45 

8 - 18 Silty sand 114 35 

18 – 28 Silty sand 114 31 

28 – 33 Silty sand 119 19 

33 – 45 Sandy silt 122 11 

>45 Gravelly sand 127 49 

 

This profile was used to develop a best estimate stiffness profile for the purpose of 

performing site-specific response analyses.  Because shear wave velocity measurements were not 

available, maximum shear modulus values were estimated by empirical correlation to SPT 

resistance.  The SPT N-values listed in Table 3.3 were assumed to be equal to (N1)60 values (i.e., 

an energy ratio of 60% in the penetration tests, which corresponds to typical U.S. practice, was 

assumed) and then the empirical correlation by Ohta and Goto (1976) was used.   

Since only shallow subsurface data was available, penetration resistances had to be 

extrapolated to greater depths in order to develop maximum shear moduli for those soils.  Shear 

wave velocities were then computed from maximum shear moduli and soil densities.  The best 

estimate shear wave velocity profile, which was used for the site-specific ground response 

analyses, is shown in Figure 3.7.  This profile shows a relatively gradual increase in shear wave 

velocity with depth, i.e., a profile without strong impedance contrasts.  While data to confirm this 

site characteristic is not available for the Van Nuys testbed site, shear wave velocity profiles 

from several sites in proximity to the Van Nuys testbed site measured as part of the ROSRINE 

program show similar velocity profiles.  These profiles show a gradual increase in shear wave 

velocity as the range of velocities commonly assumed to represent “seismic bedrock,” i.e., 

material with a shear wave velocity greater than 2,500 ft/sec, are approached. 
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Fig. 3.7  Base case shear wave velocity profile 

3.5.4  Site-Specific Ground Response Analyses 

In order to evaluate the effects of aleatory uncertainties in soil properties on EDPs, a series of 

site-specific ground response analyses were undertaken.  In order to maintain consistency with 

structural investigations, which used the Somerville soil motions as inputs to the base of the 

structure, an attempt at deconvolving the Somerville motions to bedrock level was made.  

Deconvolution of motions recorded at one site through generic soil profiles or soil profiles from 

other sites can lead to unreasonable results, particularly for deep soil profiles.  In this case, 

suitable deconvolved motions could not be obtained for the Van Nuys testbed site.  Local 

minima in the transfer function for surface/rock motion corresponded with significant high-

frequency components of the Somerville motions to a degree that deconvolved rock motions 

with unreasonably high amplitudes were obtained. 

3.5.4.1 Input Motions 

To allow site-specific ground response analyses to be performed on the entire soil profile, a set 

of rock outcrop motions was developed.  Development of this set of motions was done in a 

manner as consistent as possible with the manner in which Somerville obtained the soil motions.  

The procedure was intended to produce a suite of ground motions compatible, as an ensemble 

average, with the 475-year uniform hazard spectrum (rock).  The PEER Strong Motion Database 

was queried to obtain motions that satisfied the following search criteria: 
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Vs > 750 m/sec site condition 

6.0 < M < 7.5  

0 < R < 50 km   

This search returned a total of 42 strong motions records, each of which was examined 

for compatibility with the 475-year rock spectrum.  Each motion was scaled by a constant value 

until the least squares error w/r/t the target spectrum was minimized.  A ranked list of the scaled 

motions, from smallest least squares error to largest, was created.  The error magnitudes and the 

scaling factors required to produce those error magnitudes were examined for selection of a suite 

of 20 motions.  Selection of the 20 motions used in the initial analyses was based on 

consideration of both the error magnitudes and the magnitudes of the scaling factor.  The 

motions were then all scaled by a factor that caused their mean value to match the target (rock) 

spectrum at a period of 1.5 sec.  Response spectra for the resulting 20 motions are shown in 

Figure 3.8. 

      

Fig. 3.8  Rock outcrop response spectra for 10%/50 yr hazard level (a) spectra for 
individual motions, and (b) mean and mean +/- σ spectra 

The issue of intensity measure definition can be examined by considering examples of 

site response analyses.  Structural engineering research has established spectral acceleration at 

the fundamental period, Sa(T1), as an efficient and sufficient intensity measure for structures like 

the Van Nuys testbed structure (Section 3.4).  The effect of the Van Nuys soil profile on the 

definition of an optimum intensity measure was illustrated with a series of analyses.  A suite of 

60 motions covering a range of magnitudes and distances was applied to the Van Nuys profile, 

with the resulting surface motions applied to a bilinear SDOF structure (using the computer 

program, SNAP).  The correlation between the resulting EDPs and bedrock-level spectral 

acceleration were computed for 150 spectral accelerations at periods ranging from 0.001 sec to 
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20 sec (assuming a power law relationship between Sa and EDP).  Using the cyclic ductility, dcyc, 

as the EDP, the computed correlation was highest (Figure 3.9(a)) for Sa(T = 1.70 sec), indicating 

that the compliance of the soil deposit caused the period of maximum EDP efficiency to be 

increased from 1.5 sec (the fundamental period of the structure) to 1.7 sec.  A scatterplot of the 

EDP-IM relationship at that period is shown in Figure 3.9(b).  All subsequent analyses were 

performed with the motions scaled to the target (bedrock-level) spectral acceleration at T = 1.7 

sec. 

 

Fig. 3.9  Response of SDOF structure with T1 = 1.5 sec, R = 4, and α = 0.05: (a) correlation 
between spectral accelerations at various structural periods and EDP (dcyc), and 
(b) dcyc vs. Sa(T = 1.70 sec) 

3.5.4.2 Soil Properties 

The effects of uncertainties in soil properties on EDPs were examined by a series of site and 

structural response analyses.  The Van Nuys structure was modeled as a bilinear SDOF system 

with a natural period of 1.5 sec, an R-factor of 4, and an α parameter (strain hardening ratio) of 

0.05.  The results presented in the following sections relate to equivalent linear site response and 

the EDP dcyc, although similar conclusions were obtained for other EDPs. 

In equivalent linear analyses, soils are characterized in terms of their unit weights, low-

strain stiffnesses (using either low-strain shear modulus, Gmax, or shear wave velocity, Vs), their 

modulus reduction behavior and their damping behavior.  Near-surface (depth < 50 ft) unit 

weight information was available and deeper unit weights could be estimated with good 

accuracy.  Modulus reduction and damping behavior, which describe the degree of nonlinear 
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behavior of the soil, are related, and were described using the model of Darendeli (2001).  Low-

strain stiffness is ideally obtained by in-situ shear wave velocity measurements; because such 

measurements were not available for the Van Nuys structure, low-strain stiffnesses had to be 

estimated by empirical correlation to SPT resistance.  Because significant uncertainty exists in 

the empirical correlations between SPT resistance and low-strain shear modulus (Ohta and Goto, 

1976) as well as in the SPT measurements themselves, a high degree of uncertainty was assigned 

to the low-strain stiffness, particularly in the deeper soils where the presence of gravel-sized 

particles increases the uncertainty in both SPT resistance and the SPT-Gmax correlation.  This 

uncertainty would have been lower if in-situ shear wave velocity measurements had been made.  

Assumed soil property uncertainties are described in Table 3.4. 

Table 3.4  Assumed coefficients of variation for rock, soil, and structural properties  

Property Coefficient of Variation 

Structural  

Yield strength, η 0.12 

Damping ratio, ξ 0.40 

Post-yield stiffness, α 0.40 

Soil Unit 1 (Depth < 33 ft) Unit 2 (Depth > 33 ft) 

Unit weight, γ 0.10 0.10 

(N1)60 0.40 0.60 

G/Gmax Darendeli Darendeli 

Damping Darendeli Darendeli 

Friction angle, φ 0.10 0.20 

Gmax|(N1)60 correlation 0.65 0.65 

Rock  

Unit weight, γ 0.10 

Shear wave velocity, Vsr 0.30 
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Friction angle, unit weight, and SPT resistance were assumed to be correlated at a given 

depth.  All soil properties were assumed to be spatially correlated with an exponential 

autocorrelation function in the vertical direction. 

3.5.5 Uncertainty in EDP|IM 

The conditional uncertainty in EDP given IM was evaluated for each of the 20 input motions 

using both simplified and more rigorous techniques.  The simplified analyses were performed 

using first-order second-moment (FOSM) analyses, and the more rigorous analyses using Monte 

Carlo simulations.  Recognizing that the uncertainty in specification of the IM is likely to 

dominate that involved in EDP|IM and that only COV-level information is available for the 

majority of the soil/structural properties involved in the EDP|IM calculation (Cornell, personal 

communication, 2003), characterization of the uncertainty in EDP|IM using the simplified 

approach is likely to be appropriate for PBEE analyses.   

The FOSM and Monte Carlo analyses were observed to produce results with 

consistencies that depended strongly on the level of nonlinearity induced in the soil deposit.  

Because this level of nonlinearity varied significantly from one ground motion to another, the 

following sections compare and contrast the uncertainties in EDPs produced by the two methods 

of analysis for two ground motions — one which induced strong nonlinearity in the soil and one 

which did not. 

3.5.5.1 FOSM Analyses 

FOSM analyses showed that the mean EDP values (i.e., first moments) were generally well 

behaved from one rock input motion to another.  However, the analyses frequently showed 

significant differences in computed variances (second moments) — one group of motions 

produced low variances and the other produced substantially higher variances.  For example, two 

motions, referred to as Motion 6 and Motion 13, produced mean dcyc values of 5.51 and 6.51, 

respectively.  The two motions produced very different second moments, however — variances 

of 2.6 and 20.7, respectively.  Examination of the FOSM calculations showed that motions 

producing high variances generally did so because of a high gradient produced by strongly 

nonlinear behavior in the Unit 1 (depth < 33 ft) soils when the modulus reduction curve was 
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permuted in the “soft” direction.  This high gradient produced a contribution to FOSM variance 

that was not present in other motions. 

3.5.5.2 Monte Carlo Analyses 

Monte Carlo analyses allowed estimation of the entire distribution of computed EDPs.  The 

Monte Carlo analyses, however, were also affected by the tendency of some motions to induce 

large strains in the shallow soils for realizations that had low Gmax values and/or low modulus 

reduction curves.   

The results of Monte Carlo analyses for Motion 6 are shown in the form of a histogram in 

Figure 3.10(a).  Motion 6 produced first and second moments of 5.06 and 2.84, respectively, and 

very few values of dcyc < 1 (linear structural response); these moments correspond reasonably to 

those (5.51 and 2.60) produced by the FOSM analyses for that motion.  The simulated Monte 

Carlo results are most reasonably fit by a normal distribution — a normal distribution with 

moments equal to those of the Monte Carlo simulations are shown in Figure 3.10(b).  The normal 

distribution with moments equal to those obtained from the FOSM analyses is also shown; that 

distribution is seen to be offset from the Monte Carlo distributions by the difference in mean 

values (approximately 0.5 dcyc units) obtained from the two analyses. 

The results of Monte Carlo simulations for Motion 13 are shown in the form of a 

histogram in Figure 3.11(a).  The difference between the histogram of Motion 6 dcyc results is 

striking, particularly the large fraction of the simulations that produced dcyc < 1 (linear structural 

response).  Examination of the results of the Motion 13 simulations showed that the low dcyc 

values were associated with simulations that produced large strains within the soil profile.  A 

period ratio, T/Ts, can be defined as the ratio of the fundamental period of the soil deposit based 

on strain-compatible stiffnesses to the original fundamental period of the soil deposit (based on 

low-strain stiffnesses); this quantity increases with increasing “damage,” as reflected by plastic 

strains, to the soil profile.  The plot of Figure 3.11(b) shows that the majority of the simulations 

that produced low (less than unity) values of dcyc produced high values of the period ratio.  In 

these cases, large soil strains caused the ground surface motions to be diminished, at least in the 

range of periods that most strongly influence dcyc — the highly nonlinear behavior of the soil 

deposit “shields” the structure from damage due to ground shaking, at least as reflected in dcyc.  
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Similar behavior was observed for other EDPs.  It is important to recognize, however, that strong 

degradation of soil stiffness may produce irregular permanent soil deformations that could cause 

structural damage that would not be reflected by the EDPs considered here. 
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Fig. 3.10  Results of Monte Carlo simulations for Motion 6: (a) histogram of dcyc values, and 
(b) comparison of distribution obtained from simulations with normal 
distributions based on FOSM and Monte Carlo moments 
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Fig. 3.11  Results of Monte Carlo simulations for Motion 13: (a) histogram of dcyc values, 
and (b) scatterplot of dcyc and period ratio values 

3.5.5.3 Discussion 

The results of the FOSM and Monte Carlo analyses indicate that, at least for equivalent linear 

site response analyses, FOSM analyses can produce reasonable estimates of EDP|IM when 

significant nonlinearity is not induced in the soil.  The Monte Carlo analyses showed, however, 
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that certain motions produced substantial nonlinearity in soil response for some realizations of 

low-strain soil modulus and/or modulus reduction behavior; for those cases the FOSM analyses 

indicate high variances, but the Monte Carlo analyses allow a more complete visualization of the 

relationship between soil response and structural response.  The analyses performed for the Van 

Nuys testbed lead to several important conclusions: 

Selection of intensity measures must consider both the soil and the structure.  For the Van 

Nuys structure, which had a fundamental period of 1.5 sec, compliance of the soil profile 

indicated that lower dispersion in EDPs would be expected when bedrock-level ground motions 

were scaled to spectral accelerations at a period of 1.7 sec. 

Ground motion selection for performance-based evaluations must be performed with 

particular care when the fundamental period of the soil deposit differs significantly from the 

fundamental period of the structure.  Ground motions scaled to spectral acceleration at a period 

expected to minimize dispersion in a structural EDP (a period of 1.7 sec for the Van Nuys case) 

may have substantially different amplitudes at the fundamental period of the soil deposit 

(approximately 3.3 sec for the Van Nuys case); these differences can lead to significant 

differences in the response of the soil profile, particularly at lower hazard levels (i.e., stronger 

levels of shaking).  At the 10%/50 yr hazard level, some motions induced strongly nonlinear soil 

response and others did not, leading to substantial record-to-record variability. 

Both geotechnical and structural aspects of response must be considered in a 

performance-based evaluation, particularly in cases where uncertainties are high.  The high 

uncertainties in soil stiffness, which resulted from the fact that the low-strain stiffness had to be 

estimated using empirical correlations to SPT blowcounts, led to significant probabilities of 

highly nonlinear site response for some ground motions.  This behavior indicates the need for 

definition and tracking of geotechnical EDPs, and for corresponding DMs and DVs that will 

allow the effects of geotechnical performance to be properly considered within the PEER PBEE 

framework. 
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4 Prediction of EDPs 

4.1 CONNECTING HAZARD ANALYSIS WITH STRUCTURAL ANALYSIS 

Given the ground motion hazard, a vector of Engineering Demand Parameters, EDPs, needs to 

be computed, which defines the response of the building in terms of parameters that can be 

related to DMs and DVs.  The EDP vector should include all parameters of relevance for damage 

and losses to the soil/foundation/structure system as well as the nonstructural and content 

systems.  The tool used here for the computation of EDPs is nonlinear response history analysis 

(NRHA), which requires seismic hazard information and ground motion records as well as 

development of an analytical model that incorporates all important characteristics of the soil-

foundation-structure system. 

The preceding chapter has provided pertinent information on the ground shaking hazard, 

with the following main results and observations: 

• The spectral acceleration at the first mode period of the structure, Sa(T1), has been 

selected as the primary IM.  For this relatively simple building, which is located at a site 

that is not significantly affected by near-fault effects, this IM, for which hazard data are 

readily available, is believed to be sufficient.  Other scalar IMs, such as PGA, Sdi, and Sc, 

deserve consideration but are not pursued further in this study.   

• Hazard curves for Sa(T1) have been developed, with T1 being the first mode period of the 

structure.  Since the structure was damaged in several previous earthquakes, the first 

mode period was estimated as T1 = 1.5 seconds. 

• Three sets of ten ground motions each have been generated, representing the ground 

shaking at the 50/50, 10/50, and 2/50 hazard levels. 

• The hazard curves and ground motions have been generated for “generic” soil profile 

type D, without consideration to the local site soil conditions.  A sensitivity study on the 
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effects of variations in soil properties on the response of SDOF systems has indicated that 

local site conditions may have an important effect on the response if the ground motion 

causes significant soil nonlinearity.  This effect is not pursued further in this study. 

• The hazard curves and ground motions are for the free-field, i.e., they ignore potential 

soil-foundation-structure effects.  This issue is pursued further in Section 4.2. 

The IM hazard curve, together with the three sets of ground motion, can be utilized in 

different ways to predict EDPs by means of nonlinear response history analysis (NRHA).  As 

provided in Somerville and Collins (2002), the three sets are scaled to the 50/50, 10/50, and 2/50 

values of the Sa(T1 = 1.5 sec) hazard curve.  With this scaling, NRHA will produce 10 values 

each of EDPs at these three hazard levels, generating statistical information at three discrete 

values of Sa(T1).  This type of analysis, referred to as stripe analysis (Jalayer, 2003), provides 

information that may or may not be sufficient to carry out the integration involved in Eq. (1.1), 

particularly if the relationship between the IM and the EDP is highly nonlinear.  More 

comprehensive statistical data on IM-EDP relationships are generated through an Incremental 

Dynamic Analysis (IDA) in which the IM is increased in small increments, providing a large 

number of statistical data points on EDPs that permit numerical integration of the two rightmost 

terms of Eq. (1.1), see Figure 4.1.  The outcome of this explicit integration over the full IM 

hazard curve is an EDP hazard curve of the type shown in Figure 4.2.  The integration process, 

defined by the following equation, is straightforward but presumes that the ground motions used 

to determine EDPs are representative for the full range of IMs contributing significantly to the 

integral (Krawinkler et al., 2003). 

[ ] |)x(d|xIM|yEDPP)y( IMEDP λ=≥=λ ∫  (4.1) 

where λEDP(y)    =  mean annual frequency of EDP exceeding the value y 

 [ ]xIM|yEDPP =≥  =  probability of EDP exceeding y given that IM equals x 

 λIM(x)    =  mean annual frequency of IM exceeding x (ground motion  

        hazard) 

Both the stripe option and the IDA option have been exercised in this testbed study.  The 

problem with the stripe option is that the model of the structure exhibits dynamic instability 

(collapse) for several of the 10/50 and most of the 2/50 ground motions, resulting in incomplete 
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data sets at two of the three stripes.  Thus, more emphasis is placed on the IDA option, which 

also permits an assessment of the collapse probability of the structure (Section 4.5). 
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Fig. 4.1  Illustration of probabilistic seismic demand analysis (Krawinkler and 
Miranda, 2004) 
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Fig. 4.2  Example of drift hazard curve (Krawinkler et al., 2003) 

The validity of the predicted EDPs may depend strongly on the type of analytical model 

used in the NRHA.  In this study only two-dimensional models were employed, but much 

attention has been paid to replication of all important phenomena that may significantly affect 

the EDPs at all levels of deformations.  This generated large modeling challenges, which are 

addressed in Section 4.3.  The question whether soil-foundation-structure interaction effects have 



 
 

52

a significant effect on the EDP predictions is addressed in Section 4.2.  Results for EDPs are 

presented in Section 4.4.  Considering that most of the potential losses are from structural 

components and nonstructural drift sensitive components and subsystems, the primary EDP of 

interest is the interstory drift ratio, IDR.  The issue of collapse is addressed in Section 4.5, with a 

relatively straightforward procedure proposed for the prediction of the collapse probability.  The 

process was not carried forward explicitly to an estimation of fatalities.  A study that provides 

data on fatalities given that collapse occurs, is summarized in Appendix D.  Even though this 

study does not relate directly to the Van Nuys building, it is important because it provides a 

fatality model for non-ductile concrete frame structures that could be applied to the Van Nuys 

building as it existed before being strengthened after the Northridge earthquake. 

4.2 FOUNDATION MODELING AND EFFECTS OF SFSI ON EDPS 

Authors: B. Kutter, S. Kramer, G. Martin, T. Nagae, T. Hutchinson, J. Stewart 

4.2.1 Introduction 

There are at least two aspects to soil-structure interaction (SFSI) that should be evaluated in 

performance based design of buildings.   

1. Dynamic SFSI — the influence of soil and foundation on the vibrations of the structure.  

Dynamic SFSI may affect resonant frequencies and damping of structure vibrations.  The 

dynamic SFSI may be due to inertial interaction and kinematic interaction, including base 

area averaging and interaction over the height of deep foundations. 

2. Static SFSI — the loads applied to the structure associated with permanent or gradual 

deformations of the soil and/or foundation.  Differential displacements and rotations of 

different portions of the building foundations put stress on the building.  These effects 

can be significant if the dynamic and static loads approach or exceed the capacity of the 

foundations. 

The foundation conditions at the testbed site were studied and the effects of SFSI on the 

building response were evaluated.  The effect of SFSI on building response, due to compliance 

of the pile foundations, was evaluated by comparing calculated building response with SFSI to 
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fixed-base building response.  Two methods are used to account for pile foundation compliance: 

discrete uncoupled “soil springs” using ground surface motions as input and explicit inclusion of 

piles with p-y springs attached to the free field ground motions.   

4.2.2 Foundation Conditions at the Van Nuys Testbed 

The foundation below the Van Nuys building is a series of friction piles integrated with pile caps 

as shown in Figure 4.3.  There are approximately four different types of pile-pile-cap 

arrangements, ranging from single piles at select perimeter locations to 4-pile groups. Pile and 

pile-groups are nominally integrated with 24″ deep grade-beams at the perimeter of the building 

and 12″ deep tie beams in the interior. A geotechnical report prepared by GeoSystems (1994) 

indicates primarily medium dense silty sands at the site as shown in the four boring logs 

reproduced in Figure 3.6. 
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Fig. 4.3  Foundation plan and primary types of pile-pile-cap combinations 
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The soil condition at the Van Nuys testbed site is classified as NEHRP Category D.  The 

soils are fairly consistent and competent, and the ground water table is deep.  Bore hole data was 

summarized in Section 3.5.  The capacities of the pile foundations well exceed the combined 

static and dynamic loads applied to the foundations; therefore, for the Van Nuys testbed, static 

SFSI (permanent deformations) of the foundations is not considered important. 

Various options for accounting for inertial interaction, in order of increasing 

sophistication are: 

1. Apply ground surface motions directly from attenuation relationships as specified 

motions of a fixed-base model of the building (neglecting SFSI). 

2. Apply ground surface motions directly from attenuation relationships as specified 

motions to foundation “springs” attached to the footings.  The complexity of the 

“springs” may vary; for this report, an uncoupled set of horizontal, vertical and rotational 

springs was applied at each footing (3 springs for 2-D analysis, or 6 springs for a 3-D 

analyses).  The springs include flexibility of the foundation elements and soil supporting 

the foundation elements.  Viscous damping can be applied with the foundation springs to 

represent the radiation damping, and to a first approximation, the hysteretic damping if 

the strains are small. 

3. Include explicit representation of foundation elements (footings, slabs, and/or piles) in 

the model of the building and use subgrade reaction springs, or p-y springs, to represent 

the connection of the foundation elements to the soil.  Ground motions (varying with 

location) may be applied to these subgrade reaction or p-y springs.  

4. Include building and foundation elements, and represent soil elements as 3-D solid 

elements with contacts elements between the soil and foundation in the model. The model 

could conceivably be extended to include the fault source and propagation of motions to 

the building site.  At present, this process is time consuming and hence it is more 

applicable to research than to design; thus this approach was not used in this study.   

As a general rule, the effects of foundation/soil flexibility and damping (i.e., inertial soil-

structure interaction effects) can be neglected when the structure is relatively flexible in 

comparison to the foundation and soil.  Based upon structural analysis presented later, the upper 

structure is expected to yield at a base shear ratio of about V/W=0.2, where V is base shear and 

W is total weight.  For the Van Nuys testbed, the lateral load capacity of the pile groups is much 
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greater than the lateral load capacity of the superstructure.  The associated deflections of the pile 

caps are on the order of a few millimeters. 

Using a linear procedure, the relative structure/soil stiffness is often quantified by the 

dimensionless parameter ( )Tvh S ⋅ , where h =effective height of structure and T = fixed-base 

first mode period of the building (Stewart et al., 1999).  On the basis of theoretical analyses and 

analyses of building case histories, the value of ( )Tvh S ⋅  for the testbed is small and hence it is 

associated with minimal period lengthening (values near unity) and foundation damping (values 

near zero).  

Simple techniques for accounting for the kinematic interaction effects of base-slab 

averaging and foundation embedment are presented in FEMA (2003). These kinematic 

interaction effects are generally most important at periods significantly lower than the first-mode 

period of the Van Nuys building, and hence would only have a significant impact on design 

spectral ordinates for higher mode responses.  

4.2.3 Accounting for Foundation Compliance Using Foundation Springs and p-y Springs 

For preliminary assessment of effects of SSI in seismic demand assessment, the foundation 

actions may be approximated by uncoupled elastic spring components representing vertical, 

horizontal and rotational resistances. Using the methodology suggested in FEMA 273/274 (1997) 

elastic spring resistances have been estimated.  

For preliminary assessment of effects of SSI in seismic demand assessment, the 

foundation actions may be approximated by uncoupled elastic spring components representing 

vertical, horizontal and rotational resistances. Using the methodology suggested in FEMA 

273/274 (1997) and an estimated friction angle of φ’ = 35º, elastic spring resistances have been 

estimated and are provided in Table 4.1.  Such estimations are based on the assumption that the 

pile-pile-cap connection provides no rotational restraint (i.e., pinned) and that base contact at the 

pile-cap is negligible; thus all lateral restraint is provided by the passive resistance against the 

piles.  In addition, rotational resistance was estimated assuming that only the axial stiffness of 

the individual piles contributes. 
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Table 4.1  Preliminary recommendations for elastic vertical, horizontal and rotational 
spring stiffnesses 

Description kV (kip/in) kH (kip/in) kR (kip in/rad) 

4 pile group (Type C) 12000 300 16x106 

3 pile group (Type D) 9000 290 
8x106 (N-S axis) 

12x106 (E-W axis)
Vk

kHRk

 
 

For the p-y representation, the piles were modeled as line elements with flexural stiffness 

EIe defined as αβEIg (α = 0.7, β = 0.54).  The backbone of the p-y curve for sand was defined 

based on American Petroleum Institute recommendations (API 1993). The radiation damping 

was modeled by a dashpot with the coefficient c determined by the elastic theory solution.  A 

variety of conditions were assumed for the p-y analysis including variations in the depth of 

embedment, friction angle varying between 30º and 35º, fixed and pinned pile head conditions, 

and variations in pile flexural stiffness by a factor of about 2.  

The results of pushover analysis of two p-y models for a 3-pile group and a 4-pile group 

are compared in Figure 4.4 with the uncoupled linear kH springs of Table 4.1.  The uncoupled 

elastic spring stiffness compares to the lower end of the range of stiffnesses considered by the p-

y analysis, which corresponds to using a stiffness of the p-y springs equal to 1/8th of the best 

estimate value.  These results show the large variation in spring stiffnesses that can be obtained 

from various methods.  However, as shown in the next section, the effects of these large 

variations on the response of the structure are very small. 

 

 

 

 

 

 

 
 

  Exterior frame (Type C, 3 piles)   Interior frame (Type D, 4 piles) 

Fig. 4.4  Results of p-y pushover analysis compared to stiffness of uncoupled elastic spring 
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4.2.4 Dynamic 2-D Frame Model of Building Coupled with p-y Analysis  

Analyses of the Van Nuys building and foundation to evaluate the effect of soil-pile-structure 

interaction on the interstory drift and natural period of the structure are summarized here.  The 

sensitivity of the building response to variations in the building stiffness and sensitivity to 

different representations of the foundation were investigated.  Figure 4.5 shows the elevation of 

the building supported on piles with p-y springs. 

 

Fig. 4.5  Elevation of Van Nuys building exterior frame with piles and p-y springs (right 
half shows analytical model) 

The numerical procedure employed includes the calculations of ground response, soil-

pile interaction, pile-building interaction, and building response all in one process.  The soil was 

represented by a one-dimensional soil column that was assigned a very large mass so that the 

mass of the building and piles had negligible effect on the soil column response.  The soil 

column was connected to the piles by p-y springs, the piles were rigidly connected to the bases of 

the building columns, and the building was modeled as a nonlinear 2-D frame structure.  The soil 

column was represented by a Ramberg-Osgood type model with Masing hysteretic damping.  

The maximum shear modulus was taken from Ohta and Goto (1976) correlations between the 

SPT N value and the shear wave velocity.  The depth of the soil considered in the analysis was 

13 m (just below the depth of the pile tips).  
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The ground motion was applied to the base of the nonlinear soil column.  The input 

motion at a depth of 13 m was determined based upon ground surface motions used in this 

testbed study.  The computer program SHAKE, was used to deconvolve the ground surface 

motions to calculate the ground motion at a depth of 13 m.  To perform the deconvolution, rock 

was assumed at 54 m depth of soil.  The shear wave velocities used in the analysis gradually 

increased from 200 to 350 m/s over the top 13 m of the soil deposit.   

The motions calculated from SHAKE at a depth of 13 m were used as input to the 

nonlinear soil column analysis.  The surface motions calculated as output of the nonlinear 

analysis produced ground surface motion spectra that accurately reproduced the spectra of the 

original surface motion, with some exceptions for periods between about 0.3 and 0.5 seconds.  

Figure 4.6 shows a comparison between surface motion input, the motion deconvolved to a depth 

of 13 m, and surface motion calculated by the nonlinear soil-column analysis.  Since the Van 

Nuys building natural period is about 1.5 s, the errors at 0.5 s. and less are not considered 

important. 
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Fig. 4.6  Comparison of spectra of original surface motions, deconvolved motion at 13 m, 
and surface motion output from nonlinear soil column analysis 

The building has a natural period is 1.5 sec. for the fixed base condition.  It is found that 

the natural period increases only between 0.9% and 2.7% for different representations of 

foundation compliance, even when the p-y spring stiffness and strength are decreased to 1/8th of 

their base case value.  When the building is stiffened by a factor of 2, the fixed-base natural 

period is 1.06 s, and increases by 1.6% to 5.4% for the range of foundation representations 
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considered.  These comparisons confirm that the natural period of the building is not sensitive to 

the soil-foundation parameters.   

Story drifts obtained from NRHA for various soil-foundation conditions were also 

compared.  The 3rd story drift was chosen because either the 3rd or the 4th story had the largest 

drift of any stories.  The effect of SFSI on the maximum third story drift was at most 17%, and 

that occurred for the case of very soft and weak p-y springs. For the 10 ground motions the drift 

varied 1% to 4% for different foundation representations.  The conclusion is that SFSI is not 

important for this structure, and therefore, the models discussed in the subsequent sections did 

ignore SFSI and are based on the assumption of fixed base conditions of all columns. 

4.3 ANALYTICAL MODELS OF STRUCTURAL SYSTEM  

Authors: L. Lowes, F. Zareian, H. Krawinkler 

4.3.1 Modeling Objectives — OpenSees 

The objectives of this phase of the effort were the use of the OpenSees analysis platform to 

predict EDPs for the testbed building, as it existed prior to the Northridge earthquake, for three 

levels of earthquake hazard and to assess the impact of modeling uncertainty on the predicted 

EDPs.  To accomplish this objective, two two-dimensional models of the structure were 

developed. The first model, identified as OpenSees1, was developed early in the project using 

the OpenSees modeling tools and the understanding of the building as it existed at that time.  

This model was used to predict EDPs for a suite of 30 ground motions representing three hazard 

levels and to investigate the impact of modeling uncertainty on prediction of EDPs.  The second 

model, identified as OpenSees2, was developed later in the project timeline to utilize the 

improved modeling capabilities available in OpenSees; this model was intended to provide 

improved prediction of response. Both models were evaluated through comparison between 

simulated and observed response to the Northridge earthquake ground motion. Details of the 

OpenSees1 model are documented in “Seismic Analysis of Older Reinforced Concrete 

Structures” (Paspuleti 2002); details of the OpenSees2 model are documented in “The Impact of 
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Beam-Column Joint Damage on the Response of an Older Reinforced Concrete Frame Building” 

(Theiss 2005). 

4.3.2 Modeling Assumptions and Decisions — OpenSees Models 

A number of assumptions and modeling decisions were required to develop the OpenSees1 and 

OpenSees2 models of the structure. The most critical ones are discussed in the following 

sections.  

Two-Dimensional Simulation of Building Response.  To reduce the computational 

intensity of the simulation effort, response was simulated only in the longitudinal (east-west) 

direction of the building. Preliminary analyses using three-dimensional models comprising only 

beam-column elements indicated that three-dimensional modeling would not be feasible for 

creation of a comprehensive EDP dataset for the suite of ground motion records representing 

three earthquake hazard levels. In making this modeling decision, it was recognized that two-

dimensional modeling (1) would neglect the fact that the building is not structurally symmetric, 

but includes masonry in-fill in the first story on the south side of the building and (2) would not 

be sufficient to enable simulation of the structural damage observed after the Northridge 

earthquake, which was concentrated on the south side of the building.  

The two-dimensional model of the structure comprised one interior and one exterior 

frame. At each floor the lateral (EW) displacements of the exterior and interior frames are 

constrained to be equal. The response of the exterior slab-beam-column and the interior slab-

column framing system was simulated by assuming that an effective width of the two-way slab, 

centered at the column-line, contributes strength and stiffness to the longitudinal frame.  For both 

the external and internal frames, this effective slab width was assumed equal to the column-strip 

width. For the interior frame, this is approximately consistent with the recommendations of 

FEMA 356 (ASCE 2000) and ACI Committee 318 (2002).  For the external frames, this is 

approximately consistent with the recommendations of FEMA 356 but exceeds the 

recommendations of ACI Committee 318 (2002).  

Initial Fundamental Period of the Structure.  The objective of the modeling effort was 

to develop a model of the building as it existed prior to the 1994 Northridge earthquake.  As 

discussed in Section 2.5, analyses by others of the building acceleration records from the 
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Northridge earthquake indicate that the fundamental period of the structure at the beginning of 

the earthquake was approximately 1.5 sec.  Using effective elastic component stiffnesses, as 

defined in FEMA 356 and ACI 318-02, the effective elastic period of the structure in the 

longitudinal direction was between 1.1 and 1.2 seconds.  However, as the Van Nuys building 

underwent several earthquakes in the past, which caused damage and therefore period 

elongation, a fundamental period of 1.5 at the beginning of the Northridge earthquake is 

reasonable.  To enable evaluation of the current models on the basis of simulated and observed 

response under the Northridge earthquake ground motion, 1.5 sec. was taken as the target initial 

period of the baseline nonlinear models, and component stiffnesses were adjusted to achieve this 

initial fundamental period. 

Simulation of Material Response.  In both of the OpenSees models, the behavior of 

beams and columns is defined, ultimately, by the one-dimensional material response of the 

concrete and steel that compose the structure.  Concrete material response was simulated using 

the OpenSees Concrete01 material model that characterizes zero tensile strength and a parabolic 

stress-strain response in compression up to the point of maximum strength with a linear 

deterioration in the post-peak regime.  Because the transverse reinforcement ratio for beams and 

columns in the Van Nuys building is relatively low and detailing does not meet modern code 

requirements, concrete was modeled as “unconfined” with peak strength achieved at a strain of -

0.002 and minimum post-peak strength achieved at a strain of -0.004.  The results of previous 

research indicate that the compressive strength of in-situ concrete exceeds the design strength 

due to increased strength at the time of casting as well as age; this was included in the model by 

increasing the concrete peak compressive strength by a factor of 1.5 as recommended in FEMA 

356.  Concrete design strength is provided on the original building drawings as listed in 

Appendix A.  Minimum post-peak strength was defined to be 80% of the maximum strength; it 

was found that values less than 80% resulted in softening of the section moment-curvature 

response and instability in simulation of member response. 

Longitudinal reinforcing steel response was simulated using the OpenSees Steel02 

material.  This model simulates a bilinear stress-strain envelope with curvilinear unload-reload 

response; this is representative of observed stress-strain histories under cyclic loading.  As with 

plain concrete, the results of previous research indicate that the observed yield strength of 

reinforcing steel exceeds the nominal strength.  Again, the recommendations in FEMA 356 were 
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used to define an expected yield strength for Grade 40 of 50 ksi and an expected yield strength 

for Grade 60 reinforcement of 75 ksi.  Both Grade 40 and Grade 60 reinforcement were assumed 

to have a post-yield modulus equal to 2% of the elastic modulus, which was assumed to be 

29,000 ksi.  Additional parameters required to define the Steel02 material model were taken 

equal to those recommended in the OpenSees User’s Manual (http://opensees.berkeley.edu). 

Simulation of Slab, Beam and Column Response.  Simulation of slab, beam and column 

response was accomplished using fiber-hinge beam-column line elements.  In OpenSees1, the 

Beam-With-Hinges (BWH) element formulation was used; in OpenSees2, the BWH2 element 

formulation was used.  Both the BWH and BWH2 elements are force-based elements in which a 

linear moment distribution is assumed along the length of the member and an internal-element 

solution is required to determine member deformations that satisfy system compatibility.  

Member force-deformation response is computed assuming that inelastic action occurs at the 

member ends and that the middle of the member remains elastic. Inelastic action at member ends 

is defined by response of the fiber-sections.  For the BWH element, two fiber sections, one each 

located in the middle of each of the element hinge regions, are used to compute element 

response.  For the BWH2 element, a total of four sections are used, with one section located at 

each end of the element and one section located at the mid-point of the plastic-hinge region 

located at each end of the element.  These differences in the element formulations result in the 

OpenSees1 model, which uses the BWH element formulation, predicting higher strength, since 

for the BWH element member end moments are extrapolated linearly beyond that which is 

defined at the section.   

Member force-deformation response is defined by (1) the force-deformation response 

(moment-curvature and axial load-deformation response) histories of the fiber sections located 

within the plastic-hinge regions at the ends of the member, (2) the lengths of the member plastic 

hinge regions, and (3) the elastic member properties.  For both the OpenSees1 (BWH) and 

OpenSees2 (BWH2) models, fiber sections were created with maximum fiber dimensions of 0.5 

inches, section geometries defined by gross section properties as the assumed effective slab 

width, and material response characterized using the models discussed above.  For the 

OpenSees1 model, member plastic hinge lengths are defined equal to the member depth.  For the 

OpenSees2 model, member plastic hinge lengths are defined using the model developed by 

Corley (1966) in which hinge length, lp, is defined: 
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LDl p 05.05.0 +=  (4.2) 

where D is the member depth and L is the length from the point of maximum moment to the 

point of zero moment.  Results of a study by Lehman (1994) indicate that this relatively simple 

model can be used to predict observed drift for bridge columns of variable designs.  For both 

models, the elastic section properties were defined by the elastic concrete modulus, taken equal 

to cf000,57  psi where cf  is the concrete compressive strength in psi, per the 

recommendations of ACI Committee 318 (2002), an assumed concrete Poisson ratio of 0.175, 

gross section dimensions, assumed effective slab width, and a stiffness reduction factor, α, that 

was applied to all members.  This stiffness reduction factor was used to adjust the model so that 

the initial period of the structure was 1.5 seconds, the observed period of the building at the 

beginning of the Northridge earthquake (see Section 2.5). 

Simulation of Column Splice Failure.  The OpenSees models simulate two brittle 

column failure mechanisms: failure of column longitudinal steel splices and column shear 

failure.  Failure of column splices is simulated by modifying the stress-strain response model for 

the reinforcing steel at the location of the splice.  Following the recommendations of FEMA 356, 

the predicted steel yield strength is defined as the true yield strength multiplied by the ratio of the 

provided splice length to the required splice length, with the required splice length computed 

following the recommendations of ACI Committee 318 (2002) with the exception that the 1.3 

factor required when all bars are spliced at the same location was neglected.  A bilinear stress-

strain relationship (OpenSees material model Steel01) is used to simulate the material response 

of the steel, and the post-yield stiffness is defined to be negative and equal to -0.5% of the elastic 

modulus.  

Simulation of Column Shear Failure.  The OpenSees models also simulate brittle shear 

failure, with a unique column shear response defined for each column.  In the OpenSees1 model, 

shear response is defined by a shear force versus shear distortion model that is independent of 

load history and drift demand.  Initial shear strength is computed using the recommendations of 

Kowalsky and Priestley (2000) and assuming that concrete in the flexural hinge zone contributes 

only the minimum residual capacity defined by Kowalsky and Priestley.  The impact of column 

shear strength and the use of other column shear strength models on prediction of EDPs are 

investigated using the OpenSees1 model.  For the OpenSees2 model, the column shear failure 
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model developed and implemented by Elwood and Moehle (2003) is used.  This model defines 

shear strength to be a function of inter-story drift, as well as geometric, material and design 

parameters. 

Simulation of Joint Response.  For both the OpenSees1 and 2 models, beam-column 

joints are assumed to be rigid, with joint rigidity enforced through the use of rigid-end offsets for 

beams and columns.  

Simulation of Foundation Response.  For the OpenSees1 model, the building foundation 

was assumed to be rigid.  For the OpenSees2, foundation flexibility is simulated using the 

foundation spring stiffnesses discussed in Section 4.2. 

Simulation of System Response.  The only system variable defined for the OpenSees 

models was the level of viscous damping developed in the 1st and 2nd response modes.  For both 

models this was defined to be 5% of critical. 

Simulation of Gravity Loading.  At the time the OpenSees1 model was developed, it was 

not possible to simulate distributed gravity loading using the OpenSees platform.  Thus, gravity 

loading was not included in the model.  At the time the OpenSees2 model was developed, 

distributed gravity loading was fully functional within the platform, and gravity loading 

equivalent to self-weight plus 10 psf for partitions was applied.  

4.3.3 Model Evaluation — OpenSees Models 

The OpenSees models were evaluated using the results of pushover analyses and dynamic 

analysis using the Northridge earthquake ground motion, as recorded at the site.  In both cases 

the simulated damage mechanisms were compared with the damage patterns observed following 

the Northridge earthquake.  

Pushover Results.  The results of nonlinear static analyses were used to identify the 

mechanisms that could be expected to determine the response of the structure under earthquake 

loading.  Lateral loads were applied using the load distribution recommended in FEMA 356 

(2000) for static linear analysis (FEMA 356 Section 3.3.1.3.2); this vertical distribution of lateral 

loads is recommended also for nonlinear static analysis if a uniform load distribution is 

considered also (FEMA 356 Section 3.3.3.2.3).  Roof displacement, as predicted at the center 

column line, was used to control the analysis demand.  Figures 4.7 and 4.8 show total base shear 
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(for one external and one internal longitudinal frame) versus roof displacement (at the center 

column) as predicted using the OpenSees1 (Fig. 4.7) and OpenSees2 (Figure 4.8) models.  Beam 

and column section moment-curvature response data and shear force versus shear distortion data 

were evaluated to identify the initiation of the inelastic mechanism identified in the figures.  

 

Fig. 4.7  Base shear versus roof displacement for baseline OpenSees1 model 
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Fig. 4.8  Base shear versus roof displacement for baseline OpenSees2 model 
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The data in Figures 4.7 and 4.8 show that the OpenSees1 model predicts substantially 

smaller base-shear and roof displacement capacities for the building than does the OpenSees2 

model.  These differences are due to the application of distributed gravity load in the OpenSees2 

model and the different column shear response models used in the OpenSees1 and OpenSees2 

models.  The application of gravity load in the OpenSees2 model increases column flexural 

strength due to axial load and delays positive moment yielding in beams and slabs.  Both of these 

factors result in increased strength in the OpenSees2 model.  For the OpenSees1 model, column 

shear strength is defined assuming a minimal concrete contribution, and post-peak response is 

assumed to be highly brittle.  Using this model, the 1st story exterior and 4th and 5th story 

columns do not develop nominal flexural strength, but fail in shear prior to flexural yielding.  For 

OpenSees2, column shear strength is defined using the Elwood and Moehle (2003) model in 

which the concrete contribution to column shear capacity does not diminish until flexural 

yielding occurs.  Using this model, columns exhibit increased strength and drift capacity than is 

predicted by the brittle shear-failure model used in the OpenSees1 model.  

Comparison of the predicted response mechanisms identified in Figure 4.7 and 4.8 with 

damage observed following the Northridge earthquake provides a basis for evaluating the 

models.  The results shown in Figure 4.7 for the OpenSees1 model indicate that inelastic 

response of the building is due initially to flexural yielding of 1st and 2nd story beams and shear 

failure of 1st story exterior columns.  Eventually, inelastic action includes also flexural yielding 

of 4th and 5th story beams.  Finally, the structure collapses due to shear failure of the 4th and 5th 

story columns.  Similar yield mechanisms are observed for the OpenSees2 model (Fig. 4.8), with 

loss in lateral strength due to flexure-shear failure of 4th story columns.  Following the 

Northridge earthquake, damage was concentrated primarily in the exterior columns between the 

4th and 5th floors.  Both of the OpenSees models predict this failure mode. 

Prediction of Dynamic Response to the Northridge Ground Motion Record.  The results 

of nonlinear dynamic analyses were also used to evaluate the accuracy of the models.  Here 

again, the predicted failure mechanisms were compared with the observed damage patterns.  

Additionally, the predicted roof displacement history was compared with the roof displacement 

history computed using roof acceleration histories measured during the Northridge earthquake.  

Beam and column section moment-curvature response data and shear force versus shear 

distortion data were evaluated to identify the initiation of the inelastic mechanism identified in 
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the figures.  Figures 4.9 and 4.11 show the predicted and “observed” roof displacement history.  

Figures 4.10 and 4.12 show the predicted response mechanisms for the exterior and interior 

frames. 

 
Fig. 4.9  Roof displacement during the Northridge earthquake (1994), as computed from 

sensor data (“observed”) and as predicted using the OpenSees1 model 

  

(a) Exterior frame     (b) Interior frame 

Fig. 4.10  Frame member curvature ductility demands under Northridge earthquake 
ground motion as predicted using the OpenSees1 model (O’s indicate flexural 
response and X’s indicate shear failure) 
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Fig. 4.11  Roof displacement during the Northridge earthquake (1994), as computed from 
sensor data (observed) and as predicted using the OpenSees2 model 
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(a) Exterior Frame     (b) Interior Frame 

Fig. 4.12  Frame member curvature ductility demands under Northridge earthquake 
ground motion as predicted using the OpenSees2 model (O’s indicate 
flexural response, XO’s indicate shear-flexure failure, S’s indicate splice 
failure, and #’s indicate unknown failure mode) 

Comparison of the predicted response mechanisms identified in Figures 4.10 and 4.12 

with damage observed following the Northridge earthquake provides the easiest approach to 

evaluating the accuracy of the models.  The results shown in these figures suggest that inelastic 
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response of the building is due to flexural yielding of exterior and interior frame beams, shear 

failure of exterior columns and shear failure of a very few columns in the interior frame.  Thus, 

both models appear to over-predict damage induced by the Northridge earthquake. 

4.3.4 Validation of OpenSees Models 

The numerical models of the Van Nuys building include a series of atypical structural component 

models that simulate the non-ductile response of reinforced concrete components with design 

details that are typical of pre-1970s construction, but are considered inadequate by today’s 

standards.  These models simulate (1) the loss of column lateral load capacity due to inadequate 

shear capacity and (2) the non-ductile response of spliced column longitudinal reinforcement.  

The validation of these component models is discussed in the following subsections. 

4.3.4.1 Validation of Column Shear Failure Models 

Experimental investigation of the earthquake response of reinforced concrete columns with low 

transverse steel ratios and poor transverse steel detailing (i.e., 90-degree rather than 135-degree 

hooks) indicates that shear capacity is a function of column drift demand (e.g., Lynn et al. 1996, 

Kowalsky and Priestley 2000).  However, at the time the OpenSees1 model was developed, 

models were not available to enable simulation of shear capacity as a function of column drift 

demand.  Thus, the OpenSees1 model describes shear response using a shear force versus shear 

deformation model.  The OpenSees2 model employs a shear failure model in which column 

shear strength is defined to be a function of column drift demand. 

A total of four shear response models are employed to simulate column shear failure.  As 

discussed in Section 4.3.2, for the OpenSees1 baseline model, shear capacity is defined as the 

residual shear capacity proposed by Kowalsky and Priestley (USCD model).  The Kowalsky and 

Priestley model defines shear strength assuming that the concrete contribution diminishes with 

inelastic flexural action; in the current study the residual concrete capacity that is achieved at 

large flexural curvature demand is used to define column shear capacity.  In evaluating the 

impact of shear capacity on prediction of EDP’s, two additional shear-strength models are 

employed.  As discussed in Section 4.3.2, one of these follows the recommendations of ACI 

Committee 318 with the assumption that concrete in the plastic-hinge zone contributes fully to 
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shear strength (ACI model) and the second follows the recommendations of the FEMA 356 

document (FEMA 2000) (FEMA model) in which it is assumed that concrete does not contribute 

to column shear strength.  The OpenSees2 model employs the shear-failure model developed by 

Elwood and Moehle (2003) (Limit State model) in which the concrete contribution to column 

shear strength diminishes with drift demand.  

These four shear-failure models were evaluated through comparison of predicted and 

observed response.  The results of a study by Camarillo (2003) evaluated column shear strength 

models using experimental data provided in the PEER structural performance database (http:// 

http://nisee.berkeley.edu/spd/).  The results of the Camarillo study indicate that the ACI model 

used in the current study provides a conservative estimate for the shear strength of columns that 

exhibit pure shear failure but is somewhat non-conservative for columns that exhibit flexure-

shear failure.  From the Camarillo study it can be concluded that the UCSD model, as defined in 

the current study, and the FEMA 356 model are very conservative for columns that exhibit shear 

failure.  The reader is referred to Elwood and Moehle (2003) for discussion of validation of the 

Limit State model.  

4.3.4.2 Validation of Column Splice Failure Models 

Both the OpenSees1 and OpenSees2 models employ the approach recommended in FEMA 356 

to define the strength of spliced column longitudinal steel with inadequate spliced detailing.  The 

yield strength of the spliced column reinforcement is defined equal to the actual yield strength 

multiplied by a ratio of provided to required splice length.  FEMA 356 recommends that splice 

strength be defined using the ACI 318 building code and commentary (ACI 2002).  In the current 

model, this is done with the exception that the 1.3 factor that the Code applies to the splice length 

for members in which all bars are spliced at the same location is ignored.  This less conservative 

modeling approach is justified on the basis of bond strength data and spliced steel strain data 

presented by two groups (Lynn et al. 1996, and Melek and Wallace 2004) who conducted 

experimental testing of spliced columns with detailing similar to that present in the Van Nuys 

building. The results of these two test programs suggest that the proposed modeling approach 

represents a conservative estimation of the yield strength of spliced reinforcing steel in older 

columns. 
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4.3.5 Drain-2DX Models 

Two other models of the Van Nuys building, identified as “Drain T1=1.5sec.” and “MCB,” were 

developed and analyzed with the Drain2DX program (Powell 1992). The “Drain T1=1.5sec.” 

model has been developed with assumptions and decisions similar to those made for the 

“OpenSees1” model.  Notable differences were in modeling of the external frame slab, columns 

shear failure, and inclusion of P-Delta effects (which was not included in the OpenSees models).  

For the “Drain T1=1.5sec.” model it was assumed that an effective width of the two-way slab 

equal to the external frame’s column strip width contributes to strength and stiffness.  Also for 

this model, column shear strengths were obtained from the recommendations made by Kowalsky 

and Priestley (2000), and assuming that the concrete contribution to shear strength is related to 

the hinge zone flexural ductility demand.  In order to consider the shear transfer limitation in the 

interior flat slab to column joints, the maximum plastic rotation of the slab in the internal frame 

was limited to 0.04.  The “Drain T1=1.5sec.” model incorporated the P-Delta effects in all the 

nonlinear response history analyses. 

The “MCB” model consists of an exterior frame linked to an interior frame of the 

structure.  Strength and stiffness of all elements present in this model were calculated using 

bilinear moment-curvature relationships with 3% strain hardening and no deterioration. The 

effects of gravity loads and of P-Delta were also considered in this model.  Details of the “MCB” 

model can be found in Miranda & Aslani (2003). 

Pushover curves of the two Drain2DX models and the “OpenSees1” and “OpenSees2” 

models are compared in Figure 4.13.  The figure shows that the “OpenSees1” model has the least 

strength.  The additional strength of the “Drain T1=1.5sec.” model with respect to the 

“OpenSees1” model is due to the fact that in the former the exterior frame has more strength as a 

result of incorporating the contribution of a slab width equal to column strip width in the flexural 

strength of beams.  The “OpenSees2” model uses the same assumption for the exterior frame, 

which results in the two models having very similar pushover curves.  The “MCB” model has the 

largest strength and the least reduction in stiffness due to the assumptions on equivalent slab 

widths of exterior and interior frames made in the development of this model and the fact that the 

strain hardening in all beam and column elements was set to 3%, which is higher than in all other 

models. Also, no deterioration or failure mechanisms have been considered in modeling the 

beams and columns of this model. 
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Fig. 4.13  Base shear versus roof displacement pushover curves for different models 

4.4 PREDICTION OF EDPS FOR DAMAGE ASSESSMENT 

Authors: L. Lowes, F. Zareian, H. Krawinkler 

4.4.1 Prediction of Engineering Demand Parameters — OpenSees1 Model 

The OpenSees1 model was used to predict engineering demand parameters for the 30 ground 

motion records selected to represent three earthquake hazard levels (50%, 10% and 2% 

probability of exceedance in 50 years).  Review of experimental data characterizing the response 

of reinforced concrete components with design details typical of pre-1970s construction (PEER 

Structural Performance Database, http://nisee.berkeley.edu/spd/) indicates that interstory drift 

may be an adequate demand parameter for use in predicting structural damage.  It also serves as 

a good parameter to estimate damage in deformation-sensitive nonstructural components. In 

addition to peak interstory drifts at all stories, peak floor velocities and peak floor accelerations 

were recorded for use in estimating damage to acceleration-sensitive nonstructural components 
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and to contents.  Figures 4.14, 4.15, and 4.16 show predicted peak interstory drift demands at 

each story computed using the three sets of 10 ground motion records representing the three 

hazard levels.  Drift values in excess of 10% are considered to represent collapse and are not 

shown in the figures.  The number of collapses is 0, 4, and 6 at the 50/50, 10/50, and 2/50 hazard 

levels, respectively.   

 

Fig. 4.14  Maximum interstory drifts for 50/50 ground motion records 
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Fig. 4.15  Maximum interstory drifts for 10/50 ground motion records 
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Fig. 4.16  Maximum interstory drifts for 2/50 ground motion records 

4.4.2 Effect of Modeling Uncertainties on Prediction of EDPs — OpenSees1 Model 

In developing the model of the Van Nuys building, the capabilities of the OpenSees platform, 

with its scripting language input format, were used to develop a family of models to facilitate 

investigation of the impact of modeling uncertainties on prediction of EDPs (Paspuleti 2002).  

The OpenSees1 model, including the modeling assumptions and decisions discussed previously, 

was defined as the baseline model for this investigation.  Starting with the OpenSees1 model, 

multiple models of the building were created by changing a single modeling decision or varying 

a single model parameter.  Modeling decisions and modeling parameters that were varied 

included those defining the following aspects: 

• Global system/simulation parameters, including the level of viscous damping and the 

global solution tolerance. 

• Element models, including the element formulation, the length of the inelastic region at 

the ends of the element, the width of the slab considered to be effective in resisting lateral 

loads, the assumption of flexible beam-column joints through the use of centerline 

dimensions. 

• Failure mechanism models, including assuming that column splices do not affect 

response, defining column shear strength on the basis of the recommendations of ACI 
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Committee 318 and FEMA 356, rather than Kowalsky and Priestley (2000), and varying 

the shear strengths defined by Kowalsky and Priestley by 20%. 

• Material models, including the use of a bilinear hysteretic model to simulate steel 

response, defining concrete compressive strength to be the design strength rather than 

increasing the strength to account for age and variability at the time of casting, defining 

concrete post-peak strength to be 20% of the maximum strength rather than 80%.  

The multiple models described above were analyzed under static and dynamic loading. 

For static (pushover) loading the load distribution recommended by FEMA 356, as discussed in 

Section 4.3.3 was utilized.  Dynamic analyses were conducted using either the Northridge 

ground motion record or the 30 ground motion records discussed in Section 3.2.4. 

Impact of Global System Parameters on EDPs. Figure 4.17 shows the results of static 

pushover analysis and dynamic analysis using the Northridge ground motion record as input.  

Results are shown for the baseline model as well as four additional models that represent the 

baseline model with viscous damping in the first mode adjusted to 2% of critical (M1) and 8% of 

critical (M2), with the impact of P-delta (p-delta M3), and with the global solution tolerance 

adjusted from the 1e-6 value used in the baseline model to 1e-10 (M4).  

 

   (a) Pushover analysis results       (b) Max. drifts for Northridge ground motion 

Fig. 4.17  Impact of global system modeling parameters on EDP prediction 

The results in Figure 4.17a show that reducing the tolerance used to define convergence 

has an impact on the predicted base shear and drift capacity of the building, indicating the 
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reduced solution time for the baseline model comes at the cost of not finding a fully converged 

solution state.  The data in Figures 4.17a and 4.17b indicate also that accounting for P-delta 

effects results in increased displacement capacity for static loading and somewhat reduced 

interstory drift demands for dynamic loading  Since gravity loads are not applied to the structure 

in the OpenSees1 model, it is not obvious why simulation of P-delta effects should have a 

measurable impact on predicted response.  The results in Figure 4.17b show that the level of 

assumed first mode viscous damping can have a significant impact on predicted response.  As 

shown in the figure, if damping is reduced from 5% to 2% of critical, the building experiences 

extremely large interstory drift demands in the fifth story that could be expected to result in 

collapse, while the interstory drift demands in other stories are reduced.  

Impact of Element Model Parameters on EDPs. Figure 4.18 shows the results of static 

pushover analysis and dynamic analysis using the Northridge ground motion record as input, 

again in the longitudinal direction.  Data are shown for the baseline model as well as four 

additional models that represent the baseline model with the element formulation changed from a 

lumped-plasticity element to a spread-plasticity element (nlbc M5), with the length of the plastic 

hinge adjusted to 50% of the member depth (lp = 0.5d M6), with the effective slab with taken as 

22% of the column strip width (α = 0.22 M7), and with beam-column joint flexibility simulated 

by the use of centerline dimensions to define member lengths (flexible M8). 

 

   (a) Pushover analysis results      (b) Max. drifts for Northridge ground motion 

Fig. 4.18  Impact of element model parameters on EDP prediction 
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The results in Figure 4.18a indicate that reducing the plastic hinge length for the lumped-

plasticity element formulation from the full member depth to half the member depth substantially 

increases stiffness and reduces displacement capacity.  The data indicate also that using a spread-

plasticity element or assuming a substantially smaller effective slab width reduces the lateral 

stiffness of the building and increases, albeit slightly for the spread-plasticity element, the 

displacement capacity.  The increase in flexibility resulting from use of the spread plasticity 

element follows from the use of a concrete material model that has zero tensile strength; using 

the material model, each section along the length of the spread-plasticity element has a 

maximum flexural stiffness equivalent to the cracked section stiffness.  The results in Figure 

4.18b suggest that despite the differences in stiffness resulting from the element modeling 

decisions, maximum interstory drift under the Northridge ground motion record is not affected 

substantially.  This is attributed to the element modeling decisions not changing substantially the 

yield and failure mechanism that develop under the Northridge ground motion and the 

Northridge ground motion not being sufficiently intense to produce story collapse. 

Impact of Column Failure Model Parameters on EDPs. Figure 4.19 shows the results of 

static pushover analysis and dynamic analysis using the Northridge ground motion record as 

input.  Data are shown for the baseline model as well as four additional models that represent the 

baseline model with variation in the column shear strength and the strength of spliced column 

reinforcing steel.  The first model (no-splice-no-shear M9) removes simulation of column shear 

and splice failure.  The second model (splice-no-shear M10) removes simulation of column 

splice failure.  In the third model (splice-ACI), column shear strength is defined on the basis of 

the recommendations of ACI Committee 318 (2002) and the assumption that plain concrete 

contributes to column shear strength within the zone of flexural yielding.  This model predicts 

column shear strengths that are substantially larger than predicted by the baseline model.  In the 

fourth model (splice-FEMA356), column shear strength is defined on the basis of the 

recommendations of the FEMA 356 document (2002).  

The data in Figure 4.19a indicate that, as expected, neglecting to simulate column shear 

and splice failure results in increased strength and displacement capacity.  The results indicate 

also that, as expected, building base shear strength and displacement capacity is reduced if 

column shear strength is reduced. The data in Figure 4.19b suggest that for the Northridge 

ground motion the choice of a failure model is not particularly significant.  This is attributed to 
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the column failure modeling decisions not substantially changing the failure mechanism that 

develops under the Northridge ground motion and the Northridge ground motion not being 

sufficiently intense to produce story collapse. 

 

    (a) Pushover analysis results      (b) Max. drifts for Northridge ground motion 

Fig. 4.19  Impact of column failure model parameters on EDP prediction 

Impact of Material Model Parameters on EDPs. Figure 4.20 shows the results of static 

pushover analysis and dynamic analysis using the Northridge ground motion record as input.  

Data are shown for the baseline model as well as three additional models that represent variation 

in material model parameters.  In the model identified as steel (M13), the steel material model is 

changed from the OpenSees Steel02 model, which simulates the Bauschinger effect using 

curvilinear unload-reload paths, to the OpenSees Steel01 model, which is a basic plasticity 

model with isotropic hardening.  In the model identified as design (M14), concrete compressive 

strength is defined to be the design strength identified on the original building drawings rather 

than the adjusted strength used in the baseline model which accounts for overstrength due to 

variability in strength at time of casting and age.  The model identified as β (M15), defines the 

residual post peak concrete compressive strength to be 20% of the maximum strength rather than 

the 80% used in the baseline model.  

The results in Figure 4.20a indicate that the material model parameters considered have a 

minimal impact on building shear strength, but do affect displacement capacity.  In particular, 

the data in Figure 4.20a show that defining concrete compressive strength equal to the design 
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strength rather than an increased value associated with age results in a substantially increased 

roof displacement capacity, and that reducing the concrete residual strength results in an increase 

in roof displacement capacity.  These effects are attributed to a change in concrete strength and 

stress-strain response resulting in a change in the failure mechanism that is developed.  The data 

in Figure 4.20b indicate that variation in the chosen material parameters does not have a 

significant impact on predicted response under dynamic loading, for the Northridge ground 

motion record.  Again, this is attributed to the fact that the material model decisions do not affect 

substantially the yield and failure mechanisms that develop under the Northridge ground motion. 

 

    (a) Pushover analysis results      (b) Max. drifts for Northridge ground motion 

Fig. 4.20  Impact of material model parameters on EDP prediction 

4.4.3 Statistics of the Preliminary Parameter Study 

Table 4.2 shows data and statistics of the parameter study conducted using the OpenSees1 model 

and pushover analysis.  It was found that, for all the parameter models considered, the mean base 

shear was 505 kips and the mean roof displacement at collapse was 12.56 in.  For the OpenSees1 

model there was very little variation observed in the maximum base shear across different 

parameter models but the roof displacement at collapse had a variation of around 19%.  Table 4.3 

shows data and statistics of the parameter study for the dynamic analyses using the OpenSees1 

model and the Northridge earthquake ground motion record.   
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Table 4.2  Data and statistics of modeling parameter study — pushover analyses 

Model Type Base Shear 
(kips) 

Roof Displacement at 
Collapse (inches) 

Base model 515 10.2 
Pdelta, M3 515 14.1 Global Model 

Parameters δ = 10-10, M4 490 13.0 
nlbc, M5 497 12.1 

lp= 0.5d, M6 490 11.7 
α = 0.11, M7 497 16.0 

Element Model 
Parameters 

Flexible, M8 515 15.8 
No-splice-no-shear, M9 660 39.0 

splicenoshear, M10 550 11.9 
splice-ACI, M11 550 11.9 

Column Failure 
Models 

splice-FEMA356, M12 430 18.5 
steel, M13 515 9.2 

Design, M14 500 14.2 Material Model 
Parameters 

β  = 0.2, M15 500 12.1 
Mean19 505 13.13 
C.O.V* 0.06 0.19 

 

Table 4.3  Data and statistics of modeling parameter study — dynamic analyses using 
Northridge earthquake ground motion 

Maximum inter-story drifts (%) Model Type TA 
sec 

SA 
(g) 1 2 3 4 5 6 7 

Roof 
disp.(in) 

Baseline 1.56 0.41 0.48 1.28 1.75 1.97 1.50 0.81 0.38 8.82 
ξ = 2%, M1 1.56 0.41 0.03 0.05 0.42 0.69 20.7 0.18 0.04 22.66 
ξ = 10%, M2 1.56 0.41 0.54 1.30 1.61 1.64 1.33 0.60 0.28 7.95 
pdelta, M3 1.56 0.41 0.55 1.37 1.75 1.78 1.41 0.82 0.39 8.75 
δ = 10-10, M4 1.56 0.41 0.77 1.67 1.94 1.64 1.14 0.58 0.29 8.85 

nlbc, M5 1.94 0.25 0.53 1.30 1.75 2.13 1.92 1.26 0.66 10.29 
lp= 0.5d, M6 1.30 0.41 0.52 1.38 1.78 1.80 1.45 0.41 0.17 8.16 
α = 0.11, M7 1.62 0.38 0.41 1.03 1.46 1.74 1.69 1.48 0.76 9.20 
flexible, M8 1.56 0.41 0.51 1.37 1.85 1.89 1.45 0.73 0.32 8.78 

nosplicenoshear, M9 1.56 0.41 0.51 1.33 1.78 1.81 1.39 0.84 0.44 8.76 
splicenoshear, M10 1.56 0.41 0.52 1.34 1.75 1.75 1.39 0.84 0.44 8.69 

splice-ACI, M11 1.56 0.41 0.52 1.34 1.75 1.75 1.39 0.84 0.44 8.69 
splice-FEMA356, M12 1.56 0.41 0.36 0.99 1.38 1.72 1.51 1.21 0.68 8.41 

steel, M13 1.56 0.41 0.37 1.09 1.56 1.71 1.45 0.84 0.40 7.98 
design, M14 1.63 0.38 0.61 1.43 1.80 1.78 1.41 0.88 0.44 9.07 
β = 0.22, M15 1.56 0.41 0.49 1.28 1.76 1.96 1.47 0.83 0.39 8.83 

Mean20   0.51 1.30 1.71 1.81 1.46 0.86 0.43 8.75 
C.O.V *   0.19 0.13 0.09 0.07 0.12 0.22 0.37 0.064 
Mean21   0.51 1.30 1.71 1.78 1.40 0.81 0.40 8.59 
C.O.V†   0.21 0.13 0.09 0.06 0.073 0.20 0.27 0.04 

                                                 
19 The outlier, model M9 was not taken into account in calculation of the mean and C.O.V.  
20 The outlier for these analyses was the model with ξ = 2% which is not taken into account in the calculation of the 
mean and C.O.V. 
21 These are the means and the C.O.V’s for the models with TA = 1.56 sec. 
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The outlier for these analyses was the model that had a damping of 2%, which is not 

taken into account in the calculation of the mean and the coefficient of variation for the 

maximum inter-story drifts and maximum roof displacement.  It was found that variation of 

some model parameters resulted in shifting of the fundamental period of the structure.  Since the 

ground motion record was not re-scaled for any of the shifts in period, the demands on the 

building were altered, causing some of the variation in predicted interstory drifts.  

4.4.4 Prediction of Engineering Demand Parameters — Drain2DX Models 

The “Drain T1=1.5sec.” was also used to predict engineering demand parameters for the 30 

ground motion records that represent the 50/50, 10/50, and 2/50 hazard levels.  Eight of the ten 

ground motions selected for the 10/50 hazard level caused collapse at the 10/50 level, and nine of 

ten of the ground motions representing the 2/50 hazard level caused collapse at the 2/50 level, 

which prevents us from providing a meaningful probabilistic assessment of the structural 

response at these two hazard levels.  Figure 4.21 shows the maximum interstory drift at the 50/50 

hazard level for different models.  It is seen that there is good agreement in the median of results, 

especially between the MCB model and the “Drain T1=1.5sec.,” which is due to the fact that at 

this hazard level the response is only slightly nonlinear.  The median and dispersion are higher 

for the drifts obtained from the OpenSees1 model, which indicates that this model is 

experiencing more nonlinear behavior.  This is expected given the pushover curves provided in 

Figure 4.13, which show that the strength and the ductility capacity of the OpenSees1 structure 

are smaller than those of other models. 
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Fig. 4.21  Maximum interstory drift at the 50/50 hazard level for different models 

The “Drain T1=1.5sec.” model was used also to derive IM-EDP relationships using 

incremental dynamic analysis (IDA).  For this purpose a suite of 17 ground motions was utilized, 

which represent all the records in the 10/50 and 2/50 sets (three of the records were in both sets).  

Figures 4.22 and 4.23 show maximum interstory and roof drift ratios, respectively, from the 

IDAs for this model using these 17 ground motions.  In both figures, the IM is the ground motion 

5%-damped spectral acceleration at the first mode period (Sa(T1)) normalized by “g”.  The light 

gray lines are individual IDA curves, the solid bold black line shows the median, and the dashed 

bold black lines are the 16th and 84th percentiles of the response, representing the dispersion of 

EDP as function of Sa(T1).  The point at the end of each gray line represents the collapse point for 

the particular ground motion (for any further increase in Sa(T1) the increase in EDP approaches 

infinite (see Krawinkler and Ibarra, 2004).  The 50/50, 10/50, and 2/50 hazard levels are marked 

in each figure with gray bold dashed dot lines.  The intersection of the 50/50 line with median 

and 84th and 16th percentile IDA curves leads to results that are close to those shown in Figure 

4.21 for the “Drain T1=1.5sec.” model (the results are not identical because different records are 

used).  For the same hazard level, the median value of maximum roof drift ratio is clearly smaller 

than the median of maximum interstory drift ratio, which shows that even at this hazard level 

there is a concentration of drifts in one or two stories.  The issue of collapse is discussed in the 

next section. 
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Van Nuys Structure IDA, Model:"Drain T1=1.5 sec."
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Fig. 4.22  Maximum interstory drift ratio from IDAs, “Drain T1=1.5sec.” model 
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Fig. 4.23  Maximum roof drift ratio from IDAs, “Drain T1=1.5sec.” model 
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The “Drain T1=1.5sec.” model was also used to investigate the effects of modeling 

uncertainties on predictions of EDPs.  In reinforced concrete structures one basic modeling 

decision is that on elastic stiffness properties.  FEMA 356 and ACI 318-02 provide guidelines on 

effective component stiffnesses.  If the ACI guidelines are used, the fundamental period of the 

structure turns out to be 1.1 seconds in the Drain model.  The decision to use T1 = 1.5 sec. for 

this testbed study was a decision based on measured building responses before and during the 

Northridge earthquake, see Section 2.5 (the relatively long period was the consequence of 

damage during previous earthquakes).  Thus, in all Van Nuys baseline studies a factor was 

applied to the component stiffnesses that increased the period to the target value of 1.5 seconds.  

If no measurements would have been available, the best engineering estimate of T1 would be on 

the order of 1.1 seconds.  One can consider the period change from 1.1 to 1.5 sec. a modeling 

uncertainty.  The consequence of this modeling uncertainty on the EDP response at the 50/50 

hazard level is illustrated in Figure 4.24, which compares maximum IDRs obtained from the 

“Drain T1=1.1sec.” with IDRs obtained from the “Drain T1=1.5sec.” model.  The decrease in 

maximum drift is in line with expectations from the period shift, which indicates that the 

modeling uncertainty due to stiffness estimates may have a large effect on drifts, and therefore 

on loss estimates. 

Modeling uncertainty, in particular effects of changes in lateral stiffness and lateral 

strength, were also examined with the MCB model.  Results are summarized in Miranda et al., 

(2001). 
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Fig. 4.24  Impact of period variation on EDP prediction 
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4.5 PREDICTION OF PROBABILITY OF COLLAPSE 

Authors: C.A. Cornell, F. Zareian , H. Krawinkler, E. Miranda 

4.5.1 Calculating the Mean Annual Frequency of Collapse 

The mean annual frequency of collapse, λColl, is found from the following version of the framing 

equation: 

)()(|)(|)( || aaSa
S

SCaaSa
S

SCColl ssfsdsF
a

a

a

a
λλλ ∫∫ ==  (4.3) 

in which ]|[)(| aaaSC sIMsCPsF
a

=<=  and )(| aSC sf
a

 are the cumulative distribution function 

(CDF) and the probability density function (PDF) of the collapse capacity (measured in spectral 

acceleration terms) treated as a random variable22, C.  The collapse capacity, defined as the IM 

(Sa(T1) is used as IM) causing collapse of the structure for a given ground motion record (see 

Figure 4.22), will vary from record to record and may depend strongly on modeling assumptions.   

Three examples of estimates of the CDF of the collapse capacity, which is denoted from 

here on as the collapse fragility curve, are shown in Figures 4.25 to 4.27.  The first estimate has 

been obtained from the nonlinear analyses of the Van Nuys building described in Section 4.3 as 

the “OpenSees1” model.  At each of the three hazard levels (50/50, 10/50, and 2/50) there is a 

certain fraction of the 10 analyses that display very large IDRs implying effectively building 

collapse. These fractions are shown as points on Figure 4.25.  The second estimate has been 

obtained from a set of Incremental Dynamic Analyses (IDAs) of an alternative model of the Van 

Nuys building described in Section 4.3 as the “Drain T=1.5sec.” model.  Each of the 17 distinct 

records in the 10/50 and 2/50 sets was incremented and run until an Sa level was reached at 

which the IDR grew rapidly implying dynamic instability, see points at end of IDAs in Figure 

4.22.  The 17 points in Figure 4.26 are a cumulative histogram, displaying the fraction of records 

with a Sa capacity less than any value, sa.  Finally the third estimate was obtained by running 

IDA’s of a simpler model of the building (with bilinear nondegrading moment-rotation hinges 

                                                 
22 The PDF is the derivative of the CDF.  Strictly these distributions are conditioned on the value of the ground 
motion demand (IM) level, Sa, but we assume here that the capacity is independent of the input level, 
so )()(| aCaSC sFsF

a
= and the PDF becomes simply )(cfC .  That the first and second versions of these equations 

are equivalent as can be shown by an application of integration by parts.   
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and called MCB in Section 4.3) until any structural element (e.g. a column or a slab-column 

connection) attains a deformation limit that is associated with complete loss of vertical load 

carrying capacity of this element, see Figure 4.27.  A discussion of drift capacities of structural 

elements associated with loss of vertical carrying capacity is presented in Section 5.2. 

In all three cases the smooth lines are a lognormal model CDF fit through the data points.  

(Recognize that these points are only small sample estimates of what the fraction might be in a 

very large sample).  The estimated medians and log standard deviations of the three lognormal 

models of the collapse capacity are ηC = 0.60g and βRC = 0.72 in the first case, ηC = 0.45g and 

βRC = 0.37 in the second case, and ηC = 0.62g and βRC = 0.49 in the third case.  
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Fig. 4.25  Collapse fragility curve based on “OpenSees1” model  
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Fig. 4.26  Collapse fragility curve based on “Drain T=1.5sec.” model 
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Fig. 4.27  Collapse fragility curve based on a bilinear nondegrading hinge model, MCB  

The first two analyses capture the possibility of sideways collapse in the structure due to 

dynamic instability caused by large lateral displacements but do not take into account the 

possibility of collapse triggered by the loss of vertical load carrying capacity of individual 

structural members (e.g., the axial load failure of a column).  Meanwhile the third analysis 

captures the loss of vertical carrying capacity of individual members but does not capture the 

possibility of a global sideways collapse.  

Differences among collapse capacity results can be explained by the characteristics of 

each model.  One of the main differences between the “Drain T=1.5sec.” model and the 

“OpenSees1” model is that the former considers P-delta in the analysis whereas the latter does 

not.  The P-delta effect has been found to be a dominant factor as a structure approaches collapse 

[Ibarra 2003].  The “MCB” model does not have deteriorating properties but captures the loss of 

vertical carrying capacity, LVCC, by assigning deformation capacities to individual components.  

Because of the nondeteriorating bilinear properties of elements and by not considering the shear 

failure potential of columns, the median value of collapse capacity is higher than for the “Drain 

T=1.5sec.” model. 

If one postulates that sidesway and LVCC modes of collapse are mutually exclusive and 

their capacities are independent, then the probability of collapse considering the possibility of 

both collapse modes can be computed as follows: 

)()()()( |,||| 1121 aSNCaSNCCaSCaSC sFsFsFsF
aaaa

⋅+=  (4.4) 
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where )(|1 aSC sF
a

 is the probability of occurrence of sideways collapse conditioned on IM, 

)(,| 12 aSNCC sF
a

 is the probability of occurrence of collapse triggered by the loss of vertical carrying 

capacity (LVCC) given that sideways collapse has not occurred at the intensity level sa, and 

)(|1 aSNC sF
a

 is the probability of not experiencing a sideways collapse at a given intensity level sa.  

The latter cumulative probability is one minus )(|1 aSC sF
a

, hence Eq. (4.4) can also be written as 

[ ])(1)()()( ,||,|| 12112 aSNCCaSCaSNCCaSC sFsFsFsF
aaaa

−+=  (4.5) 

Figure 4.28 compares the collapse fragility curves for the Van Nuys structure for the 

cases of sidesway collapse (from Figure 4.26) without (dashed line) and with (solid line) 

consideration of collapse triggered by the loss of vertical carrying capacity.  From Eq. (4.4) or 

this figure it can be seen that neglecting the possibility of having a collapse triggered by the loss 

of vertical carrying capacity of individual elements leads to underestimation of the probability of 

collapse.  For the testbed structure the estimated median and log standard deviation now become 

ηC = 0.40g and βRC = 0.34 rather than ηC = 0.45g and βRC = 0.37 for sidesway collapse alone. 
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Fig. 4.28  Comparison of collapse fragility curves for the testbed structure with and without 
considering the possibility of having a collapse triggered by the loss of vertical 
carrying capacity in structural elements 

Having obtained a collapse fragility curve, the mean annual frequency of collapse can be 

computed from the collapse fragility curve and an appropriate hazard curve, by either numerical 
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integration of Eq. (4.3) or using the following simplification proposed in Cornell 1996 and 

Cornell 2002: 

 )kexp()(|)s(d|)s(F RCCSaaSa
S

S|CColl a
a

a
22

2
1 βηλλλ =∫=  (4.6) 

The simplified expression on the right-hand side contains the MAF of the spectral acceleration 

associated with the median collapse capacity, λSa(ηC), and a term that accounts, in an 

approximate manner, for the uncertainties inherent in the computation of the collapse capacity.  

This term contains the slope of the hazard curve at the referenced spectral acceleration value, k, 

and the dispersion(s) in the collapse fragility curve, β (the σ of the log of the data if a log-normal 

distribution is assumed for the probability of collapse given the spectral acceleration).  In the 

expression given by Eq. (4.6) only record-to-record (RTR) variability if considered, i.e., β = βRC, 

which is explicitly contained in the collapse fragility curve.  Using the example fragility curve of 

Figure 4.26, ηC is 0.45g and βRC is equal to 0.37, and using the hazard curve of Figure 3.5 

(λ(0.45g) = 0.0026, k = 2.3), the MAF of collapse is computed as 

 λC ≈ λ(0.45) exp[(0.5)(2.3 )2(0.37)2] = 0.0026x1.44 = 0.0037 /yr (4.7) 

This value is large, indeed, demonstrating a large potential for collapse (equivalent to a 

17% probability of collapse in 50 years).  In fact, for this building the collapse potential is so 

large that it greatly affects the predicted direct losses (see Chapter 5), which for buildings with 

conforming (ductile) structural systems usually are dominated by smaller more frequent 

earthquakes that do not cause collapse. 

In order to explore the sensitivity of collapse fragility and the probability of collapse of 

the Van Nuys building to period variation, the collapse fragility curve was also computed for the 

“Drain T=1.1 sec.” model, with the result shown in Figure 4.29.  It is seen that the estimated 

median collapse capacity and the standard deviation of log of the collapse capacity have changed 

to ηC = 0.54g and βRC = 0.32.  Although there is an increase in the median estimate of the 

collapse capacity compared to the case with the fundamental period equal to 1.5 sec., by 

comparing the probability of collapse for the same hazard levels (10% in 50 years) in Figures 

4.26 and 4.29 it is seen that the probability of collapse for T1 equal to 1.1 seconds is higher than 

for the structure with T1 equal to 1.5 seconds.  The mean annual frequency of collapse can be 

estimated by numerically integrating Eq. (4.3).  The resulting λcoll for the T1 =1.5 sec. and T1 = 
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1.1 sec. models, together with the appropriate hazard curves, are shown in Figure 4.30.  The λcoll 

has increased from 0.0037 to 0.0043.  Considering all the uncertainties involved in this process, 

this increase is insignificant, i.e., the T1 = 1.1 sec. model predicts about the same probability of 

collapse as the T1 = 1.5 sec. model.  This indicates that for this range of fundamental periods the 

collapse probability is not sensitive to the decision on component stiffnesses. 

Collapse Capacity of Van Nuys Structure, T=1.1 sec.
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Fig. 4.29  Collapse fragility curve based on “Drain T=1.1sec.” model 
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Fig. 4.30  Mean annual Sa hazard curves and annual probability of collapse for “Drain 
T1=1.5sec.” and “Drain T1=1.1sec.” models 
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4.5.2 Effect of Epistemic Uncertainty on the MAF of Collapse 

Epistemic uncertainty exists both in the hazard curve and in the collapse fragility.  First-order 

treatment of this uncertainty can be conducted as follows (Cornell et al., 2002; Ibarra, 2003).  A 

model for the collapse capacity random variable that includes both aleatory randomness and 

epistemic uncertainty is: 

ˆC UC RCC η ε ε= ⋅ ⋅  (4.8) 

where Cη̂  is the best (median) estimate of the median capacity, and  and UC RCε ε  represent the 

epistemic uncertainty and the aleatory randomness in the capacity, respectively.  Consistent with 

the (aleatory) model discussed before, we represent εRC by a lognormal model with median 1 and 

dispersion (log standard deviation) βRC.  We model the epistemic uncertainty in the capacity23 

also by a lognormal variable with median 1 and βUC. The two variables are assumed to be 

independent lognormals.  A representative value for βUC for the Van Nuys structure and this 

degree of analysis might be 0.4 to 0.5 (Baker and Cornell, 2003; Ibarra, 2003). 

The epistemic uncertainty in the Sa hazard curve is represented in this simplified 

approach by assuming that the actual curve, )(s
aSλ , can be represented as a product of its “best” 

(here, central or median) estimate, )(ˆ s
aSλ , and a lognormal uncertain variable24, UHε , with 

median 1 and dispersion )(sUHβ .  Then the mean estimate of the hazard curve25 is 

                                                 
23 This is “first-order” representation of the epistemic uncertainty in the capacity in that it is formally treating only 
the median of C as uncertain, i.e., as if we were “sliding” the CDF shown in Fig. 4.29 left or right an uncertain 
amount (but not allowing for the fact that the slope of curve might be less or more and the shape different. (The 
latter two elements of uncertainty can be incorporated approximately by inflating βUC . This uncertainty 
representation is practiced commonly in the nuclear industry seismic probabilistic risk assessments (Ref, Kennedy et 
al., 1980) 
24 As the hazard curve is a function of s, we must really specify fully a random function, including for example, the 
correlation between the values of )(s

aSλ at all pairs of values s1 and s2.  Here we are in effect assuming these values 
are all perfectly correlated; this assumption is conservative (Baker and Cornell, 2003) 
25 Note that this result implies that the ratio between the mean and median estimate is an indirect measure of the 
uncertainty in the estimation of the curve.  For cases, such as coastal California, where the uncertainty is 
comparatively narrow, this is too fine an interpretation of this model.  Instead UHβ  should be estimated from the 
ratio of approximately the 85% estimate and the median estimate, because the “mean plus one sigma” (in log terms) 
is the 86th percentile, and hence, )./ln( 5086

aaUH SS=β   Note from Fig. 3.5 that the value of UHβ  will vary as a 
function of Sa level.  In the current application one should use a value for Sa equal to roughly the estimate of the 
median capacity, Cη̂ . We shall see below that the ratio of mean to median hazard at about 0.45g is, in fact, in this 

case, very close to that obtained indirectly from the estimate of UHβ . 
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))(
2
1exp()(ˆ)( 2 sss UHSS aa

βλλ = .  In the vicinity of 0.45g, i.e., near the median capacity, the value 

of )45.0( gUHβ is about 0.35, see Figure 3.5. 

Given these two representations of the epistemic uncertainty in the collapse capacity and 

in the seismic hazard curve, it is possible to derive analytically the probability distribution 

describing the epistemic uncertainty in the estimate of the MAF of collapse (e.g., Cornell et al., 

2002, Jalayer and Cornell, 2003).   The result is that the mean estimate of the MAF of collapse 

is: 

⎥⎦
⎤

⎢⎣
⎡ +=∫= )(kexp)(|)s(d|)s(F UCRCCaaSa

S
S|CColl

a
a

222
2
1 ββηλλλ  (4.9) 

where the overbars stand for mean estimates.  Note that this is just the estimate (0.0037 

numerically) found before (without epistemic uncertainty, Eq. 4.6) times a factor representing 

capacity (epistemic) uncertainty, exp(1/2k2 βUC
2), if the estimate above is in fact based on the 

mean (rather than the median) estimate of the hazard curve.  For βUC = 0.4 and k = 2.3, this is a 

factor of about 1.5, yielding a mean estimate of λColl of about 0.0056 (or 24% in 50 years).  The 

effect of hazard epistemic uncertainty is contained in the fact that we are using the mean 

estimate.  Recall, from above, that ))(
2
1exp()(ˆ)( 2 sss UHSS aa

βλλ = , which is larger than the 

median by a factor here26 of 1.07. 

The analysis concludes further that the MAF has a lognormal distribution with  

222
UCUH k

Coll
βββλ +=  (4.10) 

This information can be used to determine confidence statements about collapse MAF estimates.  

For the values suggested above 
Collλβ  equals the square root of (0.35)2 + (2.3)2(0.4)2 or about 

0.98.  Note that this number is dominated by the second, structural capacity uncertainty term and 

not by the hazard term, in contrast to much conventional wisdom.  (Note that this does not mean 

that the aleatory uncertainty is not dominated by the ground motion hazard.  It seems to be but is 

                                                 
26 This ratio is that according to the model with the estimate of UHβ  found as described above; the ratio is 1.07 as 
calculated by the PSHA; this 7% difference is hardly visible in Fig. 3.5.   
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harder to quantify.)  The factor k2 has a lot to do with this conclusion27.  This value of 
Collλβ  

implies that, for example, the 86% upper confidence bound (or “mean plus one sigma” (in log 

terms) bound) on the collapse MAF is the median estimate times exp(
Collλβ ) or times 2.7.  The 

median estimate of the collapse MAF is the mean estimate times exp(-1/2
Collλβ 2), which here 

equals 0.62, implying that the median collapse estimate is (0.0056)(0.62) = 0.0035.  The 86% 

upper confidence bound is thus (0.0035)(2.7) = 0.0095 per annum, which is about 70% larger 

than the mean estimate.  One can find other confidence bounds in the same way by using 

appropriate multipliers28 on 
Collλβ  in the factor exp(

Collλβ ).  Note that the mean collapse MAF 

estimate lies at a confidence level between 50% and 86%. 

 

                                                 
27 The factor k (slope of the log-log hazard curve) enters because the capacity uncertainty is being measured in the 
Sa dimension while seismic hazard and collapse MAF are both measured on the mean frequency (“probability”) 
axis. In different words, a factor of 2 change in capacity affects the MAF by a factor of about 2k or about 4 here. 
28 The multipliers and their associated probabilities (confidence levels) come from a standard Gaussian table. 
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5 Prediction of Losses 

5.1 CONNECTING STRUCTURAL ANALYSIS WITH DAMAGE AND LOSS 
ANALYSIS 

In the context of performance assessment, structural analysis serves to predict, in a probabilistic 

format, a vector of EDPs from which all relevant decision variables (DVs) such as dollar losses, 

downtime, and deaths (the three D’s) can be computed.  In most (but not all) cases an 

intermittent variable, called a Damage Measure, DM, has to be inserted between the EDP and 

the DV, simply to facilitate the computation of DVs from EDPs.  A DM describes the damage 

and consequences of damage to the structure or to a component of the structural, nonstructural, 

or content system, and the term P(DM|EDP) can be viewed as a fragility function for a specific 

damage (failure) state.  If the fragility functions for all relevant damage states of all relevant 

components are known, the DVs of interest can be evaluated either directly or by means of cost 

functions that relate the damage states to repair/replacement costs.   

The Van Nuys testbed studies focused on the prediction of direct dollar losses.  They did 

not address in depth the issues of downtime and casualties.  If collapse is considered as surrogate 

DV for casualties, then the material discussed in Section 4.5 provides comprehensive 

information on this DV.  The focus from here on is on providing methods, data, and results for 

the prediction of dollar losses for the Van Nuys building.  As such, this focus incorporates 

collapse as a major contributor to direct financial losses. 

In the context of dollar losses, the EDPs of primary interest are interstory drifts (for 

losses in the structural system (SS) and the nonstructural drift sensitive system (NSDSS)) and 

floor accelerations (for losses in the nonstructural and content systems that are sensitive to floor 

accelerations (NSASS)).  The emphasis in the previous chapter was on interstory drift prediction, 

but complementary information is available on floor accelerations (Aslani and Miranda, 2003).  

It is understood that EDPs also include force quantities, particularly in cases of components in 
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which a certain action (e.g., axial force in a column) may be associated with non-ductile 

behavior.  The effects of such force-based EDPs may be incorporated in the component force-

deformation models or they may be evaluated in the EDP→DM phase through appropriate 

fragility functions. 

In the context of loss estimation, the following summary observations are made on EDP 

prediction: 

• For the testbed structure, the effect of soil-foundation-structure interaction effects on 

EDPs is found to be negligible. 

• The results obtained from nonlinear response history analysis (NRHA) are sensitive to 

the analytical model of the structure, particularly in the range in which the properties of 

structural components are expected to deteriorate.   

• OpenSees has advanced tools that permit the development of refined structural models 

that can replicate most of the common failure modes occurring in RC frame structures.  

At this time, the effort involved in developing such a refined structural model and in 

executing the large number of NRHAs needed for a comprehensive statistical description 

of EDPs is very large. 

• To carry out the integration required in the framework equation (1.1) it is necessary to 

compute statistical measures of EDPs for the full range of IMs of interest.  Stripe analysis 

(e.g., NRHA analysis with ground motions scaled to IMs for specific hazard values, such 

as 50/50, 10/50, and 2/50) may or may not provide sufficient response data for this 

purpose.  IDAs deliver all the information needed, provided the ground motions are 

representative for the full IM range of interest. 

• The dispersion in EDPs due to record-to-record variability (aleatory uncertainty) is large 

if Sa(T1) is selected as the IM, but it can be well predicted by means of IDAs.  Pilot 

studies performed to explore the sensitivity of EDPs to epistemic (modeling) uncertainty 

disclosed the importance of this type of uncertainty, but were insufficient to provide 

comprehensive data.  More work is needed to quantify the effects of epistemic 

uncertainty on EDPs and their dispersion. 

• IDAs with deteriorating models of the Van Nuys structure led to dynamic instability 

(sidesway collapse) at relatively low IMs, indicating that the structure has a low threshold 

to collapse.  Collapse fragility curves, which define the probability of collapse given IM, 
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and which are needed to predict the mean annual frequency of collapse, are very sensitive 

to the deterioration characteristics of the structural model used in the analysis. 

The upshot is that statistical values (central value and measure of dispersion) of all EDPs 

needed for loss estimation can be predicted with various degrees of certainty.  Both aleatory and 

epistemic uncertainties contribute significantly to variations in EDPs, which points out the 

importance of best-effort analytical modeling for improving the reliability of response prediction 

and performance assessment.   

Once all relevant EDPs are described probabilistically for the full range of IMs affecting 

the integral given by Eq. (1.1), the process of damage modeling and loss estimation can be 

carried out.  It requires an inventory of all structural, nonstructural, and content components that 

may contribute significantly to losses, the identification of damage measures, DMs, the 

availability of fragility functions that relate these DMs to EDPs, and the availability of cost 

functions that express the consequences of being in a damage state (e.g., repair costs) in terms of 

dollars.  In this chapter the emphasis is on a summary of fragility functions, with more details 

presented in Appendix B, and on examples of options and results of the loss estimation 

methodology.  The mathematical formulations of the implemented loss estimation methodology 

are presented in Appendix C. 

5.2 DAMAGE ESTIMATION 

Authors: E. Miranda, H. Aslani (Sections 5.2 to 5.4) 

 

Once the response of the structure is known, damage states (damage measures, DM) in individual 

components can be obtained through the use of fragility functions.  Fragility functions are 

functions that permit the estimation of the probability that a structural or non-structural 

component will be in a certain damage state when it is subjected to an engineering demand 

parameter EDP with intensity equal to edp. This section summarizes some of the fragility 

functions that were developed for estimating the physical damage in structural and non-structural 

components in the Van Nuys building.   
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5.2.1 Fragility of Structural Components 

Four different groups of structural components were identified for Van Nuys testbed; slab-

column connections, columns, interior beam-column connections and exterior beam-column 

connections.  For each group, damage states associated with different repair actions were 

identified.  Fragility functions for each damage state were then developed using the results of 

experimental results available in the literature.  Table 5.1 summarizes the damage states that 

were used for each group of components.   

Analysis of the result of various damage states indicates that fragility functions could be 

assumed to have a lognormal distribution (Aslani and Miranda, 2003).  Therefore, only two 

parameters, namely the median and logarithmic standard deviation of the EDP, were required to 

define the fragility function corresponding to a certain damage state.  The engineering demand 

parameter used in the fragility functions of structural components is interstory drift ratio.  Figure 

5.1 shows an example of fragility functions fitted to the experimental results for the first two 

damage states of slab-column connections. More details are presented in Appendix B.  

Interstory drift ratios corresponding to certain damage states of structural components 

exhibit a very large scatter.  For example, interstory drift ratios reported to produce punching 

shear failures in slab-column connections vary from 0.6% to 6.3%.  In order to reduce the 

uncertainty in damage estimation for these damage states, fragility surfaces were developed 

(Aslani and Miranda 2003).  In a fragility surface the mean and standard deviation of EDP 

corresponding to a damage state are evaluated as a function of a new parameter, α, which allows 

the incorporation of additional information.  The parameter α can incorporate information on the 

element (e.g., geometry, detailing, etc.), the loading and or a combination of the two.  The 

probability of exceeding the damage state is then estimated as a function of the level of EDP in 

the component but also as a function of the parameter α.  Figure 5.2 presents an example of the 

fragility surface developed for punching shear failure in slab-column connections.  In this case 

the probability of punching shear failures is computed as a function of the level of interstory drift 

ratio in the connection and as a function of a normalized gravity shear force.  The last column in 

Table 5.1 presents the damage states of different structural elements for which fragility surfaces 

were developed for the Van Nuys testbed.  The reader is referred to Appendix B for more details 

on fragility surfaces of certain damage states of structural components. 
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Table 5.1  Definition of damage measures, DM, in structural components 

Damage Measures Damage State Repair Action Fragility 
Surface

Slab-column connections

DM1 Initial cracking Patching and/or painting 
of the cracks No

DM2 Significant cracking Epoxy injection No
DM3 Punching shear failure Spall repair Yes

DM4 LVCC* Partial or total collapse Yes

Columns
DM1 Significant cracking Epoxy injection No

DM2 Shear failure Crack stiching and spall 
repair Yes

DM3 Axial failure (LVCC) Partial or total collapse Yes

Interior beam-column connections
DM1 Beam or column cracking Epoxy injection No
DM2 Joint cracking Epoxy injection No
DM3 Spalling Spall repair No

DM4 LVCC Partial or total collapse No

Exterior beam-column connections
DM1 Beam or column cracking Epoxy injection No
DM2 Joint cracking Epoxy injection No
DM3 Spalling Spall repair No

DM4 LVCC Partial or total collapse No

* Loss of vertical carrying capacity  
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Fig. 5.1  Fragility functions corresponding to damage measures dm1 and dm2 in slab-

column connections 
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Fig. 5.2  Fragility surface for punching shear failure in slab-column connection as a 
function of the interstory drift ratio and normalized gravity shear force 

5.2.2 Fragility of Non-structural Components  

Nonstructural components installed on each floor were identified from the original architectural 

drawings of the building.  The total estimated cost of non-structural components in the building 

is $6,500,000 in 2002 dollars.  Figure 5.3 presents a breakdown of the cost of the non-structural 

components.  As shown in this figure, 42% this  cost corresponds to mechanical equipment, 

while interior construction takes about 30%.  More information on classification of non-

structural components, their performance and cost can be found in the PEER report by Taghavi 

and Miranda (2003). 

 
Fig. 5.3  Distribution of cost of nonstructural components in the building 
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Whenever possible, fragility functions were based on results of experimental studies 

available in the literature.  Similar to the structural components, damage states of each 

component were defined based on distinctive tasks required to repair or replace a component.  

Our studies show that fragility functions for non-structural elements can also be modeled with a 

cumulative lognormal distribution.  Therefore, only two parameters, median and the logarithmic 

standard deviation of the data, are required to develop each of the fragility functions.  Two 

EDPs, namely interstory drift ratio and peak floor acceleration are used to define fragility 

functions for non-structural elements.  

Drywall Partitions with Metal Frame
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Fig. 5.4  Fragility functions of metal stud gypsum board partitions 

Figure 5.4 presents an example of fragility functions developed for gypsum board 

partitions as a function of the level of the interstory drift ratio in the component.  As can be seen 

in the figure, three damage states are identified for this element.  Each of the damage states 

corresponds to a different course of action required to repair or replace the partition.  For some 

non-structural elements for which no experimental data were available fragility functions 

recommended in HAZUS (1999) were used.  A description of the fragility functions used in the 

study is presented in Appendix B, Section B.1. 

5.3 LOSS ESTIMATION 

Once the probability of experiencing various damage states has been determined in a component, 

loss functions are used to estimate the consequences of such damage.  Consequences can include 
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economic losses, repair/replacement times (times required to bring the component back to its 

pre-damage conditions), possible injuries or other types of losses. A loss function provides the 

probability that a loss will occur or will be exceeded, conditioned on the component being in a 

particular damage state. Here emphasis is given to economic losses resulting from repair and/or 

replacement actions required to bring the component to its original condition. An example of loss 

functions for drywall partitions is shown in Figure 5.5. Ordinates provide the probability that a 

cost, normalized to the cost of installing a new partition, is reached or exceeded, conditioned on 

the partition being in a particular damage state.  In general, there is no information available on 

the probability distribution of repair costs of either structural or nonstructural components.  In 

this figure, for illustration purposes, the distribution has been assumed as lognormal.  However, 

it should be noted that only the median and dispersion (first and second moments of the 

probability distribution) are used in estimation of economic losses in the building.  If there was 

no variability in the cost to repair a particular damage state, these fragility functions would be 

perfectly vertical lines varying from zero to one at a normalized cost equal to the deterministic 

value of repairing the partition.  However, as shown in the figure, considerable dispersion exists 

in these repair/replacement costs.  For example, the cost of replacing a gypsum partitions can 

vary anywhere from about 65% to 200% of the average cost of a new partition. 

Drywall partitions

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.4 0.8 1.2 1.6 2.0 2.4
Cost of Repair / Cost New

Tape, Paste & Repaint
Replacement of gypsum boards
Partition replacement

P($>x | DM)

 

Fig. 5.5  Loss functions of metal stud gypsum board partitions 
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5.4 APPLICATION OF LOSS ESTIMATION METHODOLOGY 

The aim of PEER’s loss estimation efforts is to describe the seismic performance of structures 

quantitatively by continuous variables rather than discrete performance levels such as those used 

in the FEMA 273 or FEMA 356 documents.  In this section the seismic performance of the Van 

Nuys testbed structure is measured in terms of economic losses and downtime. 

5.4.1 Measures of Economic Losses 

There are many possible measures of economic loss that can be used to describe seismic 

performance. A recent workshop organized in the context of the ATC-58 project concluded that 

while some stakeholders find it more useful to work with simple measures of economic losses in 

order to make their decisions, others prefer more complex measures of economic losses (ATC, 

2003). In this work, different measures of economic loss were computed in order to demonstrate 

how the PEER loss estimation methodology can satisfy the needs of a wide range of 

stakeholders.  Ordered by increasing level of complexity, the measures of performance computed 

for the Van Nuys testbed are: 

(a) Average economic loss for a given earthquake scenario.  This measure of seismic 

performance is the expected value of the total loss in the building in a given earthquake 

scenario, where the scenario is defined by a given ground motion intensity, IM.  Hence, this 

measure of seismic performance corresponds to the expected value of the total loss 

conditioned on the ground motion having an intensity im, E[LT | IM=im].  

(b) Average economic loss for a family of earthquake scenarios.  This measure of seismic 

performance provides the average loss in the building for a family of earthquake scenarios, 

and describes the variation of the loss as a function of increasing ground motion intensities. 

At the expense of more simulations, this measure of seismic performance describes average 

losses in a continuum of earthquake scenarios.  

(c) Average annual loss.  By combining the expected loss in a family of scenarios with the 

annual frequency of occurrence of each scenario, this measure of seismic performance 
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provides the average economic loss that is produced in the structure every year.  Owners, 

lending institutions, insurers, and other stakeholders can then quantitatively compare, for 

example, annual revenues versus expected annual losses.  Similarly, they can compare annual 

earthquake insurance premiums to expected annual losses, etc. 

While measures of seismic performance previously described provide information of 

expected values of economic losses (i.e., average losses) that can occur in a given scenario, in a 

family of scenarios, or that occur every year, they do not provide information on how large these 

losses can become in a given scenario or in a given year.  In other words, they do not provide 

information on the dispersion around those average losses.  In order to provide improved 

measures of seismic performance for the testbed structure, the following measures of 

performance were also computed: 

(d) Probability of exceeding a certain dollar loss in a given earthquake scenario.  This measure 

of seismic performance provides the probability of facing an economic loss larger than a 

certain dollar amount in an earthquake with intensity im, P(LT>lt|IM=im).  This measure of 

seismic performance can also provide dollar losses associated with certain probabilities of 

being exceeded in a given earthquake scenario.  For example, it can provide the dollar loss 

that has a 10% probability of being exceeded in a given earthquake scenario. 

(e) Probability of exceeding a certain dollar loss in a family of earthquake scenarios.  This 

measure of seismic performance is similar to the previous one, but for a family of scenarios.  

Hence, it can provide variations of the probability of facing a loss larger than a certain 

amount, with increasing ground motion intensity, or variations of the dollar loss associated 

with a probability of exceedance in a given scenario with changes in the severity of the 

earthquake scenario.  

(f) Probability of having a loss equal to or larger than a certain amount.  This measure of 

performance combines the probability of losing more than a certain dollar amount in a given 

earthquake scenario (i.e., for a given value of IM) with the annual probability of experiencing 

a ground motion of an intensity equal or larger than im.  It provides information on the 

annual probability of experiencing an economic loss larger than a certain dollar amount (e.g., 

the probability of losing more than one million dollars due to earthquake damage in the 
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structure).  It can also provide dollar amounts associated with particular probabilities of being 

exceeded (e.g., the total dollar loss that has 1% probability of being exceeded in 50 years). 

5.4.2 Dollar Loss Estimation 

Using the total probability theorem, the expected loss in a building for a scenario that has a 

level of intensity of im, E[LT| IM=im], can be computed as 

 [ ] [ ] ( ) [ ] ( )imIM|CPC|LEimIM|NCPimIM,NC|LEimIM|LE TTT =⋅+=⋅===       (5.1) 

where E[LT | NC,IM=im] is the expected loss in the building provided that collapse does not occur 

at the level of intensity of im, ( )imIM|NCP =  is the probability of non-collapse conditioned on 

IM, [ ]C|LE T  is expected loss in the building when a global collapse occurs in the building and 

( )imIM|CP =  is the probability that the structure will collapse under a ground motion with a 

level of intensity, im.  The first expression on the right-hand side of this equation corresponds to 

the expected losses when there is no collapse, while the second expression on the right-hand side 

corresponds to the expected losses when collapse occurs. 

The expected total loss in the building provided that collapse does not occur at the level 

of intensity of im, [ ]imIM,NC|LE T = , is computed as the sum of the losses in individual 

components of the building as  

 [ ] ( ) [ ]∑∑
==

=⋅=⎥
⎦

⎤
⎢
⎣

⎡ =⋅==
N

i
ii

N

i
iiT im|NC,IMLEaimNC,IMLaEimNC,IM|LE

11
|    (5.2) 

where [ ]im|NC,IMLE i =  is the expected normalized loss in the ith component given that global 

collapse has not occurred at the intensity level im, ai is the expected value of the cost for the new 

component i, and Li is the normalized loss in the ith component defined as the cost of repair or 

replacement in the component normalized by ai.  Details on the computation of 

[ ]imIM,NC|LE T =  and [ ]imIM|LE T =  are given in Miranda and Aslani (2003) and in Appendix 

C. 

Figure 5.6a shows a graphic representation of the four terms in Eq. (5.1).  It can be seen 

that E[LT | NC,IM=im] gradually increases as the ground motion intensity increases.  However, 

these losses are then multiplied by the probability of non-collapse, which for this building 

decreases rapidly as the ground motion intensity increases; hence, as shown in Figure 5.6b, this 
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first term reaches a maximum of about $2.4 million for a spectral acceleration of about 0.3g and 

reduces to zero for ground motions with a spectral acceleration of 0.9g.  On the other hand, the 

expected value of the loss conditioned on collapse is multiplied by a rapidly increasing function.  

Figure 5.6b shows that, with the exception of intensities smaller than about 0.3g (which 

corresponds to a frequent event, see Figure 3.5), for this testbed building the losses due to 

collapse are more important than losses associated with non-collapse. 
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(a) Each term on right-hand side of Eq. (5.1) 
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(b) Non-collapse loss + collapse loss = total loss 

Fig. 5.6  Graphic representation of the computation of expected losses (in millions of 
dollars) as a function of the ground motion intensity 

The expected annual loss in the building, E[LT], is computed by integrating 

[ ]imIM|LE T =  over all possible levels of intensity as follows (Rosenblueth 1976, Wen et al. 

2001): 

X X+

+ =
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  | τνλτ   (5.3) 

where e-λτ is the discounted factor of the loss over a reference time t, λ is the discount rate per 

year, and dν(IM)/dIM is the derivative of the seismic hazard curve at the site.  The time period t 

can correspond to the design life of a new structure, the remaining life of an existing structure or 

another reference time period.  For a long reference time, where the effect of the finite life span 

of the facility becomes negligible, the expected annual loss (in 2002 dollars) computed for the 

Van Nuys testbed structure is $198,000.  Despite losses associated with non-collapse being 

relatively small in this structure, 65% of the average annual losses are produced by non-collapse 

cases.  This is because, even though these losses are smaller, they occur far more often than those 

associated with earthquakes that produce the collapse of the structure.  It should be noted that for 

structures in which collapse is delayed due to a larger deformation capacity, expected annual 

losses will typically be dominated even more by non-collapse cases.  

Expected annual losses can be disaggregated to find out the ground motion intensities 

that contribute more to annual losses in a structure.  For the Van Nuys testbed structure it is 

interesting to note that about 70% of the expected annual losses are produced in earthquakes with 

intensities between 0.09g and 0.8g.  Furthermore, 87.8% of the expected annual loss is 

associated with nonstructural components and only 12.5% with structural components. 

Two different approaches are used to compute the probability of losing a certain dollar 

amount in a given scenario, ( )imIM|lLP TT => .  In the first approach, ( )imIM|lLP TT =>  can 

be written as 

 ( ) ( ) ( ) ( ) ( )imIM|CPC|lLPimIM|NCPimIM,NC|lLPimIM|lLP TTTTTT =⋅>+=⋅=>==>   (5.4) 

where ( )imIM,NC|lLP TT =>  is the probability of having a loss in the building greater than a 

certain dollar amount, lT, provided that collapse does not occur at the level of intensity of im, and 

( )C|lLP TT >  is the probability of experiencing a loss greater than lT given that collapse has 

occurred in the building.  If the probability distribution of the total loss in collapse and non-

collapse cases is known, then Eq. (5.4) permits computing the probability of exceedance of the 

total loss conditioned on a ground motion intensity level im.  When using this approach it was 

assumed that ( )imIM,NC|lLP TT =>  is normally distributed and that ( )C|lLP TT >  is lognormally 
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distributed.  In the second approach, the first two moments of ( )imIM|lLP TT =>  are first 

computed as described in Appendix C and then this probability is computed by assuming that it 

is lognormally distributed. 

An example of using the first approach to compute the loss that has a 20% chance of 

being exceeded for an earthquake scenario corresponding to a ground motion intensity of 0.32g 

is shown on the left-hand side of Figure 5.7.  The right-hand side of this figure shows the 

probability of having a loss larger than 4 million dollars, also at an intensity level of 0.32g. 
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Fig. 5.7  (a) Dollar loss in the testbed structure associated with a 20% probability of 

exceedance in ground motion with an intensity of 0.32g; (b) Probability of 
experiencing a loss larger than 4 million dollars in an event with a ground motion 
intensity of 0.32g. 

Losses that have a 10% probability of exceedance for two ground motion intensity levels 

are shown in Figure 5.8.  Similarly to expected losses, these losses sharply increase from ground 

motion intensities of about 0.1g to about 0.6g.  
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Fig. 5.8  Dollar losses in the testbed structure associated with a 10% probability of being 
exceeded for two levels of ground motion intensity 
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The mean annual frequency (MAF) of a certain dollar loss can be computed by 

integrating [ ]imIM|lLP TT => , (Eq. 5.4), over all possible levels of intensity, as follows 

[ ] [ ] dIM
IM

)IM(imIM|lLPlL TTTT ∫
∞

⋅=>=>
0 d

d νν   (5.5) 

For values smaller than 0.01, the mean annual frequency of exceedance of a loss lT is 

approximately equal to the probability of losing more than a certain dollar amount lT in any given 

year, [ ]TT lLP > , hence Eq. (5.5) can be rewritten as 

[ ] [ ] dIM
IM

)IM(imIM|lLPlLP TTTT ∫
∞

⋅=>≈>
0 d

d ν  (5.6) 

The loss curve for the Van Nuys testbed structure is shown in Figure 5.9, where it can be 

seen that losses smaller than $1,000,000 have relatively high mean annual frequencies of 

exceedance.  It can also be observed that a large increase in loss is produced with changes in 

mean annual frequency from 0.008 and 0.005.  This large increase is associated with the large 

increase in losses that is produced between intensity measures of 0.1g and 0.5g.  
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Fig. 5.9  Loss curve computed for the Van Nuys testbed structure 

Also shown on Figure 5.9 is a comparison of the effects of the two approaches for 

estimating [ ]imIM|lLP TT => , on the loss curve.  As shown in the figure, results from both 

approaches are very close. 



 
 

110

5.4.3 Downtime Estimation 

Besides direct economic losses associated with repairs, the time required to repair or replace the 

building, commonly referred to as “downtime,” is also a very important decision variable.  

Downtime can be computed in a similar fashion as economic losses; for instance, the expected 

value of the downtime (e.g., average number of days of downtime) conditioned on a ground 

motion intensity is given by  

[ ] [ ] ( ) [ ] ( )imIM|CPC|DTEimIM|NCPimIM,NC|DTEimIM|DTE =⋅+=⋅===   (5.7) 

where [ ]imIM,NC|DTE =  is the expected value of the downtime in the building provided that 

collapse does not occur at the level of intensity of im, ( )imIM|NCP =  is the probability of non-

collapse conditioned on IM, [ ]C|DTE  is expected downtime in the building when a global 

collapse occurs in the building (i.e., the average time from the time in which the collapse occurs 

to the time the structure would be fully rebuilt), and ( )imIM|CP =  is the probability of collapse 

conditioned on IM.  

Estimation of downtime is complicated by the fact that it may have significant variations 

depending on the resources that are allocated to the repair process.  It is well known that 

additional economic resources can result in shorter construction times.  Furthermore, downtime 

is greatly affected by variables that are based on external socio-economic conditions, such as the 

time it takes to mobilize a large enough skilled labor force and to make the site accessible to 

large equipment.  Other issues involve design time, time for permit approvals, time for securing 

repair/reconstruction financing, etc.  Estimation of downtime is a complex problem that needs to 

be researched in much more depth.  In this study a rough estimation of downtime was obtained 

by assuming that [ ]imIM,NC|DTE =  is a linear function of [ ]imIMNCLE T =,| .  Implicit in this 

simplifying assumption is that labor costs represent a major portion of the repair costs, such that 

as economic losses due to repair/replacement of structural and non-structural components in no-

collapse cases increases, the time required to bring those damaged components to their pre-

damage condition will also increase.  Although this assumption is probably too simplistic, it 

permits a rough estimation of the downtime.  Figures 5.10 show the graphical presentation of Eq. 

5.7.  Comparison of Figures 5.6 and 5.10 indicates that, congruent with the simplifying 

assumption previously described, the variation of [ ]imIM,NC|DTE =  with ground motion 
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intensity has the same shape as [ ]imIMNCLE T =,| .  Furthermore, it can be seen that for ground 

motion intensities larger than 0.4g, the downtime is dominated by the probability of collapse, and 

the role of the simplifying assumption is very small. 
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 (a) Each term on right-hand side of Eq. (5.7) 
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 (b) Non-collapse downtime + collapse downtime = total downtime 

Fig. 5.10  Graphic representation of the computation of expected downtime (in days) as a 
function of the ground motion intensity 

The expected annual downtime in the building, [ ]DTE , can be computed by integrating 

[ ]imIM|DTE = , Eq. (5.7), over all possible levels of intensity, using the total probability theorem 

[ ] [ ] ( ) dIM
dIM

IMdimIM|DTEDTE ⋅⋅==∫
∞

0
 ν  (5.8) 

where ( )IMdν /dIM is the derivative of the seismic hazard curve at the site.  The expected 

annual downtime estimated for the Van Nuys testbed structure is 32 days. 
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6 Propagation of Uncertainties from IM to DV  

Authors: K. Porter, A. Cornell, J. Baker 

6.1 SOURCES OF UNCERTAINTIES 

Every stage of a PBEE analysis involves uncertainty.  A PEER working group identified the 

following incomplete list of main sources of uncertainty that should be quantified and 

propagated in the performance assessment process: 

• Uncertainties associated with Intensity Measures (IMs) 
o Random occurrence of earthquakes in space and time (distance and rate of occurrence) 
o Earthquake magnitude 
o Attenuation from source to site 
o Inherent randomness of ground motion time histories 

• Uncertainties associated with geotechnical aspects (IM-EDP) 
o Geotechnical geometric and material properties and their effects on ground motion 

time histories (site soil modification) 
o Geotechnical geometric and material properties and their effects on SFSI 

• Uncertainties associated with Engineering Demand Parameters (EDPs) 
o Structural geometric and material properties 
o Modeling uncertainties at component and system levels 

 Statistical uncertainty (mainly arising from limited sample size) 
 Measurement uncertainty (arising from errors made during measurements and 

observations).  
o Prediction method (bias introduced by analysis method) 
o Construction uncertainties 

• Uncertainties associated with Damage Measures (DMs) (at component level) 
o Characterization of damage states (e.g., damage observation and repair action) 
o Inadequate fragility data 
o Construction uncertainties 

• Uncertainties associated with Decision Variables (DVs) 
o Consequences of limit state exceedance (collapse, life safety, $ losses, downtime) 
o Economic assumptions (discount rate and other assumptions in cost modeling) 
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o Economic consequence modeling 
o Recovery rates (availability of finances, business/construction capability, state of 

economy in region) 
 

Table 6-1 lists specific examples of sources of uncertainty (referred to here as basic 

random variables) in a PBEE analysis, as well as references to quantify that uncertainty.  Most of 

the variables in Table 6-1 are multidimensional or vector-valued, and there is typically 

correlation among the elements of such a vector (e.g., floor-to-floor EDP correlations) and 

between the different variables (e.g., the DMs given the EDPs).  The latter are captured explicitly 

in the PEER Framework Equation, e.g,, in the form of conditional distributions such as GDM|IM.  

The former are only implicit in that equation.   

Table 6.1  Examples of sources of uncertainty in PBEE analysis 
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Several methods are available to propagate uncertainty through a PBEE analysis, each 

suiting different objectives.  The total analysis may involve only one method, e.g., Monte Carlo 

analysis, or a mix of methods selected to match the accuracy and/or computational aspects of 

each step in the Framework Equation.  Consider four objectives, addressed hereafter: (1) feature 

selection; (2) studying the body of a DV distribution; (3) estimation of the first two moments of a 

DV|IM; and (4) estimating the probability of low-probability events. 

6.2 TORNADO DIAGRAM ANALYSIS 

For feature selection, the question is which basic variable(s) appear to contribute most strongly 

to overall uncertainty in DV.  This information can be used to select the variables that should be 

treated as uncertain, allowing the rest to be fixed at a single mean value.  Feature selection can 

also be used to target important features for additional study to reduce uncertainty.  In the case of 

PBEE, the model being assessed is one that estimates quantities such as p[DV | IM] or  p[DV ] 

where DV is a decision variable such as future economic loss and IM represents a shaking 

intensity level.  As discussed elsewhere (Chapters 5 and 8) the DV may be in annual terms or in 

terms of a planning period such as 50 years. 

In an approach taken from decision analysis by Porter et al. (2002a), one begins by 

estimating three values of each basic variable: lower bound (e.g., 10th percentile), upper bound 

(e.g., 90th percentile) and best estimate (e.g., median).  One also needs a model to relate the basic 

variables to DV, i.e., producing a deterministic value of DV given specific values of each basic 

variable.  The model includes four stages: 

 
1. Hazard analysis.  Select IM value of interest and select a ground-motion time history GM 

and scale it to IM.  Currently there is no probability distribution associated with recorded 

ground-motion time history, so one must sample a number of ground-motion time histories to 

account for record-to-record variability.  

2. Structural analysis.  Calculate M, β, and FD (see Table 6.1 for definitions) of the facility and 

perform a nonlinear response-history structural analysis to determine EDP.   

3. Damage analysis.  Determine the capacities (fragilities) Xi,dm of each damageable component 

of the facility, i.e., the EDP at which a component of each type i = 1, 2, … nCT reaches 
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exceeds each of damage states DM = 1, 2, … nDM, where nCT is the number of damageable 

component types in the facility and nDM denotes the number of possible damage states of the 

component.  Then for each component, calculate  

 DM = max(dm): Xi,dm < EDP  (6.1) 

 where EDP is the engineering demand parameter to which that component is sensitive.  

Calculate each Ni,dm, the number of damaged components of type i and damage state, dm.   

4. Loss analysis (repair cost).  Determine the unit costs Ci,dm to restore a component of type i 

from each of its possible damage states dm.  Determine the contractor’s overhead and profit 

factor, COP.  Calculate the total repair cost as 

( ) , ,
1 1

1
CT DMn n

OP i dm i dm
i dm

DV C N C
= =

= + ∑∑
 (6.2) 

In the tornado-diagram analysis (Fig. 6-1), one does not need a full probability 

distribution for each basic variable.  The next step is to take all basic variables at their best-

estimate values, and calculate the resulting DV, thus establishing a baseline.  One then varies a 

single basic variable, setting it first to a lower-bound value and calculating DV, and then setting 

it to its upper-bound value and again calculating DV.  The difference between these two values is 

referred to here as the DV swing associated with that variable.  The process is repeated for each 

basic variable to find the DV swing associated with each basic variable.  A larger DV swing 

suggests a more-important basic variable.   

The variables can be sorted in decreasing order of DV swing, and a bar chart created 

showing DV on the x-axis and the basic variables on the y-axis.  Bars are horizontal, one for each 

basic variable.  The variable with the largest swing is shown on the top of the chart; the variable 

with the smallest swing at the bottom.  The effect of each basic variable is shown by one bar 

whose ends are at the DV values produced by setting that variable to its lower and upper bounds.  

The resulting graph resembles the profile of a tornado, hence the name “tornado diagram.”  

Porter et al. (2002a) present such an analysis of the Van Nuys testbed, studying the DV of 

the maximum single-event repair cost during a planning period t = 50 yr. Variables examined are 

listed in Table 6-2.  Ground motions associated with bounds and median are those among 20 

sampled that produced the 10th, 50th, and 90th percentile values of DV; they were selected from 

100 offered by Somerville et al. (1997).  For the chosen bounds (10th and 90th percentile) the 
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authors found that the top contributors to uncertainty in DV appear to be component capacity (X) 

and the maximum value of IM to which the facility is subjected during t.  Secondary contributors 

include the ground-motion time history (GM), unit costs (C), and damping (β).  For the pre-

selected bounds, uncertainty in DV associated with FD, M, and COP are small, suggesting that 

these might reasonably be treated deterministically.  No attempt was made to address fatalities or 

repair duration, or to account for geotechnical uncertainties.  Kramer (2003), however, has 

studied the sensitivity of ductility demand at the Van Nuys site to IM and various geotechnical 

uncertainties, finding that the top contributors are IM, vs, and G-ξ (see also Section 3.5). 

Table 6.2  Parameters of the sensitivity study 

Parameter 10th pctile Median 90th pctile Comment 

Sa (g) 0.11  
(LA50, 0.52) 

0.27  
(LA50, 1.28)

0.58  
(LA50, 2.74)

Spectral acceleration 
(Record, scaling factor) 

Ground motion  LA45, 1.10 LA50, 1.28 LA49, 1.26 Record, scaling factor 
Mass, M 0.872Mn Mn 1.128Mn Mn: nominal mass 
Damping, β  2.4% 5.0% 7.6% Percent of critical 
Force-deformation 
multiplier εFD 

0.90 1.00 1.10 Factor applied to F & D  
in FD relationships  

Assembly capacity X ln 1.28mxe ζ−  xm ln 1.28mxe ζ+  xm and ζ: see Beck et al. (2002)
Costs: unit costs C ln 1.28mxe ζ−  xm ln 1.28mxe ζ+  xm and ζ: see Beck et al. (2002)
 COP 0.15 0.175 0.20 Overhead and profit (O&P) 
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Mass
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Damping

Unit cost

Ground motion record
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Fig. 6.1  Tornado diagram analysis of Van Nuys testbed by Porter et al. (2002a) 
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6.3 MONTE CARLO SIMULATION FOR STUDYING THE BODY OF A DV 
DISTRIBUTION 

In this case, the objective is to examine the body of the DV distribution without making 

assumptions about its shape.  Monte Carlo simulation (MCS) has been used to estimate p[DV | 

IM] and p[DV | t] by creating a number of samples of DV.  One needs a deterministic model 

relating the basic variables to DV.  One begins by assuming the form and parameters of the 

distributions of the basic uncertain variables.  There are several approaches to Monte Carlo 

simulation; we describe here the simplest as it applies to the study of p[DV | IM].  Let X denote 

the vector of N basic uncertain variables, which are denoted individually by Xi : i ∈ {1, 2, … N}.  

Let f(X) denote the deterministic model that relates X to DV, i.e., DV = f(X).  One can model f(x) 

as discussed in Section 6.2.   

Now let FXi(xi) denote the cumulative distribution function (CDF) of Xi evaluated at xi.  

For further simplicity, let us assume that DV is a scalar such as repair cost and that the model has 

been defined so that Xi ⊥ Xj for i ≠ j and i, j ∈ {1, 2, … N}, i.e., the components of X are 

independent.  Let M denote the number of sample values of DV to be created.  One draws 

samples of X consistent with their distribution; let x denote a sample of X, and let xi denote the ith 

component of x.  One convenient way to create sample x vectors is by the inverse method, in 

which one first draws a sample vector U with N components U1, U2, … UN, where each Ui is 

uniformly distributed between 0 and 1, and Ui ⊥ Uj for i ≠ j and i, j ∈ {1, 2, … N}.  Let ui denote 

the sample value of Ui.  One inverts the CDF of each Xi at ui, i.e.,  

( )1
ii X ix F u−=  (6.3) 

For example, if Xi is normally distributed with mean value µi and standard deviation σi, then  

( )1
i i i ix u σ µ−= Φ +  (6.4) 

where Φ-1(p) represents the inverse standard normal distribution evaluated at p.  One then 

calculates the sample value dv = f(x) for x, repeating the process M times.  One compiles the M 

samples and sorts the dv values in increasing order. Let dv1 represent the smallest sample value 

of DV, dv2 represent the next larger, etc., up to dvM.  The CDF of DV is then approximated by  
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 (6.5) 

The larger the number of samples M, the more closely FDV(dv) will resemble the “true” 

CDF of DV.  For models of reasonable complexity (such as a 2-D analysis of the Van Nuys 

testbed represented by a simple non-deteriorating model), it is currently practical to perform 

hundreds of simulations overnight on a common desktop computer. (See, e.g., Beck et al., 2002 

and Porter et al., 2002b; in these studies, the Van Nuys testbed building and 19 others were each 

analyzed from ground motion to DV in 400 simulations.)  The most computationally expensive 

stage of the analysis is the structural analyses; damage and loss calculations do not add 

substantially to the computational effort.  One can increase the efficiency of the process through 

Latin Hypercube simulation of X or by a moment-matching approach (neither described here). 

Beck et al. (2002) performed such a study of the Van Nuys testbed, using the model 

described in Porter et al. (2002b), and produced the seismic vulnerability function (DV|IM) 

shown in Figure 6-2(a).  The study found that DV|IM is approximately lognormally distributed 

as shown in Figure 6-2(b), that the coefficient of variation of repair cost decreases with 

increasing IM as shown in Figure 6-2(c), and in a companion study (Porter et al., 2004) as shown 

in Figure 6-2(d), that IM values associated with recurrence periods of 40 to 300 years dominate 

expected annualized repair cost (denoted by EAL, for expected annualized loss).  The study 

required 7 hours of computer time to perform the 400 nonlinear response-history structural 

analyses, and less than 1 hour to perform the damage and loss calculations.  Thus, using simple 

non-deteriorating component models for structures of moderate size and complexity, such as the 

Van Nuys testbed, MCS is not computationally expensive — with the assumptions made in the 

analysis.   

However, there is a caveat to the aforementioned argument of computational efficiency 

and the associated results.  The MCS was performed on a simple non-deteriorating model of the 

Van Nuys structure.  As discussed in Chapters 4 and 5, the Van Nuys structure has many non-

conforming structural elements that exhibit early deterioration in strength and stiffness, which 

leads to amplification of story drifts and to potential collapse at relatively low spectral 

accelerations.  For instance, Figure 4.26 indicated a 50% probability of collapse at Sa(T1) = 
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0.46g.  Thus, the damage factors for large spectral accelerations are expected to be much larger 

than those shown in Figure 6.2(a) once deterioration in strength and stiffness is incorporated in 

the analytical model.  Clearly, this will render the structural analysis effort more complex and 

much more computationally expensive. 
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Fig. 6.2  Results of MCS analysis: (a) seismic vulnerability for the Van Nuys testbed 
building, (b) lognormal distribution of damage factor (repair cost as a fraction of 
replacement cost), (c) trend of decreasing coefficient of variation of damage 
factor with increasing IM, and (d) apparent dominance of low to moderate IM 
on economic risk.  (Beck et al. 2002a, Porter et al., 2004.) 
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6.4 FOSM FOR ESTIMATING THE FIRST TWO MOMENTS OF DV 

Another method for propagation of uncertainty is proposed by Baker and Cornell (2003), using a 

combination of First-Order Second-Moment (FOSM) methods and numerical integration.  This 

method attempts to lower the computational expense relative to direct Monte Carlo simulation, 

especially when multiple runs are required to calculate sensitivities and/or when low 

probabilities are needed.  The FOSM approximation (e.g., Melchers 1999) is used to obtain 

estimates of the conditional moments of DV|IM (i.e., the mean and variance given the value of 

the IM) from the conditional moments of EDP, DM and DV.  Then DV|IM is numerically 

integrated with the ground motion hazard curve, λ(IM).  

The motivation for this hybrid method is the assumption that the uncertainty in the IM 

hazard curve is the most significant contributor to variance of the total loss.  Therefore, the full 

distribution for IM itself (the ground motion hazard curve) is retained, but FOSM approximations 

are used for the first and second moments of the other random variables, conditioned on IM.  In 

addition, data on the full distributions of some variables (e.g., repair costs) are very limited and 

so using only the first two moments of these distributions should not result in a significant loss of 

information.  

In the structural dynamic analysis stage of this procedure, a deterministic structural 

model is repeatedly subjected to each of a number of ground-motion time histories that are 

scaled to several values of IM as described in Chapter 4.  This simulation accounts for record-to-

record variability in structural response.  To account for uncertainty in structural parameters (i.e., 

several of the variables from Table 6.1) it is necessary to vary the parameters in accordance with 

the estimated distribution of possible values, and evaluate the resulting uncertainty in the 

structural response.  This can be performed using Monte Carlo simulation during the repeated 

dynamic analyses, or using a finite difference method outlined by Baker and Cornell (2003).  

From the output of this analysis, one easily obtains the mean value of each EDP and also the full 

covariance matrix of the EDP vector, both conditioned on the IM level.  These outputs are fit by 

simple functions of IM allowing the uncertainty to be propagated using analytical equations. 
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To illustrate, suppose that, the repair cost DVk of the kth component can be modeled29 as 

some function of EDPi, g(EDPi), plus a zero-mean random variable, εk, with variance = h(EDPi), 

and that for a given level of the IM EDPi has mean µEDP|IM and variance σ2
EDP|IM.  Then the 

FOSM procedure approximates g(EDPi) by a first-order expansion or linear approximation, 

g(µEDPi) + (dg/dEDP)(EDPi- µEDPi) + εk, where the derivative is evaluated at the mean value of 

the EDP. If the mean and variance of this linear function of EDP are computed one finds simply: 

)(]|[ |IMEDPk gIMDVE µ≅  (6.6) 

)()(]|[ |
2

|
2

IMEDPIMEDPk h
dEDP

dgIMDVVar µσ +≅  (6.7) 

The total repair cost must be obtained from the sum of such component repair costs; this requires 

assumptions about the correlation among them, as is discussed below. 

FOSM results can also be used to examine sensitivities to each random variable, allowing 

identification of those sources of uncertainty providing the greatest contribution to total 

uncertainty in repair costs.   

In addition, using this framework and making several functional form assumptions, there 

is a simple closed form solution available for calculating the annual rate of exceeding a given 

level of repair costs.  The assumptions needed are:  

1. The conditional expected value of Total repair Cost (TC) given IM, E[TC|IM=im], is 

approximated in the region of interest by a function of the form a′(im)b, where a′ and b 

are constants.  

2. The uncertainty in TC|IM is represented by a lognormal distribution (note that for the 

example this assumption appears to be justified by Figure 6.2b above).  The logarithmic 

standard deviations in TC|IM due to aleatory and epistemic uncertainty are assumed 

constant for all IM in the region of interest and denoted βR and βU, respectively.  

3. An approximate function of the form 0
ˆ ( ) k

IM x k xλ −=  is fit to the mean IM hazard curve, 

again in the region of interest.  This form for the hazard curve has been proposed 

previously by Kennedy and Short (1984) and Luco and Cornell (1998). The epistemic 

                                                 
29 This may come after “collapsing out” the intermediate DM variable, as described in Baker and Cornell (2003). 
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uncertainty in this hazard curve is represented by a lognormal random variable with 

logarithmic standard deviation βUIM. 

Under these assumptions, the mean estimate of λTC(z), the mean annual of exceeding a given TC 

level z, is given by: 

[ ] ( )2 2
0

1( ) exp 1
' 2

k
b

TC R U
z k kE z k
a b b

λ β β
−

⎛ ⎞⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠

  (6.8) 

and the standard error of estimation or epistemic uncertainty in this estimate is given by: 
2

2 2
ln ( ) 2TC z UIM U

k
bλσ β β= +   (6.9) 

These results are derived from related problems that are used in the SAC methodology (Cornell 

et al., 2002 and FEMA-355F, 2000).  The applicability of this special closed form solution will 

depend on the accuracy of the required analytic assumptions.  Nonetheless, this analytical 

formulation provides simple equations that may be useful.  In cases where fewer analytic 

assumptions are desired, the hybrid FOSM method also provides a more general solution that is 

solvable using numerical integration. 

It can be shown from Eq. (6-8) above that even for relatively large uncertainties in repair 

costs given IM (i.e., large values of βR and βU), the mean estimate of λTC(z) is  typically 

dominated by the first factor which is simply the hazard curve evaluated at the value of the IM 

found from the mean cost z versus IM equation..  This is one reason it is believed that FOSM 

approximations of DV|IM are sufficient to provide an adequate result. 

6.5 CONSIDERATION OF CORRELATIONS 

Correlations among uncertain properties (e.g., among structural properties or among repair costs 

of assemblies) must be considered carefully in propagation of uncertainty, as they may have a 

large effect on the variance of total repair costs.  Unfortunately data on correlations, especially 

correlations of repair costs, are lacking in the literature.  Baker and Cornell (2003) address this 

topic and provide several models that may be useful.  

In the absence of additional information, it may be helpful to use the following 

characterization scheme.  To illustrate, let the logarithmic component repair cost for a given 
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damage state, ln |k iDV DM , be represented by the summation of a deterministic mean and three 

random variables: ln | ( ) ln ln ln
m kk i i Struc ElClass ElDV DM g DM ε ε ε= + + + , where Strucε  represents 

uncertainty common to all elements in the entire structure (e.g., general labor rates), 
mElClassε  

represents uncertainty common only to elements of class “m” (e.g., drywall partitions, moment 

connections, etc.) and 
kElε represents uncertainty unique to element k.  All of these ε random 

variables are assumed to be mutually uncorrelated.  We then define 2[ln | ]Struc i StrucVar DMε β= , 

2[ln | ]
mElClass i ElClassVar DMε β=  for all m, and 2[ln | ]

kEl i ElVar DMε β=  for all k.  The variance of 

ln |k iDV DM  is the sum of these variances.  For this special case, a simple closed-form solution 

exists for the correlation coefficient between repair costs of two components.  If two elements 

are in the same class (e.g. drywall partitions), then the correlation in their repair costs, jDV  and 

kDV , is: 

2 2

ln ,ln | 2 2 2k j i

Struc ElClass
DV DV DM

Struc ElClass El

β βρ
β β β

+=
+ +

 (6.10) 

If two elements are in the different classes (e.g. a drywall partition and a moment connection), 

then the correlation in their repair costs, jDV  and kDV , is: 

2

ln ,ln | 2 2 2k j i

Struc
DV DV DM

Struc ElClass El

βρ
β β β

=
+ +

 (6.11) 

Loosely speaking, the correlation coefficient between two DV’s can be said to be the ratio of 

their shared variances to their total variance. 

Consideration of correlations is necessary no matter what method used to propagate 

uncertainty and thus the model above is applicable for all methods of propagation.  It has been 

incorporated in the FOSM work of Baker and Cornell (2003).  Correlations can also be modeled 

with the Monte Carlo method, although simulation of a vector of correlated random variables 

requires methods beyond the simple inverse method described in Section 6.3.  Correlations can 

also be explicitly incorporated into the reliability methods described in Section 6.6 below. 
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6.6 RELIABILITY METHODS FOR MODELING LOW-PROBABILITY EVENTS 

Reliability methods such as the First Order Reliability Method (FORM, e.g., Melchers, 1999) 

can be used for PBEE analysis in cases where interest is in the probability of low-probability 

events, such as structural collapse or the probability that repair cost, number of fatalities, or 

downtime will exceed some unacceptable threshold.  In a reliability approach, the same basic 

information as in MCS is required: the distribution of the basic variables, X, as well as a 

deterministic model of performance.  The probability of structural collapse is sometime 

approximated using a displacement or deformation proxy, e.g., if interstory drift exceeds some 

threshold, then collapse is assumed to occur.  In this case, X need only include those listed in 

Table 6-1 under hazard and structural analyses.  Reliability analysis for P[EDP > x] has been 

well treated elsewhere; we will not recap such approaches here.  The interested reader is referred 

to Au et al. (2004) for an application of subset simulation to a reliability assessment of the Van 

Nuys testbed building.  Au and Beck (2001) present the basic theory.  See also Der Kiureghian 

(2003) for PEER’s development of OpenSees tools to perform first-order-reliability-method 

(FORM) analysis. 
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7 Relation to Presently Accepted Engineering 
Approaches   

Authors: J. Heintz, R.G. Pekelnicky 

 

The purpose of this chapter is to summarize the current state of engineering practice with regard 

to assessing the seismic performance of existing buildings.  It is intended to illustrate how an 

engineering office might evaluate the performance of the Van Nuys Testbed building, and 

communicate the expected performance to a client.  Since actual practices can vary significantly 

from one office to another, this section includes a discussion on several methodologies currently 

available for use by practitioners. An evaluation using one of these methodologies is conducted 

on the Van Nuys Testbed building for comparison to the PEER methodology. 

7.1 CURRENT PRACTICE OF SEISMIC EVALUATION AND STRENGTHENING  

Seismic evaluation of existing buildings has evolved as a specialized practice in structural 

engineering over the last 60 years.  Since it has existed over most of that time period without any 

codified or standardized procedures, current engineering practice can vary significantly from one 

office to another.  The methodologies employed by a given engineer can be function of personal 

biases and engineering opinion, as well as the practical needs of the client.   

The overriding principle for an engineering consultant is that the practice of engineering 

is a business.  The goal is to provide the client with what is requested, while spending no more 

than the fee negotiated for the work.  Implicit in getting the work in a competitive market is to 

charge fees consistent with what the market will bear, whether that is based on fees charged by 

competitors for similar services, or fees based on what the client expects to pay.  In the case of 

seismic evaluation, the needs of the client dictate the level of effort and schedule.  The focus is 
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on getting practical answers to questions about building performance as quickly as possible.  

Conservatism, simplicity, and speed are regularly chosen over improved accuracy, increased 

level of effort, and additional time.  

Public reaction to the damaging effects of recent urban earthquakes has shown that there 

is a disconnect between what the general population perceives to be acceptable earthquake 

performance and what the building codes provide as minimum performance.  This has led to the 

development of performance-based engineering concepts in which practitioners seek to better 

quantify the expected performance of a building and communicate that performance to an owner.   

A real consideration in practice is the complexity of new and emerging technologies.  As 

we learn more about the performance of buildings in earthquakes, and recognize more about the 

limitations of our past analytical techniques, new methodologies have become increasingly 

complex.  Skill levels vary between offices, and successful application of advanced nonlinear 

analyses can be a challenge even in the most skilled engineering offices.  The willingness of an 

engineer to accept advancements in engineering practice is a function of comfort with historic 

practice, bias towards new and emerging technologies, and ability to charge clients for new, 

more expensive services.  Clearly, the latter can only be accomplished if the client sees a benefit 

in spending more money up front. 

7.1.1 Methodologies and Tools Currently in Use 

Historic practice of seismic evaluation and strengthening has been to apply code provisions for 

new buildings to the analysis of existing structures.  This practice still exists today in many 

situations.  Local jurisdictions with an interest in promoting long-term seismic safety will trigger 

a mandatory seismic upgrade when a certain amount of work is proposed for an existing 

building.  Current code, or some fraction of it, is often the specified criterion in these situations.    

Methodologies developed specifically for existing buildings were not available until the 

late 1980’s.  One of the first such documents was ATC-14, Evaluating the Seismic Performance 

of Existing Buildings, published in 1987.  This landmark document incorporated the collective 

observations of damaging earthquakes and used them to identify building characteristics that 

demonstrated poor performance in past earthquakes.   
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Since that time structural engineers and researchers have developed a number of 

guidelines and standards for seismic evaluation and rehabilitation, many with a specific focus or 

intent.  Some address specific building types, such as steel moment frames or unreinforced brick 

bearing walls, and others address specific subsets of the building inventory, such as hospitals or 

federally owned buildings.  Table 7.1 provides a list of many of the most common references for 

seismic evaluation and strengthening used in practice, along with a brief summary of the content 

of each document.   

 

Table 7.1  Summary of reference codes, standards, and guidelines used in practice 

Document Use 
Uniform Building Code (UBC); 
(similarly for other model codes 
such as SBC, NBC, IBC, and 
NFPA 5000.) 

Provisions for new buildings and legal requirements for 
additions, alterations, and repairs to existing buildings.  
Specified as criteria for mandatory triggered seismic upgrades 
in some jurisdictions. 

State Historic Building Code Sets minimum seismic standards and criteria for use of archaic 
materials for buildings with designated historic status.  

California Building Code, Title 
24, Chapter 16, Division VI-R 

Code-based static equivalent lateral force procedure with beta 
factors to adjust for element ductility.  Includes allowance for 
alternative performance-based analysis.  Applies to existing 
state-owned buildings.  

Uniform Code for Building 
Conservation, (UCBC) 

Allowable stress design procedures for prescriptive correction 
of selected building deficiencies that have exhibited significant 
damage in past earthquakes. 

UCBC, Appendix Chapter 1 Special procedure for retrofit of unreinforced masonry 
buildings with flexible diaphragms. 

Guidelines for the Seismic 
Retrofit of Existing Buildings 
(GSREB) 

Latest edition of the UCBC with strength-based provisions.  
Addresses the following specific building types: concrete tilt-
up, URM, unbraced wood cripple walls, multi-story residential 
with open front garages, non-ductile concrete frames.     

 Standards of Seismic Safety for 
Existing Federally Owned and 
Leased Buildings - ISCCC RP6 

Sets minimum standards for seismic safety of existing 
federally owned or leased buildings. Originally based on 
FEMA 178, seismic evaluation criteria have been updated to 
ASCE 31.    

California Senate Bill 1953 (SB 
1953) 

Sets minimum standards for seismic safety of existing 
California hospital facilities.  Includes timeline for mandatory 
upgrade and extensive requirements for nonstructural systems. 
Seismic evaluation criteria based on FEMA 178. 

Tri-Service/Navfac P335.2 
Seismic Design Guidelines for 
Upgrading Existing Buildings 

One of the first comprehensive guides for evaluation and 
upgrade of existing buildings.  Includes nonstructural 
upgrades.  Uses the Capacity Spectrum method and IDR 
analysis.  



 
 

130

Document Use 
ASCE 31 Seismic Evaluation of 
Existing Buildings 

Performance-based evaluation of existing buildings based on 
historic observations of damage in past earthquakes.  Utilizes 
displacement-based analytical procedures and individual 
component ductility factors.  (Formerly FEMA 310, FEMA 
178, ATC-14). 

ATC-40 Recommended Method 
for Seismic Evaluation and 
Retrofit of Concrete Buildings  

Performance-based analysis and design recommendations for 
existing concrete buildings.  Includes the Capacity Spectrum 
Method and provisions for foundation modeling. 

FEMA 156 Typical Costs for 
Seismic Rehabilitation of 
Buildings 

Methodology for estimating costs of seismic rehabilitation 
based on historic data.  Includes coefficients for adjusting 
basic costs data to account for building type, location, year of 
construction.  Addresses structural and nonstructural costs.  

FEMA 351 Recommended 
Seismic Evaluation and 
Upgrade Criteria for Existing 
Welded Moment Resisting Steel 
Structures  

Product of SAC Joint Venture research, provides a reliability-
based methodology for evaluating the performance of steel 
moment resisting frames. 

FEMA 356 Prestandard and 
Commentary for the Seismic 
Rehabilitation of Buildings 

General performance-based analytical procedures and detailed 
deformation-based acceptance criteria, applicable to all 
building types, for design of seismic strengthening.  Includes 
the Coefficient Method for estimation of target displacement 
(Formerly FEMA 273, ATC-33). 

International Existing Building 
Code (IEBC) 

Developed by ICC as a companion document to the IBC, but 
specifically intended for existing buildings.  Specifies seismic 
criteria based on 75% of IBC, GSREB or FEMA 356  

Reference: SEAOC Existing Buildings Committee Green Book 

7.1.2 Seismic Evaluation versus Strengthening  

Historic practice of seismic evaluation has been to evaluate existing buildings for somewhat 

lesser criteria than used to design new buildings or to design seismic strengthening.  While not 

unanimously accepted by all, this concept has met with general consensus within the engineering 

community.  Detractors note that this practice leads to two defined levels of acceptable 

performance, one for existing buildings and one for new or strengthened buildings.  While this 

could be difficult to explain on the surface, it is more closely in tune with the underlying needs 

of a client in evaluation and rehabilitation efforts.  Giving existing buildings a “break” lowers the 

threshold of acceptable performance and requires strengthening only in those cases that really 

need it.  This preserves the capital of the building owner and is consistent with the desire to 

spend money where it is most useful.  On the other hand, once a building is strengthened, the 
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owner’s perception is that the building is “fixed” for good, so strengthening to a higher criterion 

helps ensure that the building performs to the expectations of the client.  

7.1.3 Communicating Performance to An Owner 

Many factors contribute to the decision of a building owner to consider seismic risk and 

rehabilitation.  These include the type of ownership (public, private, non-profit), type of 

structure, level of risk, perception of liability and risk, market and economic considerations, 

regulatory requirements, costs, perceived benefits, financial aid, and insurance (EERI, 1998). 

In managing seismic risk, a building owner can consider one of four options: retaining 

the risk (or self-insuring); mitigating through seismic strengthening; purchasing insurance; or 

passing on the risk in the form of dependence on federal disaster assistance (EERI, 1998).  The 

most sophisticated clients are able to make a present value cost-benefit analyses to decide which 

course of action yields the best financial result for their situation. 

Often the key decision variables that prompt an owner to begin looking at seismic issues 

are, first and foremost, a perceived risk on the part of an owner, and then a desire to provide life 

safety protection for building occupants or to protect building contents.  The next obvious 

consideration then becomes cost, and a corresponding measure of the benefits of the dollar 

investment made in seismic strengthening. 

Once a building owner has determined that there is some exposure to seismic risk, the 

key decision variable is building performance.  Building performance is communicated to clients 

through an education process that explains potential post-earthquake damage states in 

understandable terms and graphical images of actual earthquake damage.  Some discussions 

regarding probabilities and recurrence intervals can occur, but these discussions are often less 

successful.  Most clients want to know performance levels on a deterministic basis — either the 

building is “safe” or not, for a given magnitude earthquake (scenario event).  More sophisticated 

clients are interested in considering a range of options from various commonly defined 

performance levels: collapse prevention, life-safety, and immediate occupancy.  Some will listen 

to probabilistic based assessments such as a 90% confidence level that the building will meet the 

intended performance criteria.  It is often difficult to provide a client with a defined earthquake 
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magnitude.  Unfortunately, discussions of earthquakes with a 10% chance of exceedance in 50 

years, or an event with a 500 or 2000 year return period are almost never successful. 

Successful discussions on building performance with owners require a consistent 

standardized definition of performance levels with a proven track record in observations 

following major earthquakes.  For that reason, the performance-based methodology of the ASCE 

31 (updated FEMA 310) and FEMA 356 documents is attractive to practitioners. 

Normal practice on an individual building project consists of engineering evaluation, 

development of conceptual strengthening, and cost estimation.  Cost estimation can be performed 

by a contractor or cost-estimating professional, or using empirical data in the FEMA 156 Typical 

Costs for Seismic Rehabilitation of Existing Buildings.  The owner then makes a financial 

decision based on the affordability of the strengthening work, and the real or perceived benefits 

of safety of building occupants, protection of property, savings in repair costs or losses due to 

down-time, or savings in insurance premiums.  

On large building inventories, as in the case of insurance and financial lending industries, 

loss estimation on the portfolio is the key decision variable.  This can be losses due to building 

structure and contents damage, or losses due to downtime.  Practitioners perform loss estimation 

on buildings and contents using any one of several proprietary or commercially available loss 

estimation software.  There are several PML methodologies available and a lack of consensus 

standards on how loss estimation should be performed, but a popular reference on loss estimation 

is Earthquakes, Volcanoes and Tsunamis, An Anatomy of Hazards, by Karl Steinbrugge.    

Estimation of downtime is performed using engineering judgment and professional experience.  

Much of the expertise in this area comes from interpretation of data from ATC-13, Earthquake 

Damage Evaluation Data for California.  

7.2 ENGINEERING EVALUATION OF THE VAN NUYS TESTBED BUILDING   

The methodology selected for the engineering assessment of the Van Nuys Testbed building 

consists of the latest standards for seismic evaluation and rehabilitation developed by the 

American Society of Civil Engineers for the Federal Emergency Management Agency.  ASCE 

31 Seismic Evaluation of Existing Buildings (formerly FEMA 310), and FEMA 356 Prestandard 

and Commentary for the Seismic Rehabilitation of Buildings form a set of documents 
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representing state of the art procedures that might be used in high-end engineering offices for 

clients interested in quantifying the potential seismic performance of existing buildings.   

7.2.1 The FEMA Methodology for Seismic Evaluation and Rehabilitation 

ASCE 31 and FEMA 356 are comprehensive documents that cover the seismic issue in general, 

dealing with all building types, all seismic hazard levels, multiple performance goals, and 

structural as well as nonstructural systems.  They were developed by the American Society of 

Civil Engineers for the Federal Emergency Management Agency with the expressed purpose of 

creating nationally applicable consensus standards for addressing seismic performance of 

existing buildings. The FEMA methodology consists of displacement-based analytical 

procedures, which are the state of the art for investigation of performance of existing 

components.  It explicitly includes the historic practice of evaluating existing buildings to lesser 

criteria than that used for rehabilitation design. 

ASCE 31, is the fourth in a series of evaluation documents that began with ATC-14.  It is 

a three-tiered procedure that includes both the simplified checklist methodology for identifying 

potential seismic deficiencies that was first developed in ATC-14, and a more advanced 

analytical process for evaluating and predicting building performance.  This document has 

gained widespread acceptance because of its relative simplicity and foundation in observations 

from past earthquakes.  ASCE 31 utilizes the Pseudo-Lateral Force procedure, which is a force-

based calculation procedure used to evaluate displacement-based acceptance criteria.  This 

simplified procedure substitutes conservatism for accuracy, and satisfies the practitioner’s need 

to provide clients with quick and inexpensive answers.  ASCE 31 also includes provisions for 

performing more detailed nonlinear analyses by referencing the procedures in FEMA 356. 

FEMA 356 is the successor to the landmark FEMA 273 NEHRP Guidelines for the 

Seismic Rehabilitation of Buildings.  It contains comprehensive procedures for designing the 

rehabilitation of building using linear static (LSP), nonlinear static (NSP), linear dynamic (LDP), 

and nonlinear dynamic (NDP) analyses.  It provides the practitioner with comprehensive 

generalized information on a variety of systems, components and material types.  It also contains 

tables of explicit displacement-based acceptance criteria for evaluating individual components of 

various lateral-force-resisting systems.  Because of the magnitude of the scope and generality of 
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the document, the procedures apply well to the majority of buildings and situations, but there are 

some limitations.  FEMA 356 may need to be supplemented by more specific information from 

other references that have been specifically developed for certain building types or structural 

systems, or from recent advances in analytical procedures.  

7.2.2 The FEMA Methodology and the PEER PBEE Framework   

 Many of the variables considered in the PEER framework are implicit within the ASCE 31 and 

356 methodologies.  The basic intensity measure (IM) is the spectral acceleration at the 

fundamental period of the building, except for NDP analyses, which use ground motion time-

history records.   

Engineering demand parameters (EDP) and damage measures (DM) vary with the 

analytical procedure selected.  If linear procedures are used, then bending moments, shear, and 

axial loads serve as EDP’s, and local element ductility factors (m-factors) serve as DM’s.  If 

nonlinear procedures are used, EDP’s consist of plastic deformations (rotations, shear or axial 

deformations) in each of the ductile hinge elements, and forces in non-ductile elements.  DM’s 

consist of tabulated values of permissible nonlinear deformations for each element and material 

type, adjusted for the local ductility characteristics of the element under consideration.  

Tabulated DM’s in ASCE 31 and FEMA 356 have been developed over the years based on 

research, material and component testing when available, and judgment and expert opinion of 

researchers and engineering professionals.   

The primary decision variable (DV) contained within the FEMA methodology is the 

Building Performance Level.  DM’s (m-factors for linear procedures and plastic deformations for 

nonlinear procedures) vary based on the target building performance level.  The maximum ratio 

of the EDP to the DM serves as the measure by which the performance of the building is judged.   

Quantitative estimates of dollar loss, strengthening, or repair costs are outside the scope 

of the ASCE 31 and FEMA 356 documents.  For loss estimation, practitioners turn to any one of 

a number of proprietary or commercially available PML loss estimation software or procedures.  

Cost estimation is often done using contractors or qualified cost estimating professionals.  

Alternatively, approximate costs averaged over large building inventories can be obtained using 

the FEMA 156, Typical Costs for Seismic Rehabilitation of Existing Buildings.  
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7.2.3 Building Description 

The Van Nuys Testbed building is a seven-story reinforced concrete frame structure.  It is 

rectangular in plan measuring approximately 150 feet long by 61 feet wide by 66 feet tall.  It is 

described in detail in Chapter 2 and Appendix A.  This section highlights key features of the 

building that are pertinent to the modeling assumptions used in the FEMA analysis.   

The primary lateral force resisting system was intended to be perimeter spandrel beam-

column moment frames around the exterior of the building.  However, the interior flat slab-

column moment frames were found to provide a significant portion of the lateral stiffness of the 

building, so both interior and exterior frames were considered in the analysis.  Designed and 

constructed in the 1960’s, the concrete frame elements lack detailing needed for ductile 

performance.  Column bars are lapped just above the floor levels with inadequate lap splices and 

poor confinement.  Elements were modeled considering potential lap splice, embedment or shear 

failures.  The building is founded on piles, so column bases were considered fixed. 

Along the north elevation of the building, a portion of the frame is infilled with masonry 

in the first story.  Drawings show a 1-inch expansion gap around the infill.  Parametric analyses 

both with and without the infill were conducted to investigate the potential torsional response of 

the structure. 

7.2.4 Seismic Hazard (IM)  

The building is located on soil classified as site class SD.  Spectral accelerations were taken from 

site-specific response spectra provided for seismic hazards with a probability of exceedance of 

2%, 10%, and 50% in 50 years.  The spectra, along with the 1994 Northridge Earthquake data 

are shown in Figure 7.1.   
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Fig. 7.1  Site-specific response spectra 

7.2.5 Preliminary Evaluation (Preliminary DV/DM/EDP/IM) 

A preliminary evaluation was performed using the Tier 1 checklist screening procedure of ASCE 

31.  The Tier 1 procedure is a convenient tool regularly used in engineering practice to quickly 

assess the performance of one building, or an inventory of buildings, and provide an owner with 

a key DV in the form of building performance with minimal investment.  The Van Nuys building 

is classified as type C1: Concrete Moment Frame.  The Basic and Supplemental Structural 

checklists from ASCE 31 were completed and the results summarized below.  Quick check 

calculations were performed using a pseudo lateral base shear of V=1.13W. This is based on a 

seismic hazard of two-thirds of the MCE, short period and 1-second spectral response 

accelerations of 1.1g and 0.71g respectively, site class SD, fundamental period of approximately 

0.69 seconds, and modification factor C=1.1.   

The Tier 1 screening process identified the following potential deficiencies based on the 

configuration of the building: 
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• Soft Story: The first story can be classified as a soft story. 
• Torsional Irregularity: The presence of the infill frames on only one side of the building 

creates a potential torsional irregularity in plan. 
• Interfering Walls: The infill walls will impact the performance of the concrete moment 

frame. 
• Column Shear Stress: The shear stress in the columns based on the “Quick Check” 

procedure is greater than acceptable values of 100 psi or 2√f'c. 
• Shear Failures: The shear capacity of the members is less than the shear corresponding to 

the flexural capacity of the members. 
• Weak Column / Strong Beam: The flexural capacity of the columns is less than that of the 

beams framing into them. 
• Column Bar Splices: Column lap splices are not confined by closely spaced hoops and 

are located within a region of potential plastic demand.  
• Beam Bar Splices: Beam lap splices occur over the columns in regions of plastic demand. 
• Column Tie Spacing: Ties are not spaced at 8db at locations of potential plastic hinging 

and are not spaced at d/4 over the entire member.  
• Stirrup Spacing: Some beams do not have stirrups spaced at 8db at locations of potential 

plastic hinges.   
• Joint Reinforcing: Only one tie is provided within joint region. 
• Stirrup and Tie Hooks: Some stirrups are not closed and do not have seismic hooks. 
• Deflection Compatibility: Secondary components are not detailed for ductile behavior. 
• Flat Slabs Over Columns: There is no continuous bottom reinforcement passing through 

the columns.   
• Uplift at Pile Caps: There is no negative moment reinforcement within the pile caps.   

 

Based on this list of significant potential deficiencies, the Van Nuys Testbed building 

fails the criteria of the Tier 1 procedure, and would not be expected to provide life safe 

performance in a major earthquake.  In this methodology, an owner can stop here, and make a 

decision based on building performance with little initial investment.  These potential 

deficiencies are further evaluated in more detailed analyses using FEMA 356.   

7.2.6 Analytical Procedures and Goals (Prediction of EDP’s) 

A detailed evaluation was performed using the analytical procedures contained in FEMA 356.  

Three-dimensional linear static (LSP) and linear dynamic (LDP) analyses were performed to 

evaluate the elastic properties of the system, mode shapes, modal participation factors, 

distribution of forces between the interior and exterior frames, and to study the potential 

torsional response of the building.  A two-dimensional nonlinear static (NSP) analysis was 

performed to evaluate the force-displacement behavior of the building, potential failure modes, 
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and to evaluate the overall performance of the building after selected members have yielded and 

degraded.   

7.2.7 Model Development 

All models were developed using SAP 2000, common office production software.  Primary and 

secondary members in the structure that contribute to lateral resistance were modeled, including 

interior and exterior columns, exterior frame beams, floor slabs, and stair tower beams and 

columns.  For beams cast monolithically with floor slabs, an effective width of slab was included 

in the member properties based on FEMA 356 (same as ACI-318).  For the interior slab-column 

frames, floor slabs were modeled as effective beams as recommended by Luo et. al., 1994.  

Gravity loads and seismic masses were determined based on a review of the values used in the 

original structural calculations.     

7.2.7.1 Linear Model Development 

Cracked section properties were approximated using Table 6-5 in FEMA 356.  0.5*Ig was used 

for the effective moment of inertia for the beams and columns and 0.33*Ig was used for the slabs 

as suggested by Vanderbilt and Corley (1983).   

Lumped mass was assigned to each node in the three dimensional model, based on the 

assumed gravity load tributary to the node.  Accidental torsion was included considering 5% of 

the dimension of the building perpendicular to the direction of loading.  In the dynamic models a 

lumped mass moment of inertia was assigned to the center of mass.  In the static models, forces 

were applied to a node offset from the center of mass.  

Models with and without infill were developed for both the linear static and dynamic 

analyses.  For simplicity, infill was modeled as a compression strut per FEMA 356. The models 

were developed to bound the response of the building and identify the significance of the 

torsional response.   
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7.2.7.2 Nonlinear Model Development 

A two-dimensional arrangement of one interior frame and one exterior frame were modeled in 

SAP2000, and hinges were assigned at all the locations where inelastic deformation could occur.  

A two-dimensional idealization was used to simplify the model and reduce computational time.  

Because the linear analyses did not show a significant enough torsional response to require 

amplified consideration of torsion, the two-dimensional idealization was considered adequate.   

Two lateral force distributions were applied, one proportional to the story shear 

distribution calculated by combining modal responses from a response spectrum analysis 

(required when the fundamental period is greater than 1 second) and one representing a uniform 

distribution of load based on the mass per floor.  Figures 7.2 and  7.3 show the load patterns used 

to displace the frame.   

 

7.2.7.3 Nonlinear Member Properties   

Nonlinear member properties were in the form of M-θ curves, defined by the yield moment, 

corresponding rotation, and other points representing strain hardening and strength degradation.  

The typical backbone curve is shown in Figure 7.4.  Flexural hinges were applied at member 

ends.  Shear hinges were applied at midspan of the members to monitor potential shear failures 

in case the yielding pattern resulted in increased shear demands on the elements.   
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Fig. 7.2  Modal load pattern Fig. 7.3  Uniform load pattern 
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In order to determine the hinge properties, M-φ curves were generated using RcSection 

v1.1.  Based on FEMA 356 recommendations, expected material properties were taken as 150% 

of the specified f’c for concrete and 125% of the nominal yield strength for reinforcing steel.  

From bi-linear approximations of the M-φ curves flexural yield and ultimate moments were 

taken.  These values were compared against other failure modes such as flexure-shear 

interaction, shear failure, lap splice failure, and embedment failure. 

Based on the controlling failure mode, one of several backbone curves was used.  For 

beams and columns controlled by flexure, FEMA 356 tabulated values are used in conjunction 

with the typical backbone curve shown in Figure 7.4.  Similarly, beams controlled by shear 

followed the typical backbone curve. 

Since the columns do not possess adequately spaced ties, the curve for the shear 

controlled hinges is linear from zero to the moment at which the shear failure occurs, then falls 

off, giving no post yield stiffness or residual strength, as shown in Figure 7.5. 

For lap splice or embedment controlled hinges, the curve is elastic up to the moment at 

which lap splice or embedment failure occurs.  This point is taken as the yield moment 

multiplied by the ratio fs/fy, where fs is the stress that can be developed in the bars due to the 

reduced lap splice or embedment.  If the splice is not confined by transverse reinforcement then 

the splice capacity is assumed to degrade from fs = fy*lavail/lreq'd to 0.2*fs at a ductility demand or 

DCR equal to 2.0.  After the point of maximum moment, the strength degrades to 20% of 

capacity, and maintains that strength up to a rotation of 0.01 radians.  A sketch of this curve is 

shown in Figure 7.6.  Lap splice strength and ductility limitations are key parameters in the 

analysis of the Van Nuys Testbed building.  
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Fig. 7.5  Shear controlled backbone curve 
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7.2.8 Engineering Demand Parameters (EDP’s) 

The following engineering demand parameters (EDP’s) are used to evaluate the performance of 

the structure.  For the linear analyses, the building is loaded with pseudo elastic forces intended 

to displace the roof to the maximum expected roof displacement.  The following forces are 

investigated as force-controlled actions: column shear, beam shear, slab punching shear.  The 

following forces are investigated as deformation controlled actions: column flexure, beam 

flexure, and slab flexure.   

In the nonlinear analyses, the building is displaced to the estimated target displacement, 

and the forces and deformations are calculated.  The following forces are investigated as force-

controlled actions: beam shear outside of hinge region.  The following forces or deformations are 

investigated as deformation-controlled actions: beam-column joint shear, beam plastic hinge 

rotation, column plastic hinge rotation. 

7.2.9 Linear Model Results (EDP/IM) 

Table 2 shows calculated periods and participating mass ratios for the first two modes in each 

direction, and the empirical estimate of period used in the preliminary evaluation.  The table 

shows the building is more flexible than would be predicted by empirical equations.   

Table 7.2  Modal periods and participating mass ratios 

 Without Infill With Infill 

 Transverse Longitudinal Torsional Longitudinal Torsional 

Empirical Eq. T = 0.63 sec. T = 0.63 sec. N/A T = 0.63 sec. N/A 

Mode 1 T = 1.27 sec. 

PMR = 85% 

T = 1.20 sec. 

PMR = 89% 

T = 1.03 sec. 
PMRLong = 0% 

T = 1.12 sec. 

PMR = 77% 

T = 1.00 sec. 
PMRLong = 8% 

Mode 2 T = 0.42 sec. 

PMR = 11% 

T = 0.43 sec. 

PMR = 9% 

T = 0.35 sec. 
PMRLong = 0% 

T = 0.38 sec. 

PMR = 10% 

T = 0.34 sec. 
PMRLong = 1% 

 

By inspection of the modal participating mass ratios, it appears that while the infill walls 

do increase the torsional response of the structure, the effect is not significant.  The change in 

mass participation in the longitudinal direction is only 12% between the two cases.  



 
 

143

Displacements from the linear static analysis, which are not large enough to trigger FEMA 356 

provisions for amplified torsion, confirm this conclusion.   

The LSP analysis also identified the importance of the interior slab-column frames in the 

total lateral resistance and overall response of the building.  In the longitudinal direction, 60% of 

the lateral stiffness comes from the two interior slab-column frames.  In the transverse direction 

only 16% of the lateral stiffness comes from the two exterior moment frames, while the seven 

interior slab-column frames account for the other 84%.   

7.2.10 Nonlinear Model Results (EDP/IM)  

The results of the pushover analyses are shown in Figure 7.7, which overlays the pushover 

curves for both the modal and uniform load patterns.  Both curves are similar in shape, indicating 

that the overall response of the structure is not significantly different for the different load 

patterns.  The structure is nearly elastic until the yield base shear is reached, followed by a 

significant negative post-yield stiffness and rapid degradation and loss of strength.  The 

individual curves are annotated with significant events in Figures 7.8 and 7.9.   

 
Fig. 7.7  Nonlinear pushover curves for two load patterns 
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First yield occurs in the slab positive moment hinges in the first floor at 1-inch.  This is 

followed closely by interior column lap splice yielding at the first floor and slab positive moment 

yielding in the upper floors at a little more than 2 inches.  For the modal load pattern, first 

degradation occurs when the interior slab negative moment hinges yield in the 2nd through the 4th 

floors at 3.5 inches.  Negative post-yield stiffness begins when exterior column lap splice hinges 

yield and the exterior beams and interior slab negative moment hinges yield at 3.9 inches.  

Between 3.9 inches and 9.4 inches, the strength degrades, and then remains somewhat 

constant.  During this period, column lap splices hinge at the second floor and there are some 

isolated shear failures in exterior columns at the second floor.  By 9.4 inches the exterior 

columns have formed a two-story mechanism and by 11.5 inches the interior frames have 

completed the mechanism resulting in a soft-story response between the second floor and the 

base.   

 

Fig. 7.8  Annotated modal pattern pushover curve 
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Fig. 7.9  Annotated uniform pattern pushover curve 

7.2.11 Performance Assessment (DV/DM/EDP) 

To assess building performance, the plastic rotations of the deformation-controlled hinges 

(EDP’s) were checked against FEMA 356 tabulated values (DM’s), and the forces in the force-

controlled elements were checked to see if they were less than lower-bound capacities.  Because 

the pushover model included explicit modeling of element degradation, FEMA 356 permits the 

use of secondary performance limits in evaluating degrading components.   

Based on this, the first performance limit to be reached occurs at the interior column lap 

splices at the first floor.  Immediately after yielding, redistribution of forces in the model causes 

the lap splice rotations to instantaneously pass their LS and CP limits within the same load step.  

Thus the displacement limit for this building is 2.8 inches based on the modal load pattern and 

2.3 inches based on the uniform load pattern.  Any target displacement beyond these limits will 

place the building beyond the Collapse Prevention performance level.  Also, pushover results at 

larger displacements are in question because the hinge rotations are beyond what FEMA 356 
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specifies as ultimate rotation limits.  Theoretically, these elements should not be counted on to 

resist load beyond these limits.   

The target displacement was calculated using the coefficient method of FEMA 356 using 

a bilinear representation of the pushover curves.  Because both curves have steep negative post-

yield stiffnesses, the displacement is amplified due to dynamic P-Delta affects.    Table 7.3 

shows the target displacements calculated for the structure at various seismic hazard levels. 

Table 7.3  Target displacements for various hazard levels 

Seismic Hazard Recurrence Uniform Load Pattern Modal Load Pattern 

50% in 50 years 4.8 inches 6.9 inches 

10% in 50 years 20 inches 24 inches 

2% in 50 years 96 inches 94 inches 

 
As can be seen from the table, calculated target displacements are much greater than can 

be accommodated by the building based on the pushover curves generated.  Also, at these 

deformation levels, the forces generated in force-controlled elements would have exceeded their 

capacities.   

Based on these results, the Van Nuys Testbed building does not meet the FEMA 356 

Collapse Prevention performance level, even for the smallest of the three scenario earthquakes 

considered.  The DV provided to the building owner based on this analysis would be that the Van 

Nuys Testbed building is a collapse hazard.    

7.2.12 FEMA 356 Assessment versus Northridge Performance 

The Van Nuys Testbed building has been the subject of many correlation studies available in the 

literature (Islam, 1994 and ATC-40, 1996).  Some have had success tuning analytical models to 

produce EDP results that matched strong motion records.  Others have demonstrated weaknesses 

in the ability of a variety of simplified analytical methods to predict observed behavior.  None 

have been able to match observed behavior satisfactorily.   

From Figure 7.1 showing relative magnitude of response spectra, the Northridge 

Earthquake falls between the 50%/50 and 10%/50 earthquake hazard levels.  Given the many 

features identified as potential deficiencies in the preliminary evaluation, it is not surprising that 
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the building was found to perform poorly.  The FEMA 356 model, however, did not match up 

well in predicting the actual mode of failure or the exact location of damage that occurred in the 

Van Nuys Testbed building as a result of the Northridge Earthquake.  The FEMA 356 

methodology correctly identified the building as a collapse hazard for design level (10%/50) and 

higher (2%/50) earthquakes, which was also shown to occur in the OpenSees modeling studies.  

The methodology, however, predicted lap splice failures rather than shear failures.  Analytically 

the model predicted hinging between the 1st and 3rd levels when column damage occurred in the 

4th to 5th levels.  Had the shaking in Northridge been more intense or of longer duration, the 

building could very possibly have collapsed.       

Since the FEMA 356 model takes into account component strength degradation, and most 

of the components have very non-ductile moment-rotation properties, it is not surprising that the 

resulting pushover curves show a rapid loss in strength. Limiting the capacity of the members 

after degradation to the residual strength also adds to the rapid degradation of the building’s 

pushover curve.   

This lack of correlation between calculated and observed results suggests that some 

aspects of the FEMA 356 methodology are overly conservative with regard to the Van Nuys 

Testbed building.  Specifically, it can be seen from the above discussion that the lap splice 

limitations are very restrictive.  Given the limited strength and ductility allowed for this aspect of 

the column construction, higher shear forces could not be developed in the columns to generate 

the shear failures observed in the Northridge Earthquake.  This failure mode had the biggest 

impact on the results of this FEMA 356 analysis and was the biggest source of difference 

between calculated and observed performance in this evaluation.  

7.2.13 FEMA 356 Assessment versus PEER PBEE Assessment 

In comparing the FEMA 356 to PEER OpenSees modeling, there are differences that contribute 

significantly to dissimilarities in predicted response.  The FEMA 356 model has features that are 

present in both OpenSees1 and OpenSees2, so direct comparison with one specific set of 

OpenSees results is not possible. 

The OpenSees pushover results, as shown in Figures 4.7 and 4.8, could be characterized 

as a gradual yield with positive strain-hardening slope to a base shear ranging from 500k to 
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800k.  Yielding was distributed throughout the building, and column shear failures develop at 

approximately the locations observed in Northridge.  Major degradation of the model is shown to 

occur in the range of 10–15 inches.  Local element deformation criteria are not evaluated. 

In comparison, the FEMA 356 model results, presented in Figures 7.7 through 7.9, 

showed a steep initial slope, with an early yield at a high base shear of approximately 700k, 

followed by negative post-yield slope.  Yielding was concentrated at lap splice locations in the 

first two stories, and major degradation occurs at about 9 inches.  Many elements fail local 

deformation criteria along the curve, including lap splice failures in the range of 2-3 inches, and 

would not be judged acceptable at these deformation levels.      

The key parameters in tuning the models to match Northridge performance relate to 

initial stiffness, building period, and post yield ductility.  The initial stiffness in the OpenSees 

models was partially determined by slab-column moment frames that had smaller effective slab 

widths than were used in the FEMA 356 model.  In addition, member properties were adjusted to 

match the measured period of 1.5 seconds.  The FEMA 356 model was not tuned to match 

period, and parameters used in the model resulted in a fundamental period of 1.2 seconds. 

OpenSees used fiber elements with post-yield properties from material stress-strain 

curves, while the FEMA 356 model used degrading hinges with step function backbone curves.  

In OpenSees, the post-peak concrete strength was set at 80% of f’c, while the FEMA 356 model 

elements were developed using 20% of f’c.  For lap splice considerations, the OpenSees models 

approximately used FEMA 356 estimates of strength, but differed significantly regarding post-

yield behavior.  OpenSees assumed a gradual negative slope based on the material response of 

the reinforcing steel, while the FEMA 356 model used a limited ductile response with a severe 

negative slope and degradation to residual strength at a ductility demand of 2.  This difference is 

probably the single biggest contributor to differences between modeling results.    

Given the additional modeling effort required to develop the OpenSees models and 

conduct the parametric studies, one would expect to see better correlation with observed 

Northridge behavior to justify the effort.  In general, this was the case.  As the OpenSees models 

were tuned, Northridge column shear failures appear to have been predicted in general 

consistency with observed damage locations.  OpenSees, which has the ability to develop 

element post-yield behavior based on material properties, offers the advantage of a refined 

modeling platform that can be used to adjust these parameters to obtain a desired response.  
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However, in an actual engineering evaluation the response is not known, and one must still make 

assumptions regarding what parameters to choose. 

Additional OpenSees parametric studies showed the building was unstable, and that 

collapse would be expected at the 10%/50 and 2%/50 earthquake hazard levels.  Although the 

FEMA 356 model did not explicitly match failure mode and location, the end result in terms of a 

key decision variable (DV), building performance, at these hazard levels was the same.  While in 

performance-based engineering there is always a desire to know exactly what happens and 

where, there are significant uncertainties in the entire process that make this a very difficult goal 

to achieve.  From an engineering standpoint, given the difference in level of effort between 

OpenSees and FEMA356, uncertainty in specific results, and appropriate conservatism, either 

can be an acceptable approach to seismic performance assessment.  A practitioner and client 

must weigh the benefit of more detailed and accurate information versus the additional time and 

expense needed to develop the information.  This is particularly true in the case of global and 

discrete decision variables such as building performance.  For the Van Nuys Testbed building, 

both methodologies predicted collapse at design level and higher earthquake hazards.  The 

capability to predict collapse in a probabilistic format, with due consideration given to ground 

motion and structural modeling uncertainties, may prove valuable in the future.  At this time it 

appears that much improvement is needed in modeling the behavior of structural components as 

they lose strength and the structure approaches collapse. 

In the case of Northridge level shaking, OpenSees offered the advantage of being a better 

predictor of damage extent and location.  In terms of decision variables based on loss estimation, 

this improved response prediction together with a consistent loss estimation procedure such as 

the one discussed in Chapter 5, can be a valuable improvement in engineering procedures and 

our ability to provide information to a building owner or client.   
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7.3 FEMA 356 REHABILITATION DESIGN 

7.3.1 Summary of Deficiencies 

The FEMA 356 analysis indicates that the building is vulnerable to a soft story failure and 

ultimate collapse due to weaknesses in the columns resulting from short lap splices, lack of 

confinement or inadequate shear strength.  The building does not have the displacement capacity 

to reach the target displacement, which is very large due to the flexibility and rapid degradation 

in strength of the concrete frame system.  

7.3.2 Rehabilitation Objective 

The selected rehabilitation objective for this study consists of the life safety structural 

performance level at the 10%/50 year earthquake hazard level.  Nonstructural components are 

not addressed.  The design is developed in detail in the longitudinal direction, and similar 

strength and stiffness will be added in the transverse direction.  The design follows the FEMA 

356 methodology and acceptance criteria. 

7.3.3 Rehabilitation Approach 

The goal of the rehabilitation design is to protect brittle elements from premature failure by 

controlling the target displacement.  The most effective way to do this in concrete structures is to 

add stiffness to decrease the period and decrease the resulting building displacements.  In 

addition, the deformations need to be distributed over the entire height of the structure to avoid 

concentration of inelastic action in a story mechanism.  The controlling condition is the 

limitation on column deformations due to short lap splices.  To protect unstrengthened columns, 

the target roof displacement would have to be reduced to approximately 2 inches.  This is 

difficult to achieve, so some column strengthening is considered.  To protect strengthened 

columns, the target would need to be reduced to approximately 6 inches.  
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7.3.4 Rehabilitation Considerations (DV’s) 

In most cases, decision to perform a seismic rehabilitation is subject to other considerations such 

as cost, disruption of the occupants, operations of the facility, and the architectural fabric of the 

building.  The strengthening measures must be designed to minimize impacts on these 

considerations.  The architectural layout of the first floor and hotel rooms were considered in 

development of a rehabilitation scheme.  On the first floor, lobby, dining, banquet and laundry 

services limited possible locations for new shear walls.   

In the upper levels, the layout of the existing hotel rooms and arrangement of core and 

restroom spaces made interior shear walls impractical without significant rearrangement of those 

spaces.  In addition the layout of the hotel rooms does not coincide with the column lines.  Since 

it was considered important that at least one window be maintained in each room, this places a 

strict geometry constraint on the size of any new exterior walls.     

7.3.5 Rehabilitation Alternatives 

The rehabilitation design was based on an iterative process guided by interim results.  Three 

schemes were considered in order to decide on the most cost-effective and best performing 

solution.  

7.3.5.1 Scheme 1 — Shear Walls 

The first scheme investigated consisted of large new shear walls intended to provide the 

necessary stiffness to limit the target displacement at the 10/50 hazard level to 2 inches to protect 

the unstrengthened columns.  The walls, with window openings, were located on the building 

perimeter, and centered on each of the longitudinal elevations of the building.  The new wall 

would be doweled into the existing columns and beams.  Because of the stringent drift 

requirements and limitations due to window geometry, a 112 feet long by 18-inch thick wall 

would be required, as shown in Figure 7.10.  This scheme was judged not architecturally 

desirable or economically feasible. 
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Fig. 7.10  Scheme 1 — Shear wall elevation 

7.3.5.2 Scheme 2 — Shear Walls and Concrete Frames 

In order to minimize the amount of new shear wall required, an option to encase the existing 

columns in reinforced concrete and build a new supplemental concrete moment resisting frame 

was considered.  This scheme had the potential benefit of protecting the existing columns and 

adding additional stiffness.  This resulted in a pair of 20 foot long by 12-inch think walls at each 

end of the longitudinal wall lines, shown in Figure 7.11, in conjunction with new concrete 

column encasement and concrete beams along the existing spandrel beams as shown in Figure 

7.12.  Because of the labor and expense of encasing the existing concrete frame elements, this 

scheme was judged not economically feasible.   
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Fig. 7.11  Scheme 2 — Shear wall elevation 

 
Fig. 7.12  Scheme 2 — Concrete frame upgrade details 
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7.3.5.3 Scheme 3 — Shear Walls and Column Fiber Wrap 

The last scheme that was considered investigated fiber wrapping the existing exterior columns to 

improve their confinement and increase their ductility.  The fiber-wrap would provide 

confinement for the deficient lap splices, allowing the acceptance limits to double, and resulting 

in a permissible target displacement of 6 inches.  At this displacement level, the existing beam-

column joints will yield in shear, but will not exceed acceptable deformation limits, therefore 

joint strengthening is not included in the scheme.  A plan of this scheme is shown in Figure 7.13.  

A pair of 20-foot-long by 12-inch-thick walls at each end of the longitudinal wall lines in 

conjunction with the fiber wrap would be required, as shown in Figure 7.14.    This scheme is 

judged to be less labor intensive than encasing the existing frame with concrete, and therefore the 

most economical and least disruptive alternative. 

 

 

Fig. 7.13  Scheme 3 — Typical floor plan 



 
 

155

 
Fig. 7.14  Scheme 3 — Shear wall and fiber-wrap elevation 

7.3.6 Retrofit Design 

With the scheme chosen, the walls were first designed and detailed to have enough stiffness to 

accommodate the required target displacement.  Utilizing two walls, each 20-feet long and 12 

inches thick, consisting of 7-foot wide pier and 3-foot deep spandrel beams, would provide 

enough stiffness to keep the drifts down to below the required target displacement.  The 

reinforcement was then proportioned so that the wall assemblies would have enough strength to 

maintain positive post yield stiffness and to meet the deformation limits in FEMA 356 for walls 
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and coupling beams.  The new elements were detailed in accordance with the requirements for 

special reinforced concrete walls in Chapter 21 of ACI 318.  Spandrels were sized to prevent the 

need for diagonal reinforcing.  The piers have been detailed to include confined boundary 

elements, as shown in Figures 7.15 and 7.16. 

 
Fig. 7.15  Scheme 3 — New shear wall pier detail 

 
Fig. 7.16  Scheme 3 — New shear wall spandrel beam detail 
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Design of the fiber-wrap is normally done in a design-build arrangement with a fiber-

wrap supplier.  One or several manufacturers would be consulted to help determine the best type 

of material and method of application to be used to meet the performance criteria of the project. 

7.3.6.1 Foundation Design 

Because the existing components are sensitive to the total building displacements, foundation 

flexibility had to be considered in the design.  With strict controls on the target displacement it 

was important to provide a foundation capable of developing the capacity of the walls without 

uplift and rocking. To achieve this, pile foundations were chosen, however new pile locations 

were limited by the placement of existing piles.  In addition, the installation of new pile caps was 

complicated by the location and configuration of existing pile caps, which had to be considered 

in the overall placement of new foundation elements.  Capacities of the new pile elements were 

calculated using the procedures in FEMA 356.   

In order to make the piles work, the base of the 20-foot-long walls needed to be spread 

out to generate additional overturning resistance.  In total, six new piles are added below each 

new wall — two at each end for overturning and two in the middle to support the additional 

gravity load added by the new walls.  A 4-foot-deep pile cap was required.  The new pile caps 

were carefully configured to prevent disruption of the existing pile caps, maintain existing 

gravity support for the building, and avoid costly shoring.  A plan of the new wall foundations 

can be seen in Figure 7.17 and a detail can be seen in Figure 7.18. 
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Fig. 7.17  Scheme 3 — Foundation plan  

 

Fig. 7.18  Scheme 3 — Typical new wall foundation 
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7.3.6.2  Strengthened Building Analysis and Results (Strengthened DV/DM/EDP/IM) 

To verify that the strengthened building meets the selected rehabilitation objective, the previous 

nonlinear static pushover analysis was revised to incorporate the new wall piers, spandrels, 

foundation elements, and revised column ductilities.  New wall elements were assigned nonlinear 

properties similar in the same manner as the existing elements were.   

The period of the strengthened building is 0.5 seconds, reduced from 1.2 seconds, based 

on an effective moment of inertia of the new walls equal to 0.50*Ig.  The target displacement for 

this period was found to be 5.2 inches.  As before, two load patterns consisting of a modal 

pattern and a uniform pattern were applied.  The modal load pattern was found to control, since 

the walls were flexurally controlled and the modal load pattern produces a larger moment for the 

same shear as the uniform pattern.  The pushover curve for the modal load pattern is shown in 

Figure 7.19, overlaid on the original pushover curve to illustrate the change in performance. 

The confirming analysis demonstrates that given the spectral accelerations from the 

10%/50 Earthquake Hazard Level (IM), no forces or plastic deformations (EDP’s) exceed FEMA 

356 tabulated acceptance criteria (DM’s), and that the design meets the selected performance 

level (DV).   

 
Fig. 7.19  Strengthened building pushover curve 
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7.4 ENGINEERING ASSESSMENT OF THE PEER PBEE METHODOLOGY 

The goals of the PEER PBEE methodology contain many advancements of interest to the 

engineering profession.  The plan to develop a performance-based, probabilistic loss estimation 

methodology founded in rigorous scientific research would fill gaps in the knowledge base of 

engineering practice currently filled by engineering judgment, and would be very desirable to 

many practitioners. 

Intensity Measures:  Engineers practicing performance-based earthquake engineering 

understand the lack of direct correlation between traditional IM’s, such as spectral acceleration, 

and the ultimate damage state of a structure.  Research on improved IM’s that result in better 

correlation with damage is highly desirable.  However, the improved IM’s must be as 

straightforward and easy to comprehend as spectral acceleration has been to engineers. 

Engineering Demand Parameters: Recent advancements in performance-based 

engineering have included new and often complex analytical procedures intended to produce 

better results.  As the body of knowledge increases, we are finding out that even these new 

procedures have significant limitations on reliable prediction of EDP’s.  Developing algorithms 

to improve calculation of EDP’s, identifying EDP’s that can most accurately be predicted, and 

selecting the EDP’s that best correlate with damage, is much needed.   

Damage Measures:  Once EDP’s are predicted, the potential damage must be measured 

and translated into some kind of performance assessment such as loss or damage state (collapse).  

Current performance based methodologies contain DM’s based on some research and materials 

testing, but for the most part have relied on expert opinion and engineering judgment.  Research 

and testing to develop quantitative damage measures on specific components or assemblies 

would be highly beneficial in filling holes in current body of knowledge of performance based 

engineering. 

Decision Variables:  One of the biggest challenges in practice is communicating decision 

variables to building owners in a manner that is understandable, and helps them make sound 

financial decisions.  Developing a rigorous, reproducible method of loss estimation, with a 

variety of DV’s (performance, dollar loss, lives lost, repair costs), as an alternative to the current 

PML environment, would be a substantial improvement to the loss estimation industry. 

Nonstructural Losses:  Although the value of nonstructural losses can exceed structural 

losses in a given building, current practice for estimation of nonstructural losses does not have a 
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rigorous methodology.  Often based on judgment or simple percentage ratios applied to value, 

we lack the data on nonstructural damage measures and analytical tools to systematically 

evaluate nonstructural losses.  This is one of the biggest gaps that can be filled with the PEER 

PBEE methodology. 

Uncertainty:  As the profession educates the public in performance based engineering, 

attempts to predict building performance, and communicates that performance to building 

owners, our ability to reliably predict EDP’s and quantify any of the DV’s under consideration 

becomes a paramount concern.  Given known limitations in our ability to correlate various 

aspects of the DV/DM/EDP/IM chain, developing a way of quantifying the uncertainty into a 

confidence level for consideration along with a DV could be the single most important 

contribution of the PEER methodology to the current practice of performance based engineering. 

7.4.1 Implementation of the PEER Methodology in Engineering Practice 

The fundamental consideration for implementation of the PEER PBEE methodology into 

engineering practice must be the economies of a consulting engineering business.  If it provides 

an identifiable benefit that can be sold to building owners, it will be willingly adopted by 

engineering professionals. 

The potential benefits have been outlined above.  The PEER methodology offers to fill 

holes or make improvements over current performance assessment methodologies.  These 

benefits make the methodology, or pieces of it, at least initially attractive to high-end engineering 

firms practicing performance based engineering.  Potential impediments to implementation of the 

methodology in practice would be the comfort level of engineers with historic practice, biases 

against acceptance of new procedures, lack of understanding of new procedures, the complexity 

of the procedures, the time it may take to perform the work, and the ability to charge that time to 

the client. 

Another issue regarding the PEER methodology is the translation of the rigorous 

probabilistic definitions and mathematics into simpler terms that engineers several years 

removed from the classroom can understand.  For the typical engineer, even in the high-end 

offices, opening a book or report, seeing a triple integral equation, and reading probabilistic 
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terms they have never heard of could be intimidating and lead to dismissal of the idea as being 

“too academic.”   

In order to help overcome potential impediments to implementation of the methodology 

into practice, the following is needed: 

Education — The methodology must be clearly laid out and explained in a manner that 

can be understood by practitioners.  Engineers must be taught how to use the procedures.  

Demonstration of benefits – The advances in technology and improvements over current 

procedures must be clearly demonstrated. 

Validation — The methodology must be shown to correlate with observed damage and 

losses for earthquakes where data is available. 

Simplification — The procedures will be most useful if there are ways of abbreviating the 

process (perhaps sacrificing accuracy) and performing the work in a tiered level of effort to 

adjust schedule and budget to suit the needs of the client. 

The software must be comparable to current office production software in terms of 

graphical interfaces for input and output as well as ease of use.             
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8 PBEE Adoption and Decision Making 

Authors: J. Meszaros, U. Ince 

8.1 INTRODUCTION 

Performance-based approaches to regulation offer several potential advantages over prescriptive 

approaches.  Ideally, they can reduce “rigidity and compliance burdens while promoting 

innovation and lower compliance costs” [May, 2003].  Assuming effective implementation and 

enforcement, performance-based earthquake engineering (PBEE) has potential to yield better 

building performance at lower total cost than code-based engineering by allowing engineers to 

design customized solutions for specific conditions.  If this intent were achieved, PBEE could 

yield a number of private and public benefits, including better performance in terms of safety, 

disruption and damage at similar or lower cost (see Table 8.1).  Improved ability to predict levels 

of loss, injury and disruption alone — which should be possible if PBEE analyses were widely 

conducted — should reduce costs for insurance and promote more efficient and effective public 

planning for earthquake contingencies.   

Table 8.1  Potential private and public benefits from PBEE in case of major earthquakes 

Fewer lives lost and injuries 
Lower direct economic loss 

Less disruption 
More predictable levels of injury, loss and disruption 

 

Though PBEE holds promise for significant advantages, widespread adoption is not 

likely if the PBEE analyses do not fit well with the social and economic context in which 

earthquake engineering investment decisions are made.  At this time, engineering clients are 

accustomed to a code-based decision environment that shields them from the complexity of and 
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responsibility for choices about preparing their structures for earthquakes.  PBEE demands far 

more involvement by clients and, at least in these early days of its development, greater initial 

expense.  The question of how to interest clients in authorizing PBEE assessments is nontrivial. 

The Van Nuys testbed sheds some interesting light on how building owners currently 

tend to think about earthquake upgrades.  Testbed interviews revealed that this building’s owners 

never wanted to consider upgrades other than those mandated by building codes.  We examine 

their reasoning with an eye toward lessons about what might increase building owners’ interest 

in PBEE upgrades.  Section 8.2 describes what we learned in Van Nuys about owners’ decision 

processes and criteria.  Section 8.3 explores the implications of these findings for potential 

widespread adoption of PBEE, drawing an analogy to medical practice.   

Resistance to PBEE may decline if clients are exposed to potential advantages over code 

that resonate with their own priorities.  With this in mind, the testbed team developed an analysis 

tool tailored to client investment criteria related to capital investments in general and retrofit 

investments in particular.  Section 8.4 describes this multiple-objective decision tool.  It is 

building specific, includes the major decision criteria PBEE clients express concern with, and 

employs the financial metrics preferred by most corporate and financial investment analysts.   

Finally, Section 8.5 summarizes the testbed’s lessons for PBEE decision making, 

including conclusions about likely patterns of early adoption and longer term potential for 

widespread adoption.  Continued development of site-specific tools for estimating performance 

in terms of injuries and downtime as well as direct losses should be the keys to potential future 

adoption. 

8.2 PAST INVESTMENT DECISIONS 

Since the Van Nuys building was damaged in the 1971 San Fernando and 1994 Northridge 

earthquakes, its owners are aware that earthquake risks in this location are real and can 

significantly affect the value of the property.  Damage from the Northridge earthquake was such 

that the facility could not reopen as a full-service hotel.  None of the economically viable repair 

and retrofit options included a full-service kitchen.  Without a full-service kitchen, the earning 

potential of the hotel was reduced by more than $1 million a year.   
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Van Nuys has had two types of owners with different economic goals and different levels 

of business sophistication in the years since Northridge:  an investment consortium and an 

individual owner.  As previously mentioned, neither owner type has been interested to make 

physical seismic improvements other than those required by code.  Both, however, were 

concerned enough about earthquake risks to secure earthquake insurance.  We explore both 

owners’ thoughts on earthquake preparation in some detail below.  Their financial sophistication, 

asset bases and business goals were quite different but there were striking similarities in their 

concern (or lack of concern) about mitigating the property’s earthquake risks. 

8.2.1 Investment Consortium 

An investment consortium specialized in hotel ownership owned the Van Nuys building at the 

time of the Northridge earthquake.  They oversaw the repair and renovation of the building after 

it was damaged in that quake.  We interviewed the architects who worked on the renovation.  

The architects shared their recollections of the owners’ decision criteria.   

The owners were initially interested to return the building to operability for minimum 

investment.   They were not concerned with future earthquake risks beyond meeting the 

requirements of code.  They were not interested in even discussing such options.   

City codes were the most important influence on the design of the retrofit and repair.  At 

one point, the building insurer became an important constraint on the owners’ options because 

the insurer would not accept a shoring solution that was acceptable under older city building 

codes.  In the end, though, damage was so extensive that it was determined the building would 

have to meet newer codes which, like the insurer, excluded the initially proposed shoring 

solution.   

To repair the hotel after Northridge, the architects devised a new structural system that 

met the owners’ financial goals and city codes.  This is the design that was, unfortunately, not 

compatible with returning the hotel to function as a full-service hotel.  The hotel was closed for 

three years for design, repair and re-sale.   

Table 8.2 summarizes the consortium’s repair and retrofit decision criteria.  They sought 

to minimize investment subject to regulatory constraints.  
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Table 8.2  Consortium owners’ repair and retrofit considerations 

Minimum cost 
Minimum time to re-open and sell 

Meet code requirements 
Meet insurer requirements 

Resell at good price 
 

We examined the consortium’s approach to potential upgrades in terms of three 

investment-decision variables: the probability of a loss, the magnitude of a potential loss and the 

likelihood of recouping an investment in improvements.  The first two of these relate to expected 

losses in future earthquakes, the third to expected returns on a retrofit investment.   

Loss probability:  Since the consortium was expected to hold this asset for only a short 

period of time they could have presumed that the chances of another earthquake during the short 

period of their ownership were quite low.  Their expected loss from a quake would therefore not 

be large enough to justify investment in an earthquake engineering upgrade. 

Loss severity:  Since the consortium owned hotels in a number of locations, their 

financial vulnerability to a disaster in any single location was limited.  A total loss of the Van 

Nuys hotel would not have been financially devastating.  Research in other domains suggests 

that risk of ruin may often precipitate investments to mitigate the effects of low-probability 

threats.  In this case, geographic diversification ensures that this firm does not face a risk of ruin 

from an earthquake in this location. 

Direct Return on Investment:  The resale value of the Van Nuys hotel had to be a crucial 

consideration for this set of financially sophisticated owners.  If they anticipated that potential 

buyers would fully value an earthquake upgrade, they should have at least explored possible 

upgrades with their architects.  Their lack of interest in exploring improvements beyond code 

implies that these sophisticated hotel owners believed that other potential owners would not 

value earthquake improvements.   

8.2.2 Individual Owner 

The hotel’s current owner purchased the building in 1998, after its repair and retrofit.  He is an 

individual approaching retirement.  The hotel is the major asset in his retirement portfolio.  He 
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apparently relies heavily on his general manager to ensure the business viability of the property 

as he himself has no experience working in the hotel industry.   

Unlike the previous owners, the current owner’s investment portfolio is not well 

diversified.  A disaster in this location would be a financial disaster for him, yet he lives quite 

comfortably with this risk.  The hotel’s General Manager indicated that the owner is not worried 

about earthquakes because he has lived with earthquake risks in Southern California his entire 

life.  This familiar hazard does not worry him. 

The General Manager has several decades of experience in hotel management, including 

a number of years in the Los Angeles area.  He is familiar with common attitudes and practices 

in this industry in Southern California.  According to the General Manager, while visitors ask 

hotel employees about earthquake risks nearly every day, quakes have never been a source of 

worry to him or his colleagues.  He is not aware of hotels investing in earthquake mitigation 

except insofar as required by building codes.  This suggests that even though customers ask 

about this risk, the industry is not convinced they could recoup an investment in greater safety by 

marketing this advantage to customers.   

The manager assumes the Van Nuys building is earthquake safe because it has performed 

well in recent small quakes.  “We’ve had a couple of shakers, no cracks,” he noted.  He said that 

the hotel does carry earthquake insurance, though he was not sure whether the insurance policy 

includes business interruption coverage. 

Even though the hotel is instrumented for quake and we presented ourselves as a team of 

experts knowledgeable about both earthquake risks and structural performance for this particular 

location, the manager asked no questions about what earthquake risks they faced, whether the 

building might be made safer or whether we had any advice or concerns about the building.  His 

complete lack of curiosity about the risks to his building actually seemed a bit odd to us at the 

time; it seemed as if he may have preferred not to have more specific information about these 

risks.  The manager agreed to meet with us as a courtesy, to help us with our work, not in order 

to learn about the building or the risks. 

Thus, the owner, who relies on the property for his future financial security, and his 

manager, who is safeguarding the value of the business, showed no concern for earthquake risks 

beyond adhering to codes and purchasing earthquake insurance (see Table 8.3).  Yet, unlike the 
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previous owners, this owner is not diversified and expects to own the property for a relatively 

long period of time.   

Table 8.3  Current owner’s EQ preparation considerations 

Meet code 
Maintain earthquake insurance 

8.2.3 Summary 

Van Nuys allowed us to study the investment priorities and decisions of two quite different 

owners.  Neither considered an investment in earthquake mitigation to be of interest.  They 

sought to meet code and secure insurance.  Beyond these measures, they showed no concern for 

the effects of earthquakes on the future operation or value of the business.   

Both owner types offered clues to the beliefs and attitudes of a larger marketplace.  The 

consortium implicitly bet that potential buyers would not fully value earthquake improvements 

other than meeting code.  The current manager believes that hotel customers may ask about 

earthquakes but that they would not pay more to stay in an exceptionally earthquake-safe 

building.  It seems that asset markets may not currently value earthquake performance and may 

not provide incentives for mitigation.   

8.3 ENABLING A PBEE MIND-SET 

Code-based structures render design and retrofit decisions relatively simple, particularly from a 

client’s perspective.  They remove responsibility for deciding which risks to worry about.  They 

eliminate the need to consider trade-offs between costs and risk reduction.  They conceal most of 

the uncertainties inherent in risk assessments.  Most clients presume code compliance takes care 

of their legal and moral responsibility for earthquake risks.  It seems that most also presume that 

code compliance means that no one will be killed in their building in an earthquake.   

For building owners to become involved in PBEE decisions, they must be willing and 

able to think about earthquake risks in a different way.  This means, in part, grappling with 

somewhat complex analytic assessments of risks and potential benefits.  It also means they must 

be willing to face earthquake risks and to share responsibility for choices about risk reduction.  
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Also significant is the fact that, in the current environment, PBEE analyses cost clients more in 

time and money than code-based analyses.  With little PBEE experience behind the profession, 

engineers would be hard pressed to estimate the likelihood that a particular PBEE analysis would 

be likely to yield designs with significant cost-benefit advantages.        

8.3.1 Code-Based vs. PBEE Mind-Sets 

To appreciate the change in mind-set necessary for PBEE adoption, consider an analogy to 

medical practice.  In the middle part of the 20th century, the practice of medicine was largely 

paternalistic.  Patients asked few questions and ceded the dominant role for treatment to their 

physicians. It was presumed that “best” treatments existed, that these had been scientifically 

established, that doctors knew which were most current and valid, and that doctors (rather than 

patients) were in the best position to evaluate trade-offs and make treatment choices [Charles et 

al., 1999].  As Parsons [1951] described this paternalistic model, patients were essentially 

passive and fully dependent on their physician experts.  Physicians were seldom questioned; 

second opinions were rare; good patient relations had more to do with reassurance than with 

information sharing. 

The code-based decision environment that currently characterizes most earthquake 

engineering resembles paternalistic medical practice.  Clients leave it to their engineers to ensure 

code compliance.  They presume there are “best” design solutions, that these are based on 

scientific study and are captured in building codes, and that their engineers are best positioned to 

make design trade-offs and decisions.  Clients need not be concerned with frightening or 

complicated information about earthquake risks and building performance.  They are also 

shielded from cost-risk trade-offs and from grappling with the reality that “built to code” does 

not mean absolute life safety.  Engineers in turn face few client questions or challenges and are 

left to essentially practice and make decisions on their own.   

A continuum of alternatives to paternalistic medical practices — from “informed 

consent” to “professional-as-agent” and “shared decision making” models — has evolved during 

the latter half of the 20th century [Charles et al., 1997].  All involve greater information sharing, 

more patient responsibility, less presumption of physician omnipotence and recognition that 

diagnoses and treatment options are based on values and judgment, not just on facts or formulas.  
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Patients are now commonly apprised of likely (but not certain) prospects and the risks and 

benefits associated with treatment options.  Patients share responsibility for choices and 

introduce decision criteria related to their own lifestyles and life objectives.  Doctors have to 

communicate better and to work with client decision makers rather than on behalf of them. 

Fully implemented, PBEE would transform engineering practice from paternalism to 

shared decision making.  Clients would accept more responsibility for decisions about 

protections.  Engineers would cede some autonomy and control and develop greater skills in 

collaborating with clients on decisions involving complex, probabilistic and sometimes 

frightening information. 

At least two other issues associated with PBEE and engineer-client relations will matter 

to adoption.  First, liability issues are potentially simpler for clients and engineers in a regulated 

situation than in a performance-based one.  Though the argument that regulations (e.g., building 

codes) were followed is not a fail-safe liability shield [Huber, 1990], it can mitigate charges of 

negligence in at least some professional domains.  PBEE weakens this shield.  To the extent that 

the advantages of PBEE methods derive because structures are less “over engineered” than code-

based designs, liability issues could be quite serious.   

Second, PBEE analyses take more time and therefore cost more than analyses associated 

with code-based design.  Before clients can even consider potential superiority of a PBEE 

solution over a traditional one, they must agree to pay for a PBEE analysis.  They will also have 

to be willing to allow the design phase to take more time.  These cost factors alone will 

discourage adoption.  It is also worth noting that clients may suspect that engineers prefer more 

costly, time-consuming analyses not because they are in the client’s interest but because they 

may yield higher fees and greater profits for engineers.  

Table 8.4 contrasts some important differences in client mind-set required under PBEE 

versus under code-based regulation.  These sorts of “soft” factors will make it challenging to get 

clients to adopt PBEE.  The experiences of the medical profession suggest these need not be 

insurmountable barriers but that they are major and will take time and significant changes in 

attitudes.  This process took nearly half a century in medicine.  Notably, medical practice 

evolved because patients clamored for change.  As yet, the public is not clamoring for more 

involvement in or responsibility for their earthquake exposures.   
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Table 8.4  Contrasts in “mind-sets” associated with code- vs. performance-based 
earthquake engineering practice 

Mind-set     Code-based  Performance-based 
Client aware of specific earthquake risks Not necessary  Necessary 
Client aware of residual risk after code Not necessary  Necessary 
    compliance 
Client given options for risks borne  Not necessary  Necessary 
Client faces cost-risk trade-offs  Not necessary  Necessary 
Engineering analysis costs   Less Costly  More Costly 
Time for engineering analysis   Shorter   Longer 
Liability risk     Lesser   Greater 
Concern about engineers’ profit motives Lesser   Greater 

8.3.2 The Role of Emotion in Earthquake Investment Decisions:  Working with Worry 

Our research team was struck by the description of Van Nuys’ current owner as being “not 

worried” about earthquake risks.  That description resonated with research into risk preparation 

from a number of different contexts.  It seems that the best predictor of voluntary preventive 

investments is an emotional-cognitive factor: worry.  Individuals with identical rational estimates 

of the probability and severity of, for example, an earthquake will take radically different 

decisions about investing to prepare for quakes depending on whether quakes worry them or not 

[Baron et al., 2000].  This is true for business owners as well as homeowners [Palm, Carroll, 

1998; Meszaros, Fiegener, 2003].  We do not yet understand well what worry is and what creates 

it, but is has become clear that prevention decisions include an emotional side that must be 

addressed.   

Providing scenario-type information that vividly portrays the potential effects of a bad 

event may be the best means to ensure that a decision maker has engaged their emotions as well 

as their cognition before making a decision [Kunreuther, Schade 2001].  The PBEE methodology 

offers significant opportunities to develop scenarios that are meaningful to particular structures 

and, therefore, to help decision makers integrate the emotional and rational components of their 

decision preferences.  The Investment-Decision Support System described below is designed to 

engage both emotion and rationality by being site specific and event specific.  It also enables 

trade-offs among noncommensurable, multidimensional objectives for outcomes from potential 

earthquakes.  
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8.4 A PBEE-ENABLED SEISMIC INVESTMENT DECISION SUPPORT SYSTEM 

As with many investment decisions, seismic upgrade decisions will hinge on a single or a limited 

set of performance variables that are of high priority by key decision makers.  If only a single 

variable matters, optimization is relatively straightforward.  When multiple decision variables 

(DVs) are to be considered, the decision maker’s task is more complicated.  The optimization 

process will involve subjective trade-offs and joint optimization.  

In the Van Nuys testbed we pursued four essential steps for making PBEE analyses 

maximally appealing and useful to potential decision makers (Fig. 8.1): 

A. Determine the set of DVs that are important to stakeholders.   

B. Generate structure-specific exceedance probabilities for these DVs.          

C. Communicate the decision analyses involving multiple DVs in terms of decision 

metrics that are familiar to and preferred by building owners of many types. 

D. Validate the resulting decision tool via surveys and case applications.   

In this section, we describe the current status of the PBEE methodology with respect to 

each of these steps.  Step A requires identification of what the ultimate end users of the system 

see as relevant consequences.  Step B requires determination of expected losses and costs.  Step 

C involves creating a format for presentation and communication of analyses.  The format is 

designed to be consistent with established industry practices in order to minimize resistance to 

adoption.  Step D will ensure the generalizability and reliability of the decision support system 

are solidly established.   

 
Fig. 8.1  The process of creating a PBEE decision support system 

Step C:  
Formatting & 
transformation  

Step B:   
Loss curves for 
DVs generated 

Step D: 
Feedback from 

the field  

Step A:  DVs 
preferred by 
stakeholders  
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8.4.1 Step A: Decision Variables That Are Important to Stakeholders 

Over the last several years, researchers have used several different venues and methods in order 

to understand which DVs are of critical importance for various stakeholders.  A general pattern 

has emerged that we call the “3-D model,” with the three “Ds” being “deaths” (i.e., preventing 

harm to occupants), “downtime” (i.e., preventing business disruption) and “dollars” (i.e., 

preventing direct losses and repair costs).  According to a survey of practicing engineers, these 

three factors, in this order of importance, are what most concern clients when they undertake 

PBEE projects [Meszaros, et al. 2003].  Table 8.5 outlines several engineering-based discussion 

forums that have drawn similar conclusions about what matters most to clients in terms of 

decision variables. 

The order of importance of the 3Ds may vary for different stakeholder groups.  For 

example, owners with an exclusively financial interest in a property may focus almost 

exclusively on dollar exposures.  By contrast, businesses with significant operational exposures 

(e.g., manufacturing plants that might be shut down or retail businesses that might not be able to 

receive customers) may focus more heavily on downtime as a threat to their survival.  In any 

case, the ability to provide information about the 3Ds should help meet the decision needs of a 

large swath of stakeholders. 

Deaths.  Historically, life safety has been the prime motivator for seismic mitigation 

[Mileti, 1999].  However, recent earthquakes in the U.S. have yielded huge economic losses and 

relatively few fatalities or serious injuries.  Lack of significant human consequences in the U.S. 

in recent decades may have created a false sense of security and thereby discouraged seismic 

investments.  PEER discussions and ATC-58 notes as reflected in Table 8.5 suggest that life 

safety is still a big decision criterion.  To the extent that PBEE-based designs can make building 

occupants safer, they should interest a number of building owners.   

Downtime.  Downtime looms as a frightening prospect for many types of building owner.  

For small business owners, particularly those with tight cash flows, relatively brief closures can 

threaten business survival [Webb, et al. 2000; Meszaros, Fiegener 2003].  Large businesses may 

suffer losses in revenue when a manufacturing line stops or a reservation system is not available 

for even a short period.  Both small and large businesses worry that closures and disruptions will 

lead customers to switch to other sources for goods and services.  Market share may never fully 

recover [Chang 2003].  Finally, downtime losses are harder to insure than direct losses.  
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Downtime may be a priority for physical mitigation to the extent that adequate financial 

mitigation for downtime is not readily available. 

Table 8.5  Summaries of engineering-based, interdisciplinary discussions of client needs 
and PEER-PBEE capabilities 

Table based in part on material provided by Peter May 
 
Dollars.  Significant and rising economic losses may make PBEE interesting to many 

owners.  The 1989 Loma Prieta quake yielded an unprecedented $8.6 billion in monetary losses.  

In Northridge, the insurance industry sustained losses beyond anyone’s expectation ($20.8B).  

Even relatively moderate quakes now yield large losses because large asset bases are located in 

seismically active areas.  The moderate 2001 Nisqually earthquake was the most costly natural 

disaster in Washington State’s history ($2B in total losses).  Private building owners may be 
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willing to invest in preparation and mitigation beyond the requirement of building codes if such 

investments are cost effective.  Exposures for relatively common earthquakes may, in some 

cases, justify PBEE upgrades that coincidentally also provide better performance in less frequent, 

more serious quakes. 

8.4.2 Step B: Methodology to Generate Structure-Specific Exceedance Probabilities 

Having ascertained that potential PBEE clients favor the 3D variables, we employed the PEER 

methodology to estimate the desired DVs for the testbed structure.  The effort has so far been 

most successful in generating information relevant to the “dollar” variable (i.e., building repair 

cost estimates given a particular structure).  Exceedance probability curves for the testbed were 

developed by Miranda, et al. (see Chapter 5 of this report).   

Depending on the specific needs and sophistication of the end-user, PBEE decision-

support analyses can be expressed in terms of a scenario-based, probable maximum loss (PML) 

point estimate or other suitable presentation format, including probabilistic distributions of 

PMLs.  Figure 8.2 shows how this information can be applied to an investment decision problem 

for the Van Nuys building.  Expected repair costs for the building in case of the most likely 

severe earthquake given two potential levels of retrofit are graphed in this figure.   
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0.100

0.120

0.01 0.06 0.11 0.16 0.21 0.26

Full retrofit - a=156,876.2

No retrofit - a=627,504.9

Moderate retrofit - a=313,752.5

Van Nuys Loss Curves Under Three Scenarios 

Expected Annual Loss

$158,498  (no retrofit)  
$74,830  (moderate retrofit)
$36,199  (full retrofit)

 

Fig. 8.2  Repair cost loss curve and its variations under two retrofit assumptions 
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There is further research under way to generate similar output for the downtime and life-

safety DVs [Krawinkler and Miranda, 2004].  The ideal output for these two DVs would be 

exceedance probability curves expressed in number of days and number of fatalities, similar to 

the exceedance curves for losses in Figure 8.2.  At this time, only probability distributions for 

deaths and downtime are available.  Even this incomplete information can be useful to an owner, 

however.  A multi-attribute presentation of expected outcomes can allow an owner to compare 

and impute priorities among these several objectives.  Note also that an owner can readily 

translate downtime into dollar losses given their operational cash flows.  Miranda and Aslani 

[2003] have found that in the case of Van Nuys there is a close relationship between repair costs 

and downtime.   

It would also be desirable to include contents losses when developing a complete analysis 

of PBEE options.  These can be significant.  For example, we know that non-structural damage 

in the Van Nuys building is expected to be approximately 70% expected structural losses 

[Miranda and Aslani, 2003].   

8.4.3 Step C: Communication of Decision Alternatives 

As mentioned previously, in order for PBEE to achieve widespread adoption, the presentation 

and communication of PBEE analyses should fit well with the decision tools that are widely used 

by potential end-users.  The PEER-PBEE methodology can generate relatively rich, building-

specific information about expected repair costs DV in the form of annual exceedance 

probability curves.  Although this is an extremely valuable output, it is certainly not the end of 

the story.   

A user-friendly “shell” that will enable end-users to make informed assessments of the 

financial and non-financial consequences of varied levels of mitigation investments is desired.  

Using such information, end-users can make well-informed decisions about how much (if at all) 

to invest in structural mitigation.  The DV output generated via the PEER-PBEE methodology 

can be transformed into all the decision metrics that the business end-user community is familiar 

and comfortable with.   

In for-profit business settings, large-scale capital investment decisions are typically made 

using relatively straightforward capital-budgeting metrics, including net present value (NPV), 
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internal rate of return (IRR), and payback period (PP).  All these metrics are similar to the output 

of cost-benefit or cost-risk analysis, which are quite familiar to the engineering community.  

However, depending on the nature of the investment and the industry, some companies will tend 

to prefer some metrics over others.  Additionally, while these metrics are most commonly 

expressed in terms of point estimates, they can also be expressed in more advanced and/or 

specialized forms such as value at risk (VAR) and probabilistic distributions such as those 

generated via Monte-Carlo (MC) simulation.   

A recent survey of Chief Financial Officers of Fortune 500 companies found that 75% of 

the respondents report that they always or almost always use IRR or NPV when evaluating 

capital investment alternatives [Graham, Harvey, 2001].  Currently, the most sophisticated and 

sound corporate investment decisions in probabilistic settings are made using NPV methods. 

PP is also relatively popular, used always or almost always by 56% of respondents.  PP is 

essentially an inferior tool because it is biased against long-term investments, ignores cost of 

capital, and it lacks a clear criterion for acceptance and rejection.  Nevertheless, its relatively 

wide use among a relatively sophisticated community indicates that a simpler method may have 

some advantages over more complicated but sounder decision-making tools.   

Using building-specific loss-exceedance probability curves for Van Nuys, an NPV/MC 

simulation-based procedure was developed that would meet the needs of the more sophisticated 

corporate decision maker [Ince and Meszaros, 2003].  This procedure requires repair-cost 

exceedance curves for three different levels of structural mitigation investment levels: zero; 

moderate; and full retrofit.  The analysis also demands: a time-horizon for the useful life of the 

proposed retrofit investments; a cost of capital (i.e., discount rate) based on the riskiness of the 

project and the funding costs of the investing company; and the initial cost of retrofit investments 

at the three levels.  Once design options have been generated, engineers and clients can 

presumably generate all of these parameters relatively easily.  At this point, expected NPVs, 

IRRs, and PPs for the three investment levels can be generated and used to inform decisions 

made on a strictly financial basis.   
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The three financial metrics for two retrofit options for Van Nuys are presented in Figure 

8.3.30  The full retrofit is financially undesirable insofar as it has a negative NPV and an IRR 

lower than the owner’s cost of capital (13%).   

Moderate retrofit Full retrofit
3.0 years 4.1 years

142,178$                      (61,319)$                       
16.7% 12.2%Internal Rate of Return

Payback period
Net Present Value

 

Fig. 8.3  Financial decision metrics for two different mitigation levels 

Financial metrics are next presented together with estimates for other relevant DVs so 

that a decision maker can directly compare options across all relevant decisions considerations.  

Figure 8.4 presents point estimate comparisons of deaths, downtime and dollar losses for Van 

Nuys. 

0.06
Extensive 

retrofit -$61,319 3.2 days 0.02

Moderate 
retrofit $142,178 7.6 days

Deaths

Do nothing $0 16 days 0.13

Expected NPV           
(Structural) Downtime

 

Fig. 8.4  Decision/trade-off table presenting financial and non-financial DVs 

If Van Nuys owners had had access to the decision platform described above following 

the Northridge quake, they would have been able to compare multiple retrofit options based on 

cost-effectiveness criteria, downtime and safety consequences of their potential choices.  By 

explicitly trading off financial and non-financial DVs, they would have considered a more 

complete picture of costs and consequences.  They may (or may not) have chosen the financially 

unattractive full retrofit option because of the additional days of downtime and fatalities avoided.     

                                                 
30The calculations assume a 50-year life span for the building, 13% annualized cost of capital, $500,000 cost for 
moderate and $1,000,000 cost for extensive retrofit.  The loss curves for the three decision variables for the existing 
structure were modified using an ad-hoc procedure to produce the loss curve for the two design levels.        
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8.4.4 Step D:  Presenting Distributions of Potential Outcomes 

By taking advantage of the probabilistic output of PEER-PBEE methodology we are able to 

generate distributions of NPVs in addition to point estimates.  This form of presentation allows 

end-users to consider the extremely skewed nature of cash flows associated with high-loss, low-

probability events.   

The top two panels in Figure 8.5 present the 90% probability NPV for the moderate and 

full retrofit options for Van Nuys.  That is, they show the NPV levels that would almost surely be 

exceeded by these two specific mitigation investments.  The bottom two panels portray the 

probabilities that these two investments would yield positive NPVs. 

Simulation (n=10,000): Moderate Retrofit
90% NPV => $374,500
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Simulation (n=10,000): Extensive Retrofit
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Simulation (n=10,000): Moderate Retrofit
NPV>$0  => 14.25% 
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Simulation (n=10,000): Extensive Retrofit
NPV>0 => 4.22%

0

200

400

600

800

1000

-1.E+07 -7.E+06 -4.E+06 -1.E+06 2.E+06  

          a. Moderate retrofit           b. Extensive retrofit 

Fig. 8.5  Simulated structural loss net present value distributions 

To the degree that loss curves or expected losses for downtime and life-safety DVs can 

be obtained from the PBEE methodology, the non-financial dimensions of mitigation decisions 

could also be presented to the decision maker in a manner similar to Figure 8.5.  The decision 
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maker would then be able to consider the expected annual reductions in downtime and in number 

of fatalities that would be achieved at each level of investment and at what financial 

consequence.      

It is relatively easy to communicate point-estimate expected NPV values to a manager 

with basic finance training.  The effectiveness of using simulated NPV probability distributions 

is an entirely open question.  When one moves into simulated probability distributions of NPV, 

the benefits of conveying a more complete picture of future outcomes that are highly skewed 

should be weighed against the difficulty encountered by many laymen to relate to and interpret 

NPV probability distributions.  In fact, one engineering-focused interdisciplinary discussion 

outlined in Table 8.5, the ATC 58 Project workshop in 2002, concluded that probabilistic 

information is generally not well received at this time.  Some participants deemed annual 

exceedance probabilities not desirable, and expressed a preference for scenario-based 

presentation.  However, some in the same group were receptive to expressions in terms of 90% 

confidence level of exceeding a particular value, which is a metric derived from a probability 

distribution.   

With time and exposure, stakeholders may become more comfortable with probability-

based expressions.  Sophisticated statistical techniques are used with regularity in certain 

segments of the corporate world; particularly in financial sectors.  Insurance companies simply 

cannot exist without a strong in-house expertise in probability.  Many risk-consulting firms have 

been using PBEE-like methods for a while now.  We should expect more acceptance and 

enthusiasm for the PEER-PBEE methodology among decision makers in financial, insurance and 

trading companies. 

8.5 LESSONS FOR PBEE IMPLEMENTATION AND DIFFUSION 

The Van Nuys testbed has highlighted both challenges to and opportunities for PBEE 

acceptance.  In addition to answering several questions about how best to proceed in developing 

PBEE as a decision technology, the testbed exercise suggests which open questions ought to be 

addressed next: 

• Clients currently focus on building to code and insuring for earthquake damage. 
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Convincing analyses will be those that compare PBEE options to code-based design 

options and to insurance. 

• Clients not worried about earthquake risks will not invest in PBEE assessment. 

PBEE-based decision models can create highly specific descriptions or “scenarios” of 

expected outcomes from expected earthquakes.  Specific and vivid descriptions of risks are 

thought to be the best available means to ensure that decision makers have engaged their 

emotions (i.e., worry) as well as their rationality (i.e., expected value) in consideration of 

potential earthquake risks. 

• Clients may prefer not to address cost-risk trade-offs (and potential associated liabilities) so 

long as building codes and engineering practices allow them to do so (i.e., paternalism is 

comfortable). 

PBEE-based design can enable clients and engineers to customize solutions to particular 

structures and particular shake risks.  In return for accepting responsibility for earthquake 

exposure decisions, they may find opportunities to achieve better earthquake performance for 

similar or lesser investments. 

• Clients do not make earthquake investment decisions on financial grounds alone.  They are 

concerned with human well-being and operational disruptions. 

PBEE-based analyses can enable clients to directly examine trade-offs among multiple 

performance objectives, particularly among the 3Ds of deaths, downtime and dollars. 

• Sophisticated clients make investment decisions based on measures such as IRR and NPV. 

PBEE enables multiple outcome measures to be converted to multiple investment-return 

measures. 

• The Van Nuys testbed illustrates that a performance-based retrofit can have positive 

financial returns. 

This sort of result should be of interest to a variety of owner types.   

• PBEE techniques for better estimating human impacts and downtime are needed. 

Retrofit options with negative NPV might still be of interest to clients if they present 

opportunities for greater human safety or lesser anticipated downtime. 

• PBEE demands changes in engineering practice, including significant changes in client 

relations as well as greater sophistication in technical practice.   
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The client-relations problem is in some ways a chicken-and-egg problem.  When clients 

recognize the value of participating in earthquake design trade-offs, they will demand that their 

engineers engage them.  Until engineers make the value of participation apparent, clients will not 

make this demand.   
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A Appendix A: Past Earthquake Damage in  
Van Nuys Building 

Author: K. Porter 
 

A.1 DAMAGE IN 1971 SAN FERNANDO EARTHQUAKE 

The building was strongly shaken by the M6.6 1971 San Fernando event, approximately 20 km 

to the northeast.  Earth Sciences AR-240 strong-motion accelerometers were located at the 

southeast corner of the ground floor, middle of the 4th floor, and southwest corner of the roof 

(Figure A.1).  The instruments recorded peak accelerations at the ground floor of 240 cm/sec2 in 

the transverse direction, 130 cm/sec2 longitudinally, and 170 cm/sec2 in the vertical direction.  

Peak roof accelerations were 384 cm/sec2 transverse and 315 cm/sec2 longitudinally at the 

southwest corner of the building (Trifunac et al., 1999).  The 5%-damped acceleration response 

spectra for the ground-floor instruments are shown in Figure A.2 (calculated using Bispec 

[Hachem, 2000]).   

Islam (1996) reports building periods of 0.70 sec in the early part of the 1971 earthquake, 

and 1.5 sec during peak response (Table A.1).  Hart and Vasdevan (1975) performed system 

identification analysis of the accelerometer records to estimate equivalent viscous damping ratios 

of 16.4% of critical in the longitudinal direction and 9.7% transverse.  McVerry (1979) estimated 

17.3% in the longitudinal direction and 19.2% transversely. 
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Fig. A.1  Instrument locations in 1971 San Fernando earthquake 
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Fig. A.2  Spectral acceleration, 1971 ground-floor motions, longitudinal (left) and 
transverse (right) 
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Table A.1  Approximate fundamental building periods (Islam, 1996) 

 Longitudinal Transverse Torsional 

Pre-1971 San Fernando, ambient vibration 0.52 sec 0.40 sec  

1971 San Fernando earthquake     
Early part of earthquake  0.70 0.70  

During peak response 1.5 1.6  

1994 Northridge earthquake     
Early part (0-10 sec) 1.5 2.2 1.4 

Middle part (10-20 sec) 2.1 2.2  

Toward the end (>25 sec) 2.4 2.0  
 

The damage in 1971 mostly required architectural repairs.  Jennings (1971) describes 

“extensive damage to the interior plaster walls, to the plumbing fixtures, etc., on the second, 

third, and fourth floors.  The upper three floors were not damaged severely….  The structural 

frame received some cracks, indicating strains beyond the elastic limit; the cracks were repaired 

with epoxy cement.”  John A. Blume & Associates (1973) report:  

The structural repair consisted of patching the second-floor beam-column joint on the 
north side (east end) of the structure…. Some structural distress appeared at some column 
pour joints located near the exterior beam soffits.… Epoxy repaired the spalled concrete 
[sic].  Paint was applied to areas where only flaking of paint occurred.    

Nonstructural damage was extensive.  Almost every guest room suffered some 
damage.  About 80 percent of the repair cost was spent on drywall partitions, bathroom 
tile, and plumbing fixtures.  The damage was most severe on the second and third floors 
and least severe at the sixth and seventh floors.   

Some gypsum wallboard had to be replaced.  Interior partitions required paint and 
new vinyl wall covering…. Forty-five bathtubs … and 12 water closets had to be 
replaced.  Bathroom tile had to be patched, grouted, or replaced in over half the 
bathrooms….  Spalling occurred at architectural concrete attached to structural concrete 
columns at the ground floor…. Exterior cement plaster spalled and cracked.  Windows in 
every room required some alignment and caulking, although none needed replacing.  
Doors needed adjustment. 

 
John A. Blume & Associates (1973) report the repair cost as “approximately $145,000,” 

of which $2,000 was for structural repair.  Trifunac et al. (1999) report the cost of repair as 

$143,000, while Jennings (1971) estimated repair costs as approximately $250,000.   
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In 1980, additional accelerometers were installed; their locations are shown in Figure A.3 

(California Strong Motion Instrumentation Program, 2001).  As of this writing, they have been 

triggered in 11 subsequent events, whose magnitudes, epicentral distances, intensities are shown 

in Table A.2.  According to the available literature, and judging by construction permits on file 

in the Los Angeles Department of Building and Safety, none of these subsequent events other 

than Northridge series caused significant damage.   

Fig. A.3  Instrument locations after 1980 
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Table A.2  Events causing strong motion (Trifunac et al., 1999; CSMIP, 1994) 

PGA (cm/sec2) PGV (cm/sec) PGD (cm) Earthquake  Date M R 
(km) Trans Long Trans Long Trans Long 

1. San Fernando 9 Feb 1971 6.6  
22 

 
240 

 
130 

 
27 

 
23 

 5.3  9.7 

2. Whittier  1 Oct 1987 5.9  
41 

 
160 

  
8.7 

  1.8  

3. Whittier aft. 4 Oct 1987 5.3  
38 

 
37 

 
52 

 
1.4 

 
2.2 

 0.3  0.3 

4. Pasadena 3 Oct 1988 4.9  
32 

 
54 

 
36 

 
1.6 

 
0.9 

 0.3  0.2 

5. Malibu 19 Jan 1989 5.0  
36 

 
15 

 
22 

 
0.9 

 
1.0 

 0.2  0.2 

6. Montebello 12 Jun 1989 4.1  
34 

 
21 

 
22 

 
0.8 

 
0.8 

 0.2  0.2 

7. Sierra Madre 28 Jun 1991 5.8  
44 

 
56 

 
62 

 
4.6 

 
2.8 

 1.0  

8. Landers 28 Jun 1992 7.5  
190 

 
41 

 
41 

 
12 

 
11 

 6.1  4.9 

9. Big Bear 28 Jun 1992 6.5  
150 

 
25 

 
23 

 
3.6 

 
3.6 

 0.9  1.0 

10. Northridge 17 Jan 1994 6.7  
7.2 

 
390 

 
440 

 
40 

 
51 

 12  7.9 

11. Northridge aft. 20 Mar 1994 5.2  
1.2 

 
270 

 
140 

 
7.5 

 
4.8 

 0.6  0.6 

12. Northridge aft. 6 Dec 1994 4.5  
11 

 
57 

 
60 

 
3.0 

 
2.4 

 0.5  0.2 

A.2 DAMAGE IN 1994 NORTHRIDGE EARTHQUAKE 

Shaking, structural response, and damage in the 1994 Northridge earthquake were more severe 

than in the San Fernando earthquake.  As noted in Table A.2, peak acceleration at the ground 

floor was 440 cm/sec2 in the longitudinal direction, 390 cm/sec2 transversely.  The 5%-damped 

acceleration response spectra for the motion recorded by instruments 16 and 14 are shown in 

Figure A.4 (calculated using Bispec [Hachem, 2000]).  Assuming a fundamental period of 1.5 to 

2.0 sec and 5% viscous damping, the building experienced damped elastic spectral acceleration 

of approximately 0.3 to 0.5g.  
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Fig. A.4  Spectral acceleration of ground-floor motions, 1994 longitudinal (left) and 
transverse (right) 

Islam (1996) reports structural response in the Northridge earthquake in terms of relative 

displacements and transient interstory drift ratios, as shown in Table A.3.  Several authors have 

estimated peak responses at the other floors; Table A.3 shows estimates by Li and Jirsa (1998) 

and Browning et al. (2000).  The table shows fair agreement among the estimates: transient drift 

ratios reached approximately 2% in the 1st through 4th stories, decreasing to 0.5% toward the 7th 

story.   
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Table A.3  Recorded peak displacements and story drift ratios 

Transient drift ratio relative to floor below 
Floor 

Max rel. 
displacement 
(Islam, 1996) 

Recorded 
(Islam, 1996) 

Calc., Li & Jirsa 
(1998) 

Calc., Browning 
et al. (2000) 

Longitudinal    
Roof 9.2 in.  0.3% 0.5% 

7   0.6% 0.7% 

6 8.2  0.9% 1.3% 

5   1.9% 1.9% 

4   1.7% 1.9% 

3 3.6 1.9% 1.9% 1.0% 

2 1.6 1.0% 1.8% 0.4% 

Transverse    
R, east  6.9 in.    

R, west 9.0    

6, east 6.0    

3, east 2.9 1.6%   

3, west 3.4 1.3%   

2, east 1.6 1.1%   

2, west 1.9 1.2%   
 

Trifunac et al. (1999) and Trifunac and Hao (2001) present the results of two thorough 

damage surveys performed on February 4, 1994, and April 19, 1994.  They report extensive 

structural damage, in the form of shear failure of columns and beam-column joints in the 

perimeter moment frame.  The failures include spalling of the cover concrete over longitudinal 

bars, buckling of the longitudinal bars and through-cracks up to several inches wide.  Damage to 

the south frame occurred at six locations on the 5th floor (column lines A-3, 4, 5, 7, 8, and 9) and 

one at the 3rd-floor level (column line A-9), as shown in Figure A.5.  Damage to the north frame 

occurred in the full-height infill masonry walls at the 1st story, and at the base of the short 

columns at the 1st story in column lines D-2, D-3, and D-4.  Damage to the north frame also 

occurred at or within the beam-column joint at 12 other locations at the 2nd through 5th floors, as 

shown in Figure A.6.  The interested reader is referred to Trifunac et al. (1999) and Trifunac and 

Hao (2001) for additional detail, including photos of the damage. 
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Fig. A.5  Structural damage in 1994 Northridge earthquake, south frame (Trifunac et al., 
1999) 

 

Fig. A.6  Structural damage in 1994 Northridge earthquake, north frame (Trifunac et al., 
1999) 
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Structural repairs after the 1994 Northridge earthquake involved the addition of shearwalls at 

three columns of the south frame (3, 7, and 8) and four columns of the north frame (3, 5, 7, and 

8), and at several interior column lines.  Base fixity is provided to the new shearwalls by the 

addition of grade beams spanning between pier groups.  Figure A.7 shows the building as it 

appeared in March 2001.  However, consideration of the testbed building after this seismic 

strengthening effort is beyond the scope of the present project. 

 

 

Fig. A.7  Shearwalls added to south (left) and north frames (right) after the 1994 
Northridge earthquake.  (Left: lines A-3, 7 and 8 from near to far. Right: 
lines D-8, 7, 5, and 3). 
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B Appendix B: Component Fragility Functions 

Authors: E. Miranda, H. Aslani 
 

This appendix summarizes fragility functions for structural and non-structural components in the 

Van Nuys testbed structure.  Damage states associated with repairs or replacement of structural 

or non-structural components are identified, and fragility functions for each of these damage 

states are developed using results from experimental research.   

B.1 FRAGILITY FUNCTIONS FOR STRUCTURAL COMPONENTS 

Four different groups of structural components were identified for the Van Nuys testbed; slab-

column connections, columns, interior beam-column connections and exterior beam-column 

connections.  For each group, damage states associated with different repair actions were 

identified.  Fragility functions for each damage state were then developed using the results from 

experimental results available in the literature.  Table B.1 summarizes the damage states that 

were used for each group of components. 

Analysis of the results of various damage states indicates that fragility functions can be 

assumed to have a lognormal distribution (Aslani and Miranda 2003).  Therefore, only two 

parameters, namely logarithmic mean and logarithmic standard deviation of the EDP, were 

required to define the fragility function corresponding to a certain damage state. The engineering 

demand parameter used in fragility functions of structural components is the interstory drift ratio, 

IDR.  Similarly, loss functions are developed by estimating the cost of each itemized repair 

action at defined damage states.  The cost of each itemized repair action was assessed either from 

information obtained from subcontractors specialized in repair or concrete structures or by using 

available data in R.S. Means (2002), FEMA 308 or Hazus (1999) documents. 
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Table B.1  Definition of damage measures, DM, for structural components 

Damage M easures Damage State Repair Action Fragility 
Surface

Slab-column connections

DM 1 Initial cracking Patching and/or painting 
of the cracks No

DM 2 Significant cracking Epoxy injection No
DM 3 Punching shear failure Spall repair Yes

DM 4 LVCC* Partial or total collapse Yes

Columns
DM 1 Significant cracking Epoxy injection No

DM 2 Shear failure Crack stiching and spall 
repair Yes

DM 3 Axial failure (LVCC) Partial or total collapse Yes

Interior beam-column connections
DM 1 Beam or column cracking Epoxy injection No
DM 2 Joint cracking Epoxy injection No
DM 3 Spalling Spall repair No

DM 4 LVCC Partial or total collapse No

Exterior beam-column connections
DM 1 Beam or column cracking Epoxy injection No
DM 2 Joint cracking Epoxy injection No
DM 3 Spalling Spall repair No

DM 4 LVCC Partial or total collapse No

* Loss of vertical carrying capacity
 

B.1.1 Slab-Column Connections 

Table B.1 shows that four damage states were defined for slab-column connections.  The first 

damage state corresponds to the initial cracking in the component.  The required repair task is 

patching and painting the cracks.  The second damage state occurs when significant cracking is 

observed in the component that cannot be repaired by patching and painting.  Epoxy injection of 

the cracks is required to repair the element.  The third damage state corresponds to punching 

shear failure of the connection.  At this stage the spalled concrete should be replaced and some 

reinforcement may need to be replaced in the connection.  The last damage state occurs when the 

connection looses its vertical carrying capacity. 
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Table B.2 summarizes the median and dispersion (standard deviation of the log of the 

data) of the lognormal distribution fitted to the fragility and loss data of each slab-column 

connection damage state.  Information presented in Table B.2 is based on experimental results 

summarized in Aslani and Miranda (2003).  Figure B.1 presents the fragility functions developed 

for the first two states of damage in slab-column connections.  

Table B.2  Statistical parameters for fragility and loss functions of slab-column connections 

Damage 
Measure (DM) Description of DM Fragility parameters Loss parameters 

  median Dispersion median Dispersion 

1 
Initial cracking that can be 
repaired with pasting, taping, 
repasting and painting 

0.004 0.40 0.10 0.65 

2 

Significant cracking that can 
be repaired with epoxy 
injection, pasting and 
painting 

0.009 0.22 0.40 0.70 

3 

Punching shear failure that 
can be repaired with spall 
repair, epoxy injection, 
pasting and painting 

G(IDR,Vg/V0) 1.00 0.75 

4 

Loss of vertical carrying 
capacity that leads to partial 
or total collapse of the 
building 

G(IDR,Vg/V0) - - 
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Fig. B.1  Fragility functions corresponding to damage measures dm1 and dm2 in slab-

column connections 
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As discussed in Section 5.2, fragility surfaces were developed for the last two damage 

states in slab-column connections.  Figure B.2 presents the fragility surface developed for the 

punching shear failure damage state, DM3. 
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Fig. B.2  Fragility surface for punching shear failure in slab-column connection as a 
function of the interstory drift ratio and normalized gravity shear force 

B.1.2 Columns 

Three damage states were defined for columns: cracking, shear failure, and axial failure.  

Required repair actions for each state are presented in Table B.1.  Table B.3 presents the 

statistical parameters to develop fragility and loss functions for columns.  Information on the 

median and dispersion of the lognormal distribution that correspond to cracking was estimated 

on the basis of 1000 experimental results (Panagiotakos et al., 2001).  The fragility curve for this 

damage state is presented in Figure B.3. 

As indicated in Table B.3, fragility surfaces were developed for the last two damage 

states, namely shear failure and axial failure in columns.  The fragility surface for the axial 

failure of columns is presented in Figure B.4.  
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Table B.3  Statistical parameters for fragility and loss functions of columns 

Fragility parameters Loss parameters Damage Measure 
(DM) Description of DM 

median Dispersion median Dispersion 

1 

Significant cracking that 
can be repaired with 
epoxy injection, pasting, 
taping, and painting 

0.009 0.40 0.50 0.70 

2 

Shear failure that can be 
repaired with crack 
stitching, spall repair, 
epoxy injection, pasting 
and painting 

G(IDR,αcol.) 2.00 0.75 

3 

Axial failure (Loss of 
vertical carrying capacity) 
that leads to partial or 
total collapse of the 
building 

G(IDR,αcol.) - - 
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Fig. B.3  Fragility function corresponding to damage measure dm1 in columns 
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Fig. B.4  Fragility surface for axial failure in columns 
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B.1.3 Interior Beam-Column Connections 

Four damage states are defined for interior beam-column connections.  The first two damage 

states, beam or column cracking and joint cracking, can be repaired with epoxy injection.  The 

third damage state corresponds to spalling of concrete in the connection.  The required course of 

action to repair this damage state is to remove the spalled concrete, clean the edges, and pour 

new concrete.  The last damage state, loss of vertical carrying capacity, is very unlikely to be 

observed in interior connections.  Table B.4 provides a summary of the statistical parameters of 

fragility and loss functions corresponding to the four damage states of interior beam-column 

connections. Figure B.5 presents the fragility functions developed based on the results of 

different experiments (Panagiotakos et al. 2001, Aslani and Miranda 2003).  

 

Table B.4  Statistical parameters for fragility and loss functions of interior beam-column 
connections 

Fragility 
parameters Loss parameters Damage 

Measure (DM) Description of DM 
median Dispersion median Dispersion

1 

Beam or column cracking 
that can be repaired with 
epoxy injection, pasting, 
taping and painting 

0.007 0.36 0.25 0.65 

2 

Joint cracking that can be 
repaired with epoxy 
injection, pasting and 
painting 

0.015 0.37 0.40 0.70 

3 

Concrete spalling that can 
be repaired with spall 
repair, epoxy injection, 
pasting and painting 

0.028 0.25 1.00 0.75 

4 

Loss of vertical carrying 
capacity that leads to 
partial or total collapse of 
the building 

0.070 0.25 - - 
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Fig. B.5  Fragility functions corresponding to damage measures in interior beam-column 
connections 

B.1.4 Exterior Beam-Column Connections 

Similar to interior beam-column connections, four damage states are defined for exterior beam-

column connections.  Table B.5 provides a summary of the required statistical parameters to 

develop fragility functions for damage states in exterior beam-column connections.  Further, 

Figure B.6, presents the fragility functions developed based on the results of different 

experiments (Panagiotakos et al. 2001; Aslani and Miranda 2003).  

Table B.5  Statistical parameters for fragility functions of interior beam-column 
connections 

Fragility 
parameters Loss parameters Damage 

Measure (DM) Description of DM 
median Dispersion median Dispersion

1 

Beam or column cracking 
that can be repaired with 
epoxy injection, pasting, 
taping and painting 

0.007 0.36 0.25 0.65 

2 

Joint cracking that can be 
repaired with epoxy 
injection, pasting and 
painting 

0.014 0.46 0.40 0.70 

3 

Concrete spalling that can 
be repaired with spall 
repair, epoxy injection, 
pasting and painting 

0.03 0.20 1.00 0.75 

4 

Loss of vertical carrying 
capacity that leads to 
partial or total collapse of 
the building 

0.06 0.30 - - 
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Fig. B.6  Fragility functions corresponding to damage measures in interior beam-column 
connections 

B.2 FRAGILITY FUNCTIONS FOR NONSTRUCTURAL COMPONENTS 

Nonstructural components in the Van Nuys testbed structure were identified from the 

architectural drawings. All components were classified according to the taxonomy of 

nonstructural components proposed by Taghavi and Miranda (2003).  Table B.6 shows a list of 

the main nonstructural components in the building. 

Table B.6  List of main nonstructural components in the testbed building 

Nonstructural Components 
Bath tub Floor finishes Partitions Suspended ceiling 
Cooling Handrail Piping Toilet 
Doors Heating Plaster ceiling Urinals 
Ducts HVAC Plumbing Vents 
Elevator Insulation Power outlet Wall finishes 
Façade Light fixtures Pump Walls 
Fire Protection System Light Switch Sink Windows 

 

Non-structural components were classified according to their sensitivity into three 

categories: (i) Drift sensitive, (ii) Acceleration sensitive, (iii) Rugged.  Figure B.7 shows that 

about 44, 53 and 3 percent of the cost corresponds to acceleration sensitive, drift sensitive and 

rugged components, respectively. 
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Fig. B.7  Sensitivity chart of nonstructural components in Van Nuys building 

B.2.1 Fragility Functions for Partitions 

The data points used to generate fragility functions for metal stud partitions are based on four 

experimental research programs (Freeman 1971, Nakata et al. 1984, Rihal 1982, Rihal and 

Granneman 1984).  Damage states and repair actions associated with each damage state are 

shown in Table B.7.  A total of 31, 25 and 1 damage–motion pairs were obtained for the first, 

second and third damage state, respectively.  As shown in Figure B.8, data points of the first and 

second damage states follow a lognormal distribution relatively well with geometric mean and 

logarithmic standard deviation listed in Table B.7.  

Table B.7  Parameters of fragility and loss functions of gypsum-board partitions 

Fragility 
parameters Loss parameters Damage 

Measure (DM) Description of DM 
median Dispersion median Dispersion

1 

Visible damage and small 
cracks in gypsum boards that 
can be repaired with taping, 
pasting and painting 

0.004 0.56 0.12 0.20 

2 

Extensive crack in gypsum 
boards that can be repaired 
with replacing the gypsum 
boards, taping, pasting and 
painting 

0.008 0.27 0.60 0.20 

3 

Damage to panels and also 
frames that can be repaired 
with replacing gypsum boards 
and frames, taping, pasting 
and painting 

0.011 0.25 1.2 0.20 
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Fig. B.8  Fragility functions of metal stud gypsum board partitions 

B.2.2 Fragility Functions for Windows 

Fragility curves for windows were provided based on the damage-motion pairs of four 

experimental studies (Behr and Worrell 1998, Bouwkamp 1960, King and Lim 1991, Wight 

1983).  A total number of 88 experiments were considered including 62 experiments that caused 

cracking in glass panels and 26 that caused glass fallout.  Based on the recommendation by 

Czarnecki (1973), the first damage state causing minor damages in frame was considered to be 

triggered at 50 percent of the drift needed to produce the second damage state.  The data points 

and fitted curves are shown in Figure B.9.  Parameters and description of each damage state are 

listed on Table B.8. 

Table B.8  Parameters of fragility and loss functions for sliding windows 

Fragility 
parameters Loss parameters Damage 

Measure (DM) Description of DM 
median Dispersion median Dispersion

1 
Some minor damages around 
the frame that can be repaired 
with realignment of window 

0.016 0.29 0.12 0.20 

2 

Cracking occurs at glass 
panels but no fallout that can 
be repaired with replacing of 
glass panel 

0.032 0.29 0.60 0.20 

3 

Part of glass panels falls out 
of the frame that can be 
repaired with replacing of 
glass panel 

0.036 0.27 1.2 0.20 
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Fig. B.9  Fragility curves of sliding windows 

It should be noted that although damage states 2 and 3 have the same repair action and 

therefore can be assumed as a single damage state, they have been recognized as two damage 

states because the consequences of damage are different. 

B.2.3 Fragility Functions of Suspended Acoustical Ceilings 

The fragility curves for acoustical suspended ceilings were developed based on two experimental 

studies (Rihal and Granneman 1984, Anco 1983).  The fragility functions are based on a total of 

24 points corresponding to three damage states.  Parameters and description of the three damage 

states are given in Table B.9 and a comparison of the data points with fitted lognormal 

distribution is shown in Figure B.10. 
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Table B.9  Description and parameters of fragility curves of acoustical ceilings 

Fragility 
parameters Loss parameters Damage 

Measure (DM) Description of DM 
median Dispersion Median Dispersion

1 

Hanging wires are splayed and 
few panels fall down that can be 
repaired with fixing the hanging 
wires and replacing the fallen 
panel  

0.27g 0.40 0.12 0.20 

2 

Damage to some of main 
runners and cross tee bars in 
addition to hanging wires that 
can be repaired with replacing 
the damaged parts of grid, fallen 
panels and damaged hanging 
wires 

0.65g 0.50 0.36 0.20 

3 

Ceiling grid tilts downward (near 
collapse) that can be repaired 
with replacing the ceiling and 
panels 

1.28g 0.55 1.2 0.20 
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Fig. B.10  Fragility curves of acoustical suspended ceilings 

B.2.4 General Fragility Curves for Drift and Acceleration Sensitive Components 

Since there is only a very limited number of experimental studies on nonstructural components 

and many of them do not provide enough information for developing fragility curves, for some 

of the components of the Van Nuys testbed, two generic fragility curves recommended for 

nonstructural components in HAZUS (1999) were used.  A family of curves is used for 
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acceleration-sensitive components and a different family of curves is used for drift-sensitive 

components.  Table B.10 summarizes the parameters of the fragility curves for drift sensitive 

components while parameters for fragility and loss functions for acceleration-sensitive 

components are given in Table B.11. 

 
Table B.10  Statistical parameters for fragility and loss functions of generic nonstructural 

drift sensitive components 

Fragility 
parameters Loss parameters Damage 

Measure (DM) 
Description of 

DM 
median Dispersion median Dispersion

1 Slight damage 0.004 0.50 0.03 0.20 

2 Moderate 
damage 0.008 0.50 0.12 0.20 

3 Extensive 
damage 0.025 0.50 0.60 0.20 

4 Complete 
damage 0.050 0.50 1.20 0.20 

 

Table B.11  Statistical parameters for fragility and loss functions of generic 

nonstructural acceleration sensitive components 

Fragility 
parameters Loss parameters Damage 

Measure (DM) 
Description of 

DM 
median Dispersion median Dispersion

1 Slight damage 0.25g 0.60 0.02 0.20 

2 Moderate 
damage 0.50g 0.60 0.12 0.20 

3 Extensive 
damage 1.00g 0.60 0.36 0.20 

4 Complete 
damage 2.00g 0.60 1.20 0.20 
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Appendix C: Summary of Loss Estimation 
Methodology 

Authors: E, Miranda, H. Aslani 
 
 
This appendix summarizes the methodology used to estimate the seismic performance of 

structures quantitatively by continuous variables in terms of economic losses.  As described in 

Section 5.3, the methodology permits the estimation of various different measures of economic 

losses that can occur in a building.  

C.1 EXPECTED LOSS IN A GIVEN SCENARIO 

Using the total probability theorem the expected value of the total economic loss in a building 

conditioned on a ground motion intensity im, [ ]imIM|LE T = , can be computed as the weighted 

sum of the expected value of losses when collapse does not occur and of the expected value of 

losses when collapse occurs, as follows: 

[ ] [ ] ( ) [ ] ( )imIM|CPC|LEimIM|NCPimIM,NC|LEimIM|LE TTT =⋅+=⋅===  (C.1) 

where [ ]imIM,NC|LE T =  is the expected value of the total loss in the building provided that 

collapse does not occur at a ground motion intensity level im, ( )imIM|NCP =  is the probability of 

non-collapse conditioned on IM, [ ]C|LE T  is the expected loss in the building when global 

collapse occurs, and ( )imIM|CP =  is the probability that the structure collapses under a ground 

motion with a level of intensity im.  Since collapse and non-collapse are mutually exclusive 

damage states, the probability of non-collapse is simply equal to one minus the probability of 

collapse.  
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The total economic loss in a building, LT, is defined as the sum of the loss in the 

individual components of the building: 

∑
=

− =+++++++++=
N

i
iNNT LCLCLC...LCLCLCLCLCLCLCL

1
17654321  (C.2) 

where LCi is the loss in the ith component and N is the total number of damageable components 

in the building. The loss in the ith component, LCi , can be expressed as: 

iii LaLC ⋅=   (C.3) 

where ai is the mean value of the cost of the ith component and Li is the cost of repair or 

replacement of the ith component normalized by ai.  Substituting (C.3) in (C.2), the total 

economic loss in a building is then computed as: 

∑
=

=
N

i
iiT LaL

1

 (C.4) 

Using Equation (C.4), the expected value of the total loss in the building under an 

earthquake with intensity im at the site and provided that no collapse occurs, [ ]imIM,NC|LE T = , 

is given by: 

[ ] ( ) [ ]∑∑
==

=⋅=⎥
⎦

⎤
⎢
⎣

⎡ =⋅==
N

i
ii

N

i
iiT im|NC,IMLEaimNC,IMLaEimNC,IM|LE

11
|   (C.5) 

where [ ]im|NC,IMLE i =  is the expected normalized loss in the ith component given that global 

collapse has not occurred at the intensity level im. 

The expected loss in a given component when no collapse occurs, [ ]im|NC,IMLE i = , 

depends on the seismic demands (EDPs) imposed to the component and can be computed as: 

[ ] [ ] ( )∫
∞

=>⋅===
0

|| imIM,NC|edpEDPdPedpEDPLEimNC,IMLE iiiiii
    (C.6) 

where [ ]iii edpEDPLE =|  is the expected loss in the ith component conditioned on the level of 

imposed demand edpi, ( )imIM,NC|edpEDPP ii =>  is the probability of exceeding edpi, in the ith 



 
 

209

component given that global collapse has not occurred at the intensity level im.  The expected 

loss in the ith component conditioned on edp, [ ]iii edpEDPLE =|  is computed as: 

[ ] [ ] ( )∑
=

==⋅===
m

k
iikkkkiiii edpEDP|dmDMPdmDM|LEedpEDPLE

1

  |           (C.7) 

where m is the number of damage states in the ith component (without including loss of vertical 

carrying capacity), [ ]kki dmDM|LE =  is the expected value of the normalized cost due to repairs or 

replacements corresponding to the kth damage state in the ith component and 

( )iikk edpEDP|dmDMP  ==  is the probability of the ith component being in its kth damage state, kdm , 

given that it is subjected to an EDP demand of edpi. 

Various studies (e.g., Aslani and Miranda, 2003) have shown that 

( )imIM,NC|edpEDPP ii =>  can be assumed to be lognormally distributed with 

parameters [ ]imIM|EDPi =lnµ and [ ]imIM|EDPi =lnσ . Therefore, it can be written as: 

( ) ( ) [ ]

[ ] ⎥
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⎤

⎢
⎢
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⎡ −
==>

=

=

imIM|EDP

imIM|EDPi
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EDP

imIM,NC|edpEDPP
ln

lnln
Φ

σ
µ                          (C.8) 

where Φ[ ] is the cumulative normal distribution function, parameter [ ]imIM|EDPi =lnµ  is the median 

of the EDP conditioned on IM, and [ ]imIM|EDPi =lnσ  is a measure of dispersion of the EDP 

conditioned on IM. A robust procedure to estimate [ ]imIM|EDPi =lnµ  and [ ]imIM|EDPi =lnσ  from 

simulation results is presented in Miranda and Aslani (2003). 

The probability that the ith component will be in the kth damage state given that 

component has been subjected to an EDP equal to edp is computed as: 

⎪
⎩

⎪
⎨

⎧

==>

<=>−=>
===

++

mkedpEDPdmDMP

mkedpEDPdmDMPedpEDPdmDMP
edpEDPdmDMP

iikk

iikkiikk

iikk

for )|(

for )|()|(
)|(

11  (C.9) 

where )|( iikk edpEDPdmDMP =>  is the probability of exceeding damage state k in the ith 

component given that it has been subjected to an EDP equal to edp, 

)|( 11 iikk edpEDPdmDMP => ++
 is the probability of exceeding damage state k+1 in ith component 
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given that it has been subjected to an EDP equal to edp.  Functions )|( iikk edpEDPdmDMP =>  

and )|( 11 iikk edpEDPdmDMP => ++
 correspond to the kth and kth+1 fragility functions of the ith 

component as a function of EDP, which describe the vulnerability or damageability of the ith 

component with increasing levels of EDP. 

The fragility function for the kth damage state in the ith component is assumed to follow a 

cumulative lognormal distribution with parameters [ ]ik EDP|DMlnµ , the logarithmic mean of the EDPs 

associated with the kth damage state in the ith component, and [ ]ik EDP|DMlnσ , the logarithmic 

standard deviation of the EDPs. These parameters depend on the damage state and on the type of 

component. 

C.2 EXPECTED ANNUAL LOSS 

The expected annual loss in the building, [ ]TLE , can be computed by integrating [ ]imIM|LE T = , 

equation (C.1) over all possible levels of intensity, using the total probability theorem: 

[ ] [ ] ( )
∫ ∫

∞
− ⋅==

t

TT ddIM
dIM

IMd
imIMLEeLE

0
0

  | τνλτ  (C.10) 

where e-λτ is the discounted factor of the loss over a reference time t, λ is the discount rate per 

year, dν(IM)/dIM is the derivative of the seismic hazard curve at the site. The time period t can 

correspond to the design life of a new structure, the remaining life of an existing structure or 

another reference time period. 

C.3 PROBABILITY OF LOSING A CERTAIN DOLLAR AMOUNT IN A GIVEN 
SCENARIO 

The probability of losing a certain dollar amount in a given scenario, ( )imIM|lLP TT => , can 

be computed, using the total probability theorem as follows: 

( ) ( ) ( ) ( ) ( )imIM|CPC|lLPimIM|NCPimIM,NC|lLPimIM|lLP TTTTTT =⋅>+=⋅=>==>   (C.11) 

where ( )imIM,NC|lLP TT =>  is the probability of exceeding a certain dollar amount lT, in the 

building given that collapse has not occurred when the ground motion intensity is equal to im, 
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( )C|lLP TT >  is the probability of exceeding lT given that global collapse has occurred in the 

building, and ( )imIM|NCP =  and ( )imIM|CP =  are the probability of non-collapse and of 

collapse, respectively. 

As shown in equation (C.11) computing the probability of losing a certain dollar amount 

conditioned on a ground motion intensity im, requires knowledge of the probability distribution 

function of the total loss conditioned on non-collapse and IM and of the probability distribution 

of the total loss when collapse occurs.  Although these distributions are, in general, unknown, in 

many cases, relatively good approximations of ( )imIM|lLP TT =>  can be obtained by making 

assumptions on its probability distribution, provided that the first and second moments are 

known.  The first and second moments of ( )imIM|lLP TT =>  can be computed as a function of 

the first and second moments of ( )imIM,NC|lLP TT =>  and ( )C|lLP TT > .  In particular, the 

first moment of ( )imIM|lLP TT =>  can be obtained using equation (C.1) and the variance can be 

computed as: 

( ) ( ) ( ) ( ) ( )imIM|CPC|LimIM|NCPimIM,NC|LimIM|lL TTTT =⋅+=⋅===> 222 σσσ  

                                   [ ] [ ]{ } ( )imIM|NCPimIM|LEimIM,NC|LE TT =⋅=−=+ 2  

                                   [ ] [ ]{ } ( )imIM|CPimIM|LEC|LE TT =⋅=−+ 2        (C.12) 

Alternatively, one can make assumptions on the probability distribution of 

( )imIM,NC|lLP TT =>  and on the probability distribution of ( )C|lLP TT >  and compute 

( )imIM|lLP TT =>  using (C.11).  As shown in Chapter 5, both approaches have been used as part 

of this investigation with almost identical results. 
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C.4 DISPERSION OF THE TOTAL LOSS CONDITIONED ON IM 

The dispersion of the total loss in the building provided that collapse has not occurred at intensity 

level im, [ ]imNC,IM|LT =σ , can be computed as a function of the dispersion in the losses of individual 

components as follows:  

[ ]
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where 2
IM,NC|Li

σ  is the variance of the loss in the ith component when collapse has not occurred at 

intensity level im, and IM,NC|L,L ji
ρ  is the correlation coefficient between the losses in the ith and jth 

components conditioned on IM when collapse has not occurred.  

The variance of the loss in the ith component when collapse has not occurred at intensity 

level im, is given: 

[ ] [ ]( )222 imIM,NC|LEimIM,NC|LE iiIM,NC|Li
=−==σ     (C.14) 

In equation (C.14), the expected loss of the ith component conditioned on non-collapse and IM, 

[ ]imIM,NC|LE i = , is computed using equation (C.6), while [ ]imIM,NC|LE i =2  is computed as: 

[ ] [ ] ( )∫
∞

=>⋅===
0

22 || imIM,NC|edpEDPdPedpEDPLEimNC,IMLE iiiiii      (C.15) 

Using the total probability theorem, [ ]iii edpEDPLE =|2 can be evaluated in terms of the 

damage states of ith component using: 

[ ] [ ] ( )∑
=

==⋅===
m

k
iikkkkiiii edpEDP|dmDMPdmDM|LEedpEDPLE

1

22  |        (C.16) 

where [ ]kki dmDM|LE =2 can be expanded as: 
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[ ] [ ] [ ]( )222
kkikkikki dmDM|LEdmDM|LdmDM|LE =+=== σ     (C.17) 

where [ ]kki dmDM|L =2σ  is the variance of the normalized cost of repairs or replacement 

corresponding to the kth damage state in ith component. 

C.4.1 Dispersion of the Total Loss When Components Losses Are Uncorrelated 

If the losses in individual components are assumed to be uncorrelated, then the correlation 

factors IM,NC|L,L ji
ρ  are equal to zero and the dispersion of the total loss conditioned on IM, 

(Equation C.13) simplifies to: 

[ ]
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⎢
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⎣
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⋅== ∑

=

σσ     (C.18) 

C.4.2 Dispersion of the Total Loss When Components Losses Are Correlated 

If the losses in individual components are assumed to be correlated, then the correlation between 

the losses in two individual components conditioned on a given intensity level, IM,NC|L,L ji
ρ , 

should be computed.  This correlation coefficient depends on three aspects: (1) the correlation 

between the losses in two components conditioned on a damage state, kjkiji DM,DM|L,Lρ ; (2) the 

correlation between damage states of two components conditioned on a level of structural 

response, jikjki EDP,EDP|DM,DMρ ; and (3) the correlation between the structural responses (EDPs) that 

affect both components for a given level of earthquake intensity, IM|EDP,EDP ji
ρ . 

The correlation between the losses in two individual components conditioned on a given 

intensity level , IM,NC|L,L ji
ρ , can be written as: 

IM,NC|LIM,NC|L

IM,NC|LL
IM,NC|L,L

ji

ji

ji σσ
σ

ρ =   (C.19) 
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where IM,NC|LL ji
σ  is the covariance of the loss between the ith and jth components conditioned on 

IM, when collapse has not occurred. IM,NC|LL ji
σ can be expanded as: 

[ ]
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where dE[Li|EDPi=edpi]/dEDPi evaluated at E[EDPi | NC , IM=im], dE[Lj|EDPj=edpj]/dEDPj 

evaluated at E[EDPj | NC , IM=im], and IMNCEDPEDP ji ,|,ρ  are obtained using simulation results and 

the covariance 
jiji EDP,EDP|L,Lσ is given by: 
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 (C.21) 

As shown in equation (C.21), estimation of the covariance 
jiji EDP,EDP|L,Lσ requires 

knowledge of the correlation between the losses in two components conditioned on a damage 

state, 
kjkiji DM,DM|L,Lρ , and of the joint probability distribution of DM given EDP, 

( )jjiikjkjkiki edpEDPedpEDPdmDM,dmDMP ==== ,| .  In this investigation 
kjkiji DM,DM|L,Lρ is 

obtained from the correlation of construction costs of different subcontractors.  In order to 

estimate the joint probability distribution of damage in two different components conditioned on 

EDP, two extreme cases are considered.  The damages to components that are identical are 

assumed to be fully correlated while the damages to components that are not identical are 

assumed to be uncorrelated.  The effects of intermediate levels of correlation at the damage given 

EDP level are currently also being investigated (Aslani and Miranda 2004). 
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C.4.2.1 Joint Probability of Damage in Components That Are Not Identical  

This case includes those components that are of different types and are subjected to either 

different levels of EDP or same levels of EDP.  For example, a slab-column connection in the 

third story and a window in the third story, or a slab-column connection in the third story and a 

window in the fourth story.  For these components it is assumed that the probability of the ith 

component being at a damage state kiDM , conditioned on EDPi is not correlated with the 

probability of the jth component being at a damage state kjDM , conditioned on EDPj.  Therefore, 

the joint probability distribution of DM given EDP can be computed as: 

( ) ( )
( )jjkjkj

iikikijjiikjkjkiki

edpEDPdmDMP
edpEDPdmDMPedpEDPedpEDPdmDM,dmDMP

==×

=======

|

|,|
 (C.22) 

Substituting equation (C.22) in (C.21) the covariance of the loss between components i 

and j conditioned on EDP can then be computed as: 

{
( ) ( )}jjkjkjiikiki

mi

ki

mj

kj
DM|LDM|LDM,DM|L,LEDP,EDP|L,L

edpEDPdmDMPedpEDPdmDMP
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||
1 1
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C.4.2.2 Joint Probability of Damage in Identical Components 

This case includes those components that are of the same type with exactly the same damage 

states and precisely the same fragility parameters at each damage state, imposed to the same 

levels of EDP.  For example, the damage in two interior columns that have exactly the same 

gravity load, geometry, concrete strength and reinforcement, located in the third story are 

considered to be in the fully correlated category.  For this category, we assume that the joint 

probability of the ith component being at a damage state kiDM  conditioned on EDPi and the jth 

component being at a damage state kjDM  conditioned on EDPj, when ki is not equal to kj, is 0. 

On the basis of the above assumptions, we can simplify the joint probability distribution 

( )jjiikjkjkiki edpEDPedpEDPdmDM,dmDMP ==== ,|  as: 
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where 

( ) ( )jjkjkjiikiki edpEDP|dmDMPedpEDPdmDMPP ====== |     (C.25) 

Substituting (C.24) and (C.25) in the right-hand side of (C.21), the covariance of the loss 

between components i and j conditioned on EDP for identical components is given by: 
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It should be noted that correlation coefficients 
kjkiji DM,DM|L,Lρ and IMNCEDPEDP ji ,|,ρ are 

typically positive, therefore it can be seen from equations (C.13), (C.20) and (C.21) that the 

effect of correlations between the losses in individual components will typically produce an 

increase in dispersion of the total loss. 

C.5 PROBABILITY OF LOSING A CERTAIN DOLLAR AMOUNT IN ANY GIVEN 
YEAR 

The mean annual frequency (MAF) of a certain dollar loss can be computed by integrating 

[ ]imIM|lLP TT => , equation (C.11), over all possible levels of intensity as follows: 

[ ] [ ] dIM
IM

)IM(imIM|lLPlL TTTT ⋅⋅=>=> ∫
∞

0 d
d νν   (C.27) 

For values smaller than 0.01, the mean annual frequency of exceedance of a loss lT is 

approximately equal to the probability of losing more than a certain dollar amount lT in any given 

year, [ ]TT lLP > .  Hence, (C.27) can be rewritten as: 

[ ] [ ] dIM
IM

)IM(imIM|lLPlLP TTTT ⋅⋅=>≈> ∫
∞

0 d
d ν     (C.28) 
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This appendix describes the development of a fatality model for non-ductile concrete frame 

structures, similar to the Van Nuys Test Bed, from population-based survey data collected in 

Gölcük, Turkey, following the Kocaeli Earthquake of August 17, 1999.  Fatalities are a key 

decision variable (DV) included in the PEER methodology, and their estimation is dependent on 

the damage measure (DM) defined as “building collapse.” 

D.1 DATA COLLECTION 

Data were gathered by Ms. Marla Petal of the Bagazici University, Kandilli Observatory and 

Earthquake Research Institute.  A survey of households was conducted utilizing a standardized 

questionnaire designed by the UCLA Center for Public Health and Disasters and adapted for 

local use by Ms. Petal.  The questionnaire was designed to gather information from an affected 

population in a format that would be usable by both epidemiology and engineering researchers in 

loss estimation modeling.  Data were gathered by interviewing the most knowledgeable person in 

the household (usually the mother).  Interviews were conducted by trained graduate students 

between March and June 2001, 19–21 months after the earthquake. 

The questionnaire included questions about the household and all of the individuals living 

in that household.  Categories of questions include damage to the household and neighborhood; 

injuries sustained by members of the household; activity of members of the household at the time 

of the earthquake; and demographic characteristics of the household.   
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A representative sample of 453 households were selected from the city of Gölcük.  The 

sample was selected using random sampling methodologies from each of two locations.  About 

half of the sample (204 households) came from the temporary housing provided for those 

families from Gölcük whose homes had been classified as damaged beyond repair.  The 

remaining 53% of the households were sampled from buildings within the city that had either 

been continuously occupied since the earthquake, or had been repaired and re-occupied.   

D.1.1 Characteristics of the Survey Sample 

The 453 households in the sample include 1,861 individuals.  The average household size was 

four (4), with 7% of the households having only one member and 12% having 6 or more 

members.  The mean age of household members was 29.6, with respondents (heads of 

households) having a mean age of 40.8 and other household members being younger (mean = 

26.8 years).  Household members’ ages ranged from 0 – 92 years, with 31% of the individuals 

being 18 years of age and under and 4% being 65 years of age and older (see Table D.1).  

Slightly more than half of the sample (51%) was female.  Respondents were more likely to be 

female, 66% of those who responded as the “most knowledgeable” for the rest of the household 

were female.    

Table D.1  Age distribution of individuals in sample 

Age category Frequency Percent 

18 and under 

19–64 

65 and over 

Missing 

Total 

577 

1090 

75 

119 

1861 

31.0 

58.6 

4.0 

6.4 

100.0 

 

The majority of households (80.1%) reported that they lived in concrete buildings  (Table 

D.2).  The average age of the buildings in which these households resided was 18.5 years, with 

the newest buildings having been constructed in 1999 and the oldest having been built 148 years 

earlier.  Concrete buildings were significantly newer than other types, with the average age of 
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concrete buildings being 14.7 years.  Wood construction was the oldest type, with the average 

age of wood buildings being 58.4 years.  About 45% of families lived in buildings that had four 

or fewer floors, with the tallest buildings having 10 floors.  Concrete buildings were more likely 

to have 5 or more floors, with 67% of those in concrete buildings reporting their buildings as 

having 5 or more floors.  Only 7% of those in masonry, and 13% of those in wood buildings 

reported that the building had 5 or more floors. 

Table D.2  Distribution of construction of buildings 

Type of construction Frequency Percent 

Wood 

Steel 

Concrete 

Bricks/Masonry 

Total 

16 

4 

363 

70 

453 

3.5 

0.9 

80.1 

15.5 

100.0 

D.1.2 Impact of the Earthquake on the Survey Sample 

Close to 80% of households reported damage to their homes as a result of the earthquake.  Those 

households in brick  (81%) and concrete buildings (83%) were most likely to report damage to 

their homes, with slightly more than 50% of those in wood, and 26% of those in steel buildings 

reporting damage.  Overall, 30% of families reported damage that was classified as partial or 

total collapse of the building.  When looking at type of building, those in concrete buildings were 

more likely to report damage that was classified as partial or total collapse of the building.  

Thirty-five percent (35%) of those families in concrete buildings reported collapse, whereas 25% 

of those in wood and steel buildings reported collapse and only 7% of those in masonry 

buildings.  Taller buildings were also more likely to suffer collapse, with 76% of those buildings 

with 5 or more floors having collapse and only 47% of shorter buildings.   In a report on the 

earthquake, Sahin and Tari [2000] reported 12,310 collapsed or heavily damaged housing units, 

7,789 moderately damaged housing units, and 9,299 slightly damaged housing units in Golcuk.  
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In 1999, there were approximately 80,000 residents living in Golcuk.  This suggests that all 

households suffered damage to their home, with about a third suffering collapse or heavy 

damage, similar to that which is demonstrated here in this study.   

In total, 38 individuals (2.0% of individuals) died in 22 households (4.9% of households).  

An additional 251 individuals were reported injured (13.5%) in 147 households (32.5%).   

Thirteen households reported one member of the family had died in the earthquake, five 

households reported two deaths, three reported three deaths, and one household had six members 

of the family die in the earthquake.   Those under the age of 18 were more likely to die than 

either those 19-64 or those over the age of 65.  Those aged 19–64 had a higher injury rate than 

those younger or older than them (Table D.3).  Sahin and Tari [2000] reported that 5025 people 

died in Gölcük during the earthquake, this translates to a mortality rate of about 6%.  This study 

produces a mortality rate of about 2% of individuals.  However, approximately 5% of households 

suffered one or more deaths.  Since this study obviously could not interview members of 

households where all of the members died, any analyses here will be a low estimate of mortality.   

Table D.3  Distribution of injury/death across age categories 

 Frequency of injured or killed  

Age category Not injured/killed Injured Killed Total 

18 and under 

19-64 

65 and over 

Total* 

522 (90.5%) 

908 (83.3%) 

65 (86.7%) 

1495 (85.8%) 

36 (6.2%) 

167 (15.3%) 

9 (12.0%) 

212 (12.2%) 

19 (3.3%) 

15 (1.4%) 

1 (1.3%) 

35 (2.0%) 

577 (100.0%) 

1090 (100.0%) 

75 (100.0%) 

1742 (100.0%) 

*n=119 excluded for missing information on injury or death status. 

D.2 METHODS 

The study population for our analyses was defined as individuals who were reportedly in 

concrete buildings that either partially or totally collapsed during the earthquake (n=517).  This 

represents 28% (517/1861) of the total survey sample.  Some of the individuals belonged to the 

same household, so that the 517 individuals used in our analyses represent 128 households.  

Information is not available on how many buildings were in the survey sample.   
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To create multivariate causal models of fatality, two levels of information on the subjects 

were taken from the surveys: individual characteristics and building characteristics.  Individual 

characteristics included demographics, such as age and gender, behavior during the earthquake, 

physical location within damaged buildings, and physical injury or death due to the earthquake.  

Building characteristics included building height and extent of collapse.  Information about the 

members of the household, except for the household respondent, was obtained indirectly from 

the household respondent.  Thus, while the demographic information provided by the household 

respondent is expected to be accurate, the information regarding behavior and physical location 

within the building during the earthquake may not be as accurate.  In addition, households in 

which all members had died are not represented in our sample because no respondent was 

available for those households.   

Buildings were characterized according to number of floors and extent of building 

collapse.  Building collapse was defined as either “partial collapse” or “total collapse, ” 

depending on responses to a series of questions in the interview about damage to the 

respondent’s building.  The respondents were asked to respond “yes” or “no” to each 

questionnaire item addressing each of the following damage descriptors (with collapse-related 

damage descriptors indicated with an asterisk): 

1. Personal property broken  

2. Entire building destroyed * 

3. Foundation destroyed 

4. Building off foundation  

5. House walls damaged 

6. House walls collapsed * 

7. Chimney damaged 

8. Chimney collapsed  

9. Ceiling/roof damaged  

10. Ceiling/roof collapsed * 

11. Water pipes broke  

12. Water heater damaged/destroyed 

13. Gas lines broken  

14. Floors damaged 



 
 

222

15. Floors collapsed * 

16. Patio/porch damaged 

17. Fences/fence wall damaged  

18. Driveway damaged/destroyed  

19. Garage damaged/destroyed 

Various combinations of “yes” responses were used to identify respondents in buildings 

considered to have suffered partial or total collapse, as given in Table D.4.  It should be noted 

that in order for the building to be assumed to have suffered “total collapse,” the respondent must 

have responded yes to the item “Entire building destroyed,” but could also answer yes to the 

other collapse-related questions.  It was also assumed that foundation destruction, in the absence 

of other reported collapse damage, could occur due to fault rupture or ground failure, and was 

therefore not assumed to be indicative of either total or partial collapse when reported on its own.  

Because the typical wall construction was masonry infill, wall collapse was also not assumed to 

be indicative of either total or partial collapse when reported on its own. 

Table D.4  Survey responses used to categorize buildings as having suffered 
“Partial Collapse” and “Total Collapse” 

Partial Collapse Total Collapse 

“Ceiling/roof collapsed” “Entire building destroyed” 

“Ceiling/roof collapsed” + “Foundation 

destroyed” 

“Entire building destroyed” + “Foundation 

destroyed” 

“Floors collapsed” “Entire building destroyed” + “Ceiling/roof 

collapsed” 

“Floors collapsed” + “Foundation destroyed” “Entire building destroyed” + “Foundation 

destroyed” + “Ceiling/roof collapsed” 

“Ceiling/roof collapsed” + “Floors collapsed” “Entire building destroyed” + “Foundation 

destroyed” + “Floors collapsed” 

“Ceiling/roof collapsed” + “Floors collapsed” 

+ “Foundation destroyed” 

“Entire building destroyed” + “Ceiling/roof 

collapsed” + “Floors collapsed” 

 “Entire building destroyed” + “Foundation 

destroyed” + “Ceiling/roof collapsed”+ “Floors 

collapsed” 
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D.2.1 Cases and Fatality Rate Calculations 

Cases were defined as subjects who were reported to have died from physical trauma sustained 

during the earthquake.  Fatality rates were calculated by dividing the number of cases, a, by the 

population at risk, n.  Assuming the rate is a good estimate of the risk, when the outcome is rare, 

this measurement can be interpreted as a probability or risk of death.  For example, to estimate 

the fatality rate in partially collapsed building structures, we divided the number of fatalities 

reported in partially collapsed buildings by the total number of subjects reported to have lived in 

a building that sustained partial collapse during the earthquake: 

a/n = 3/200 = 0.015 (D.1) 

This figure, 0.015, can then be multiplied by 100 to obtain a rate of 1.5 fatalities per 100 people.   

Because of small sample sizes, we could not separately model rates of injury for every 

age and building category.  Therefore, we grouped subjects into four age categories, 0–9, 10–19, 

20–39, 40 and above, and examined fatality rates across these age groups.  We found no 

substantial differences in the rates between the 0–9 and 10–19 groups, and between the 20–39 

and 40 and above groups.  Therefore, we present rates in two age categories, 19 or younger and 

20 or older.  We also estimated rates separately for buildings with one to four floors and for 

buildings with five to ten floors.  These two categories of floors were selected because of prior 

knowledge that construction differences by number of floors impact building collapse patterns. 

D.2.2 Modeling a Rate Multiplier 

We present two methods to calculate a rate multiplier for death.   

 The first method involves use of stratified analysis to analyze rate ratios.  We separated 

data into several strata of interest and calculated rates within each stratum.  Then, we divided the 

rate in one stratum (the index stratum) with the rate in another (the reference stratum).  If, for 

example, we are interested in calculating the rate ratio comparing gender groups, and the rate for 

females is 3/100 and the rate for males is 1.4/100, the rate ratio is then 2.14, meaning the rate of 

females is more than twice the rate of males.   

The second method involves the estimates of odds ratios (ORs), which are epidemiologic 

measures of association between a variable of interest, for example, gender, and an outcome, in 
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this study, death.  If the outcome is rare, (i.e., less than 10%), then the ORs can estimate the rate 

ratio.  So, for a rare outcome, an odds ratio of 2 for gender, using males as the reference group, 

means that females have twice the death rate of males.    

To estimate rate ratios, we used conventional logistic regression to model a binary 

outcome (fatal vs non-fatal) comparing age groups.  This model fits a logistic curve to the 

outcome using predictor variables.  The exponentiated value of the beta estimate from this 

regression model is the estimated odds ratio.  Ninety-five percent confidence intervals were also 

calculated as measurements of the precision of our estimates.  All regression models were 

calculated using SPSS v.11.5. 

By modeling, we can adjust for multiple confounders, which are variables that may 

distort odds ratio estimates.  This bias occurs because confounders are risk factors for the 

outcome, but are also mathematically associated with the primary predictor variable.  For 

example, suppose we estimate a death rate ratio of 2 comparing females to males. Suppose age is 

an independent risk factor for death (i.e., older people are at higher risk for death than younger 

people) and in our study sample we have more older women than men.  If we do not account for 

the distribution of age in our model, we are not sure if our estimate of 2 reflects the effect of age 

or the effect of gender or a combination of both.  In regression modeling, we can adjust 

analytically for age and gender in the same analysis and estimate separate independent effects.   

Conversely, we can use the rate multiplier for gender to solve for rate estimates specific 

for males and females.  For example, we estimate the fatality rate of males to be 1.5/100.  Then, 

we can multiply the male fatality rate by the rate ratio (a rate multiplier) for gender, 2 in our 

example, and calculate the rate for females, i.e., 1.5 x 2 = 3.0. 

This algebraic solution is appropriate if all estimates originated from the same population 

or the populations share similar causal pathways to death. 

D.3 RESULTS 

D.3.1 Characteristics of the Analysis Sample 

Table D.5 shows the characteristics of the sample subset used for analyses.  It includes 517 

individuals belonging to 128 households that were in concrete buildings that suffered partial or 
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total collapse as a result of the earthquake.  The unit of analysis for the following analyses is the 

individual (n =517). 

 

Table D.5  Characteristics of the sample subset (n =517) 

Parameter Categories % (n) 

Age 

 

 

 

 

 

Gender 

 

 

Event outcome 

 

 

Occupant’s movement 

during earthquake 

 

Type of building collapse 

 

 

Building height 

 

 

Occupant’s floor location 

within building 

0-9 

10-19 

20-39 

40-59 

60+ 

Missing 

Female 

Male 

Missing 

Fatal 

Non-fatal 

Missing 

Moved 

Did not move 

Missing 

Partial collapse 

Total collapse 

Missing 

1-4 floors 

5-10 floors 

Missing 

Ground floor 

Upper floor 

Missing 

13.2 (68) 

20.7 (107) 

28.9 (149) 

25.5 (132) 

4.8 (25) 

7.0 (36) 

51.8 (268) 

48.2 (249) 

0.0 (0) 

7.2 (37) 

92.8 (480) 

0.0 (0) 

28.6 (148) 

59.4 (307) 

12.0 (62) 

38.7 (200) 

61.3 (317) 

0.0 (0) 

21.1 (109) 

78.9 (408) 

0.0 (0) 

15.7 (81) 

58.6 (303) 

25.7 (133) 
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The majority of the sample (62.8%) was younger than 40 years old.  The gender 

distribution was about equal.  Those who were reported to have sustained fatal injuries during the 

earthquake comprised 7.2% of the sample.  Those who reportedly moved during the earthquake 

were 28.6% of the sample.  In terms of building characteristics, 61.3% of the sample had been in 

buildings that suffered total collapse as a result of the earthquake, 78.9% had been in buildings 

with a height of 5 or more floors, and 58.6% had been in the upper floors of the buildings, as 

opposed to the ground floor.   

D.3.2 Fatality Rates Associated with Partial or Total Building Collapse 

Table D.6 shows the fatality rates by type of building collapse.  The rates are for per 100 people 

at risk, the cases are the actual number of fatalities that were reported, and the n indicates the 

number of people who were at risk under each specified condition.   

Table D.6  Fatality rates by partial or total building collapse 

 Rate 

per 

100 Cases n 

Partial collapse 

Total collapse 

1.5 

10.7 

3 

34 

200 

317 

 

The fatality rate in buildings that suffered partial collapse was 1.5 per 100 compared to 

10.7 per 100 in buildings that suffered total collapse.   

D.3.3 Fatality Rates Associated with Demographic Characteristics 

Table 7 shows the fatality rates by gender, conditional on building collapse.  In buildings that 

suffered partial collapse, the fatality rate among females was 3.2 per 100 compared to 0 per 100 

among males.  In buildings that suffered total collapse, the fatality rate among females was 11 

per 100 compared to 10.4 per 100 among males.  Overall, the fatality rate among females was 

8.2 per 100 compared to 6.0 per 100 among males.  
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Table D.7  Fatality rates by gender and type of building collapse 

 Partial collapse Total collapse Total 

 

Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Female 

Male 

3.2 

0.0 

3 

0 

95 

105 

11.0 

10.4 

19 

15 

173 

144 

8.2 

6.0 

22 

15 

268 

249 

 

Table D.8 shows the fatality rates by age group conditional on type of building collapse.  

In buildings that partially collapsed, the fatality rate was 0 per 100 regardless of age group.  In 

buildings that totally collapsed, the fatality rate was 19.6 per 100 among children and adolescents 

0–19 years old, compared to 6.5 per 100 among adults 20 years and older.  Overall, people 19 

and younger had a fatality rate of 12.6 per 100 compared to 3.9 per 100 among adults of ages 20 

and over.   

Table D.8  Fatality rates by age group and type of building collapse* 

 Partial collapse Total collapse Total 

 Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

0-19 

20+ 

0.0 

0.0 

0 

0 

63 

122 

19.6 

6.5 

22 

12 

112 

184 

12.6 

3.9 

22 

12 

175 

306 

*n=36 excluded from analyses for missing data on age. 

D.3.4 Fatality Rates Associated with Movement during the Earthquake 

Table D.9 shows the fatality rates by occupant’s movement during the earthquake conditional on 

type of building collapse.  In buildings that partially collapsed, the fatality rate was 0 per 100 for 

those who reportedly moved during the earthquake compared to 2.2 per 100 for those who 

reportedly did not or could not move during the earthquake.  In buildings that totally collapsed, 
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the fatality rate was 4.9 per 100 for those who reportedly moved, compared to 12.8 per 100 for 

those who reportedly did not move.  Overall, those who reportedly moved during the earthquake 

had a fatality rate of 2.7 per 100 compared to 9.1 per 100 for those who reportedly did not move. 

Table D.9  Fatality rates by movement during the earthquake and type of building 
collapse* 

 Partial collapse Total collapse Total 

 Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Moved 

Did not move 

0.0 

2.7 

0 

3 

80 

112 

4.0 

12.8 

4 

25 

100 

195 

2.2 

9.1 

4 

28 

180 

307 
*n=30 excluded from analyses for missing data on movement during earthquake 

 
Of those who reportedly moved when the earthquake started, the majority reported 

moving within the building (e.g., to a different room, to a doorway, under furniture), while only 

about a fifth of them (41/179) reported moving outside of the building.  Table D.10 shows the 

fatality rates by whether the occupant moved outside the building or not, conditional on the 

occupant’s floor location within the building and type of building collapse. 

Table D.10  Fatality rates by movement during the earthquake and type of building 
collapse* 

 Partial collapse Total collapse 

 Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Ground floor 

       Moved outside 

       Stayed inside 

Upper floor 

       Moved outside 

       Stayed inside 

 

0.0 

0.0 

 

0.0 

0.0 

 

0 

0 

 

0 

0 

 

8 

3 

 

12 

128 

 

0.0 

6.9 

 

0.0 

15.6 

 

0 

4 

 

0 

20 

 

11 

58 

 

7 

128 
*n=162 excluded listwise for missing data 
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Among those people who reported moving outside of the building, none of them had a 

fatal outcome.  About 24% (19/80) of those who were on the ground floor moved outside the 

building, while only 7% (19/275) of those on the upper floors moved outside.  The fatality rate 

for those who stayed on the upper floors of totally collapsed buildings was 15.6 per 100, 

compared to 6.9 per 100 for those who stayed on the ground floor of totally collapsed buildings.    

D.3.5 Fatality Rates Associated with Building Height 

Table D.11 shows the fatality rates by the height of the buildings conditional on the type of 

building collapse.  The fatality rates in buildings with 1–4 floors were 0 per 100, regardless of 

the type of building collapse.  In buildings with 5–10 floors, the fatality rate was 2 per 100 in 

partially collapsed buildings, 13.1 per 100 in totally collapsed buildings, and 9.1 per 100 overall.   

Table D.11  Fatality rates by building height and by type of building collapse 

 Partial collapse Total collapse Total 

 Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

1-4 floors 

5-10 floors 

0.0 

2.0 

0 

3 

51 

149 

0.0 

13.1 

0 

34 

58 

259 

0.0 

9.1 

0 

37 

109 

408 

 
Table D.12 shows the fatality rates by the occupant’s floor location within the building 

conditional on the type of building collapse. 

Table D.12  Fatality rates by occupant’s floor location within building and type of building 
collapse* 

 Partial collapse Total collapse Total 

 Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Ground floor 

Upper floors 

0.0 

0.0 

0 

0 

11 

149 

5.7 

16.2 

4 

25 

70 

154 

4.9 

8.3 

4 

25 

81 

303 
     *n=133 excluded for missing data on occupant’s floor location within building 
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In buildings that suffered partial collapse, the fatality rates were 0 per 100 regardless of 

the occupant’s floor location within the building.  In buildings that suffered total collapse, the 

fatality rate was 5.7 per 100 for those who had been on the ground floor, and 16.2 per 100 for 

those who had been on the upper floors.  Overall, the fatality rate for those who had been on the 

ground floor was 4.9 per 100, and 8.3 per 100 for those who had been on upper floors.  

D.3.6 Multi-Parameter Model of Fatality Rates 

The parameters included in the final model are extent of building collapse (total vs. partial 

collapse), building height (1–4 vs. 5–10 floors), and the floor location of the occupant (ground 

floor vs. upper floors).  Although movement during the earthquake was found to have a 

protective effect against death, it is not included in the final model because there are not enough 

data to support the definition of movements that tend to be protective.  Table D.13 shows the 

fatality rates according to the parameters included in the final model, that is, fatality rates by 

occupant’s floor location within the building, conditional on building height and type of building 

collapse. 

Table D.13  Fatality rates by occupant’s floor location, conditional on building height and 
type of building collapse 

 Partial collapse Total collapse 

 Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

1-4 floor building 

       Ground floor 

       Upper floors 

5-10 floor building 

       Ground floor 

       Upper floors 

 

0.0 

0.0 

 

0.0 

0.0 

 

0 

0 

 

0 

0 

 

7 

3 

 

4 

113 

 

0.0 

0.0 

 

6.9 

18.5 

 

0 

0 

 

4 

25 

 

12 

19 

 

58 

135 
      *n=133 excluded listwise for missing data 
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In buildings that suffered partial collapse, the fatality rates were 0 per 100 regardless of 

the occupant’s floor location within the building or the height of the building.  Similarly, the 

fatality rate in buildings with 1–4 floors that suffered total collapse was also 0 per 100, 

regardless of the occupant’s floor location or the type of building collapse.  In buildings with 5–

10 floors that totally collapsed, the fatality rate was 6.9 per 100 for those who had been on the 

ground floor, compared to 18.5 for those who had been on the upper floors of those buildings.    

D.3.7 Odds Ratios 

As the difference in fatality risks by age group was quite large, we calculated an odds ratio for 

age that can be applied to fatality rates to account for the age-related risks.  Table D.14 shows the 

fatality odds ratio for age, comparing 0–19 year-olds to those 20 and above. 

Table D.14  Fatality odds ratio for age* 

Parameter  

(Indicator category) 

n Odds 

Ratio 

95% Confidence 

Interval 

Age group 

(0-19 year-olds) 

481* 3.5 1.70 7.31 

*n=36 excluded for missing data on age 
 
The crude odds ratio of 3.5 for age, with the 0–19 year-old group as the indicator 

category, means that 0–19 year-olds have 3.5 times the fatality rate of those who are 20 years or 

older, not accounting for other factors.  This odds ratio can be used to multiply the fatality rates 

for 20+ year-olds to estimate the fatality rates for those who are 19 years old or younger, under 

the same specified conditions.   

 For example, Table D.15 shows the fatality rates for 0–19 year-olds and for those 20 and 

above, conditional on occupant’s floor location in a 5–10 floor building that totally collapsed.  

The fatality rates for the 0-19 year-old group is approximately 3 to 3.5 times the fatality rates for 

the 20+ year-old group across all conditions. 
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Table D.15  Fatality rates by age group conditional on occupant’s floor location within a 5–

10 floor building that totally collapsed 

 Totally collapsed buildings with 5-10 floors 

 Ground floor Upper floor Total 

 Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

Rate 

per 

100 Cases n 

0-19 years old 

20+ years old 

14.3 

4.5 

2 

2 

14 

44 

30.9 

10.0 

17 

8 

55 

80 

27.5 

8.1 

19 

10 

69 

124 

D.4 COMPARISON TO OTHER CASUALTY MODELS 

The fatality model developed from the Golcuk survey data may be compared to previously 

published engineering-based casualty estimation models, such as those in ATC-13 and those 

incorporated into the HAZUS software. 

The casualty estimation model presented in ATC-13: Earthquake Damage Evaluation 

Data for California [ATC, 1985] consists of tabulated injury and death rates related to a 

building’s level of damage, or damage state — an approach first proposed by Whitman [see 

Whitman et al., 1974].  The ATC-13 rates, given in Table D.16 with the ATC-13 damage state 

definitions, represent a combination of the historic statistics (updated from earlier NOAA work), 

other engineering models (Whitman), and “judgmental evaluation” [ATC, 1985].  The rates as 

tabulated appear to rely heavily on the earlier NOAA work, reflecting the 4:1 ratio of serious 

injuries to deaths, and 30:1 ratio of minor injuries to deaths used by the NOAA loss estimation 

studies [NOAA, 1972 and NOAA, 1973].  It should be noted that the casualty rates are 

independent of structural type (with the exception of a rate reduction for wood and light steel 

structures), and depend solely on the building’s damage state.  It is also interesting to note that 

the ATC-13 model assumes that all occupants of “Destroyed” buildings suffer at least minor 

injury (i.e., the rates for minor and serious injuries and deaths sum to 1.0), but that only 35% of 

occupants of buildings suffering “Major” damage will be injured or killed, leaving 65% 

unharmed. 
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Table D.16  ATC-13 injury and death rates* (after Table 9.3, ATC, 1985) 

 Damage State Range 

Minor 

Injuries 

Serious 

Injuries Dead 

1 None 0 0 0 0 

2 Slight 0-1 3/100,000 1/250,000 1/1,000,000 

3 Light 1-10 3/10,000 1/25,000 1/100,000 

4 Moderate 10-30 3/1,000 1/2,500 1/10,000 

5 Heavy 30-60 3/100 1/250 1/1,000 

6 Major 60-100 3/10 1/25 1/100 

7 Destroyed 100 2/5 2/5 1/5 

* For light steel and wood-frame construction, multiply all numerators by 0.1. 
 
For comparison with the survey fatality model for non-ductile concrete frame (NDCF) 

structures, the ATC-13 damage states “Major” and “Destroyed” are of interest.  Here we assume 

that our definition of partial collapse would roughly correspond to “Major” damage, while total 

collapse would correspond to “Destroyed.”  The overall fatality rates for partial and total 

collapse of NDCF structures, as reported in Table D.6, are 1.5% and 10.7% respectively, 

regardless of building height or occupant location.  When building height is considered, the 

fatality rate for total collapse increases to 13.1% (Table D.11) for mid-rise structures, and when 

occupant location is included, the rate increases further to 16.2% for occupants of upper floors of 

mid-rise structures (Table D.12).  The survey-based fatality rate for partial collapse (1.5%) 

agrees well with the equivalent ATC-13 rate for “Major” damage (1%), while the fatality rate for 

total collapse (10.7% to 16.2%) is slightly lower but of the same order of magnitude as the 

equivalent rate for “Destroyed” (20%).  (This rate comparison is summarized in Table D.19.) 

The casualty estimation model within HAZUS® (the standardized, nationally applicable 

earthquake loss estimation methodology and software developed by NIBS for FEMA) also 

relates casualty rates to building damage state, although with its own unique definitions for both 

injury severity and damage state.  HAZUS® estimates building damage expressed in terms of the 

probability of a building being in any of four damage states; Slight, Moderate, Extensive and 

Complete, with a range of damage factors (repair cost divided by replacement cost) associated 

with each damage state (see Table D.17).    
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Table D.17  HAZUS® Earthquake loss estimation methodology casualty rates 
(HAZUS®99, SR-2) 

CASUALTY SEVERITY LEVEL Damage 

State 

Damage 

Factor Severity 1 (%) Severity 2 (%) Severity 3 (%) Severity 4 (%) 

Slight 0-5% 0.05 0 0 0 

Moderate 

 

5-20% 0.2 – 0.25  

(URM* = 0.35) 

0.025 – 0.030 

(URM = 0.40) 

0 

(URM = 0.001) 

0 

(URM = 0.001) 

Extensive 

 

20-50% 1.0 

(URM = 2.0) 

0.1 

(URM = 0.2) 

0.001 

(URM = 0.002) 

0.001 

(URM = 0.002) 

Complete 

(No 

Collapse) 

50-100% 5.0 

(URM = 10.0) 

1.0 

(URM = 2.0) 

0.01 

(URM = 0.02) 

0.01 

(URM = 0.02) 

Complete 

(With 

Collapse) 

50-100% 40.0 20.0 5.0 

(LRWF* = 3.0, 

MH* = 3.0, 

SLF* = 3.0) 

10.0 

(LRWF = 5.0, 

MH = 5.0, 

SLF = 5.0) 

Notes: URM = unreinforced masonry 

LRWF = low-rise wood frame 

MH = mobile home  

SLF = steel, light frame structures 
 
Four severity levels are used to categorize injuries [NIBS/FEMA, 2002], as described in 

Table D.18. 

Table D.18  HAZUS® Earthquake loss estimation methodology injury severity class 
definitions (HAZUS®99, SR-2) 

Severity Description 

Severity 1 “Injuries requiring basic medical aid that could be administered by 

paraprofessionals.  These types of injuries would require bandages or 

observation.  Some examples are: a sprain, a severe cut requiring stitches, a 

minor burn (first degree or second degree on a small part of the body), or a 

bump on the head without loss of consciousness.  Injuries of lesser severity 

that could be self treated are not estimated by HAZUS.” 
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Severity 2 “Injuries requiring a greater degree of medical care and use of medical 

technology such as x-rays or surgery, but not expected to progress to a life 

threatening status.  Some examples are third degree burns or second degree 

burns over large parts of the body, a bump on the head that causes loss of 

consciousness, fractured bone, dehydration or exposure.” 

Severity 3 “Injuries that pose an immediate life threatening condition if not treated 

adequately and expeditiously.  Some examples are: uncontrolled bleeding, 

punctured organ, other internal injuries, spinal cord injuries, or crush 

syndrome.” 

Severity 4 “Instantaneously killed or mortally injured” 
 
 
For implementation within the HAZUS® software, casualty rates are tabulated for indoor 

casualties at each injury severity level by structural/building type and damage state (outdoor 

casualty rates are also provided, but are not considered here).  In addition, the casualty estimation 

module considers the impact of building collapse in the “Complete” damage state.  For each 

model building type, the description of the “Complete” damage state indicates the fraction of 

total floor area that is likely to collapse, based on judgment and limited available data.  (The 

associated injury model is then applied to just that fraction).  For reinforced concrete frame 

structures, the collapse fraction is assumed to be 13% (low-rise), 10% (mid-rise) and 5%(high-

rise). 

It should be noted that within the most recent version of HAZUS® [HAZUS® 99 SR-2, 

2002], the indoor casualty rates for injury severity levels 3 and 4 do not show much variation 

across building types, with the exception of unreinforced masonry and a few other types of 

structures (wood frame, light steel frame and mobile homes).  The HAZUS® casualty rates are 

based on available U.S. and worldwide casualty data.  However, during model development, it 

was noted that the available data are not of the best quality and often have insufficient 

information about the type of structures where injuries occurred, and the mechanism of the injury 

[NIBS/FEMA, 1999].  The HAZUS® 99 SR-2 casualty rates and damage state definitions are 

provided in Table D.17. 

For comparison with the survey-based fatality model for non-ductile concrete frame 

(NDCF) structures, the HAZUS® damage states of  “Extensive” and “Complete (with Collapse)” 
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are of interest.  By definition, concrete frame structures (HAZUS® class C1 – reinforced 

concrete moment resisting frames) in the “extensive” damage state may suffer partial collapse, 

and although just 10% of the mid-rise concrete frame structures are expected to collapse, the 

rates for the “Complete (with collapse)” are relevant here. 

Accordingly, we assume that our definition of partial collapse corresponds to the 

“Extensive” damage state, while rates for total collapse correspond to “Complete (with 

collapse)”.  The survey NDCF fatality rate for partial collapse (1.5%) exceeds the equivalent 

HAZUS rate for “extensive” damage (0.001%), but the fatality rates for total collapse (10.7 – 

16.2%) agrees well with and slightly exceeds the equivalent rate for “Complete (with collapse)” 

(10%).  These comparisons are summarized in Table D.19, along with the comparison for the 

ATC-13 fatality model. 

Table D.19  Comparison of PEER NDCF fatality model to published models 

 Published Model Proposed PEER Survey-based NDCF 
Fatality Model 

Published 
Model 

Damage 
Category  

Fatality 
Rate 

Damage 
Description 

Fatality Rate 

“Major” 1% Partial 
Collapse 

1.5% (overall NDCF) ATC-13 
[ATC, 
1985] “Destroyed” 20% Total 

Collapse 
10.7% (overall NDCF) 

13.1% (mid-rise NDCF) 
16.2% (upper floors of mid-
rise NDCF structures) 

“Extensive” 0.001% Partial 
Collapse 

1.5% (overall NDCF) HAZUS®9
9 SR-2 
[NIBS/FE
MA, 2002] “Complete 

(With 
Collapse)” 

10% Total 
Collapse 

10.7% (overall NDCF) 

13.1% (mid-rise NDCF) 

16.2% (upper floors of mid-
rise NDCF structures) 
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