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Our computational capabilities dictate what we

can Iinclude in a simulated motion database

The DOE Exascale Computing Project (ECP) developments (2017-2023)

Advanced computer platforms — Frontier

was the world’s first exaflop (1X10*° Advanced software —the EQSIM framework
Flops) GPU-accelerated supercomputer  for regional-scale fault-to-structure simulations

purpose built for GPU-accelerated platforms
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Infrastructure  Deeper insight

Frontier

Ground motion

completed July 2023 | simulations response into regional
9,400 nodes, 1.194 exaflops simulations infrastructure risk
(1,000,000,000,000,000,000 Flops) AA"
r';.,“-\
E\(\g\)P EQSIM

EXASCALE COMPUTING PROJECT



ECP provided the opportunity to complete many

key advancements to the SW4 geophysics code

SW4 — Fourth order in space and time
(Petersson et al.) Advanced algorithms

* Mesh refinementin
curvilinear and Cartesian
grids

Readiness for GPU-based
platforms

« Decompose computation
loops into subtasks and
tuning code for GPUs

|O and data management

« Transition to HDF5-based
1O (from SW4 homebrew)

« Utilization of ZFP for data
compression
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In the EQSIM workflow development three

principal objectives were front of mind

1. Resolution —the ability to simulate higher frequencies
(Fmax) of engineering relevance and to resolve soft
near-surface sediments (Vsmin)

2. Speed — achieve regional simulation wall clock times
that allow the practical execution of many realizations

3. Usability — efficient and effective operational
Interfaces for large problems with extreme data

<

Transition from “heroic” to “routine” regional simulations



On GPU systems EQSIM has pushed the

computational edge of simulation resolution

San Francisco September 2017 April 2023
__Bay regional model e 1
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On GPU systems EQSIM has pushed the

computational edge of simulation speed
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SFBA simulation
M7 Hayward fault rupture

40 |

Fmax 10Hz Vsmin 250 m/s
221.6 billion grid points

2288 nodes — sweet zone for soiution time
(10.19 hrs, 23,315 node-hours)
| H

9152 nodes — full machine

(6.27 hrs, 57,383 node-hours)
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Number of Frontier Compute Nodes

Model # Frontier nodes Wall clock time (hrs)
Fmax 5 Hz Vsmin 250 m/s 3072 1.8
Fmax 10 Hz Vsmin 250 m/s 9152 6.3
Fmax 15 Hz Vsmin 140 m/s 9152 29.2




Take away - much bigger problems are

now within our computational grasp

M7.0 Hayward rupture M7.5 San Andreas rupture
10Hz resolution, 221 billion grid points  10Hz resolution, 583 billion grid points
9152 Frontier nodes 9152 Frontier nodes

~6 hours for 90 second earthquake ~29 hours for 200 second earthquake
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The notion of a Simulated Ground Motion

Database grew from the PEER-LBNL workshops

£ B, U.S. DEPARTMENT OF Office of
p ENERG Cybersecurity, Energy Security,
> and Emergency Response
’ L _ o Attendees
PEER PJ{:llelczlglznl] Forum 26jll?tternat![9nalIPSartchpants recommended
une nternationa eakers . s
P pI‘IOI‘ItIeS
@ O Polls
PACIFIC EARTHQUAKE ENGINEERING

Host is sharing poll results

RESEARCH CENTER

Availability of a database
iliation f simadated remand mtioms i gour of synthetic motions
Forum 2021: Regional-Scale Simulations with open-access

research or professional practice?
- Availability of a database of synthetic ground motions with ~ 32%
of Earthquake Ground Motions and open-access
Infrastructure Response for ———
Performance-Based Earthquake Engineering

Development of a rigorous acceptance criteria for synthetic  25%
ground motions

Assessment and

Better communication of the underlying models for ground  12% . -
David McCallen motion simulation acC Ceptan ce Cri te” a fO r
Floriana Petrone — . .
Elnaz Esmaeilzadeh Seylabi
Arben Pitarka Engineering design code guidance for the utilization of 28% Sy nt h et I C m 0 t I O n S

Norman Abrahamson synthetic ground motions
Sherif Elfass ——
Regulatory body / government agency acceptance of 4%
synthetic ground motions

PEER Report No. 2022/04 - A n eff eC t iV e an d
Pacific Earthquake Engineering Research Center 0 p e rati O n al I y effi C i en t

Headquarters at the University of California, Berkeley
July 2022 .
re e user interface
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Activity 1 - development of regional-scale

simulated earthquake ground motions

Engineering Seismology Computer Science
D. McCallen F. Petrone M. ' A. Pitarka R. Nikata H. Tang

Berkeley Lab Livermore Lab Berkeley Lab Berkeley Lab

Current postdoctoral scholars and PhD students

Kostantinos Junfei Clifford Flora
Tsalouchidis Huang Yen Xia

| N

UCLA Civil
Engineering

UCLA samueli

School of Engineering

BERKELEY LAB
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For the inaugural database we have generated

50 realizations of a M7 Hayward fault rupture

50 M7 Hayward
fault rupture
realizations

0-5Hz

Graves-Pitarka
rupture model

Pure stochastic rupture models
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Activity 2 - development of the interactive open

access simulated ground motion database

C. Perez
PhD student

G. Vargas A. Kasalanati

K. Mosalam

PEER Director &
UC Berkeley

. . . PEER-LBNL Simulated Ground Motion Database Welcome mecallen
. PEER-LBNL Simulated Ground Motion Database m Signup  Login B oo oocomentaion
Log In Region
Region Name: San Francisco Bay Area
Username* Region Code: SFBA
mccal\ed
Search Parameters
Password*
Realizations(no Patch):
Realizations(with
Patch); Example:(1,23)
Login
M PEER-LBNL Simulated Ground Motion Database Welcome mecallent Swien LaitodeMn 300 LadeMax 383
m Logout  Documentation Longitude Min: 121, Longitude Max: -100,
Switch Vs30 Min (mys): 80.0 Vs30 Max (m/s): 1205
Regions
Switch Rjb Min (km): 0.20¢ Rjb Max (km): 50.01
SFBA -- San Francisco Bay Area v
m Switch Rrup Min (km): 0.10¢ Rrup Max (km): 50.00
Switch Rx Min (km): -41C Rx Max (km): 3800
Switch PGAMin (g): 0.0% PGA Max (g): 1.00¢
Switch PGV Min (mys): 0.0% PGV Max (m/s): 1.30¢
Switch  PGD Min (m): 0.01 PGD Max (m): 1150
San Francisco Bay Region Los Angeles Region 13




The SGMD is ready for access

(15 Beta Users have had access since January)

50 Hayward
B L
fault rupture i
realizations I N 4“ “‘
: PEER
]
ot S J"of 1,021,500 time series @ 2 Km spacing
oK (uncompressed HDF5 files - 330GB
m:fqe,,;;\ — | uncompressed ASCII files - 700GB)
H4\£"\yid-Sout\ﬁq\;n 2
H\.?:Southeri\\ - A A e
\ i ~
Computational [} o)
domain A ‘; —> il BERKELEY LAB
| A~
kilometers : ; A A ANANAAAAMA A nm

110,606,400,000 time series @ 6.25 m spacing
(compressed and time down sampled HDF5 files - 42TB)
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Thereis a LOT to analyze, e.g. complex within-

and between-event distributions of motions

North Berkeley
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Poll results from yesterday’s workshop

Voted “most popular” future features for the SGMD

« Downloadable response spectra showing for all 50 realizations

at every site e 25
1) BER FN |

2)0AK  FN |
4 21 7
50 realizations |
Median ]

Median +/-1 ¢ |

15+

1L

05

Spectral Acceleration (g's)
Spectral Acceleration (g's)

0

o

 Implementation of a nonlinear soil representation for near-
surface layers

 Provide motions in a near-surface volume (not just surface) to
enable utilization of the DRM
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Poll results from yesterday’s workshop

Voted “most popular” future features for the SGMD

« Additional ground motion intensity measures in the
database for each realization

PGA Sa030s Sa1.00s Sa500s
Y (km) Y (km) Y (km) Y (km)
50 0 50 0 50 0 50 0

(a) simulation

« Creation of an on-line chat tool for application examples
and discussion of best practices ad

17
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