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PEER Pacific Rim Forum

June 2021

Availability of a database 

of synthetic motions 

with open-access

261 International Participants

41 International Speakers

Attendees

recommended

priorities

Community input at PEER-LBNL workshops has 

helped guide our direction towards a SGDB

An effective and 

operationally efficient 

user interface

Assessment and 

acceptance criteria for 

synthetic motions



Why now is the time – the recent major 
advances in scientific computing capabilities

The new

exascale

computing

ecosystem

3

A fiber optic

network with

multiple 

400 Gbits/s

channels



DOE successfully completed the world’s first 
exaflop (1x1018 Flop) GPU-accelerated computer 
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Frontier

1.194 exaflops

~9,400 compute nodes

(Completed July 2023) 

Advanced hardware



The EarthQuake SIMulation (EQSIM) framework 
was designed for this computational ecosystem

T = 13.2s 
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domain

Geophysics ground motion

simulations

(billions of zones)

Infrastructure response 

simulations

(thousands of stations)

Infrastructure
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Geophysics Engineering

Multidisciplinary Fault-to-Structure Simulations

Ground 

motion 
simulation

Infrastructure

simulations

Regional 

risk
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Advanced software



Over 6 years many advancements were made to 

the SW4 geophysics wave propagation code
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Algorithms

- Mesh refinement in 

Cartesian and curvilinear 

grids

IO and workflow

- Transition to HDF5-based 

IO (from SW4 homebrew)

- Utilization of ZFP for data 

compression

Readiness for GPU-based 
platforms

- Implementation of RAJA 

libraries

Enhanced physics models

- Enhancements to the 
Graves - Pitarka rupture 

model workflow

SW4 – Fourth order in space and time

ST dependencies RAJA, ExaIO (HDF5), ALPINE (ZFP)

SW4



The EQSIM workflow has both fixed base 

and DRM options fully implemented 
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On DOE GPU systems EQSIM has pushed the 

computational edge of simulation fidelity

120km

80km

San Francisco

Bay regional model
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On DOE GPU systems EQSIM has pushed the 

computational edge of simulation speed
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120km

80km

Model # Frontier nodes Wall clock time (hrs)

Fmax 5 Hz Vsmin 250 m/s
512 3.8

3072 1.8

Fmax 10 Hz Vsmin 250 m/s
286 66.5

9152 6.27

Fmax 15 Hz Vsmin 140 m/s
1800 122

9152 29.2
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Activity 2 - development of the interactive open
access simulated ground motion database 
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Hayward fault M7 events are characterized using 

the Graves-Pitarka kinematic rupture model

Graves-Pitarka

kinematic rupture model
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25 stochastic plus patches25 pure stochastic



For the simulated motion database, we are

completing 50 Hayward fault rupture realizations 
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We test our simulated motions in multiple ways

1) Testing the EQSIM Bay Area model – 7 small Hayward fault event simulations

Comparison to existing commensurate 

    ground motion data (near-fault sites < 10 km) 

14Period (sec)

A
c
c

e
le

ra
ti

o
n

 (
g

’s
)

Comparison to measured

ground motion waveforms

2) Evaluating the simulated large events - 50 M7 Hayward fault realizations 

Spectral comparisons

Comparison to existing empirical 

GMP equations



We analyze and critique every individual 
rupture realization prior to acceptance
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Hypocenter H1, Realization #4

Simulation
GMPE

Northern

hypocenter

GP rupture



Testing and analysis of SFBA 
simulations are being documented 
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In preparationIn press for Earthquake SPECTRA 



Immediate steps ahead to complete the first 

regional application in the SF Bay Area
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• Complete creation and testing of PEER interactive user 

software for browsing and downloading simulated ground 
motions 

• Finalize 50 rupture scenarios and acceptance testing

• Provide open access to the set of beta users and obtain 

early feedback

• Identify any key software utility tools that can help 

process simulated motions (e.g. RSPmatch)



Outcrop motions

- 1D site response
Rock

The SGDB could support multiple engineering 

use cases depending on the degree of user pull
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Ground surface

motions

- fixed base 

structural response

Near surface

volume motions

- DRM utilization for

SSI and/or nonlinear

soil response

Rock

Near-surface layer

Rock

Near-surface layer

In-column motions

- 1D site response
Rock

Near-surface layer

1

2

3
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Applying a similar approach, Southern California 
model generation and testing is underway
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Chino Hills M5.4, 2008
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