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ABSTRACT

This report presents a summary of the development, evaluation, and comparison of a new subduc-
tion ground-motion model (GMM), now known as Kuehn-Bozorgnia-Campbell-Gregor (KBCG20)
model. This GMM was developed as part of the Next Generation Attenuation for Subduction
Regions (NGA-Sub) program using a comprehensive compilation of subduction interface and in-
traslab ground-motion recordings and metadata compiled in the NGA-Sub database. The KBCG20
model includes ground-motion scaling terms for magnitude, distance, site amplification, and basin
amplification. Some of these terms are adjustable to accommodate differences between interface
and intraslab earthquakes, and differences among seven subduction-zone regions for which data
were compiled as part of the NGA-Sub program. These regions include Alaska (AK), Central
America and Mexico (CAM), Cascadia (CASC), Japan (JP), New Zealand (NZ), South America
(SA), and Taiwan (TW). Some of these regions are further divided into sub-regions to account
for differences in anelastic attenuation between the subduction forearc and backarc, and differ-
ences in breakpoint magnitude (the magnitude at which magnitude scaling rate decreases) between
segments of a larger subduction zone.

This study uses an innovative Bayesian regression approach to incorporate informative prior
distributions of model coefficients and formally estimate the uncertainty in their posterior esti-
mates. The posterior distributions of coefficients together with their co-variance matrix can be
used to estimate epistemic uncertainty in the median ground-motion predictions for a given earth-
quake scenario. Partial non-ergodicity was achieved by accounting for the regional differences
in overall amplitude (constants) of prediction, anelastic attenuation, linear site amplification, and
basin amplification. Because of the expanded database and innovative regression approach that
includes median, aleatory variability, and epistemic uncertainty models, this new GMM represents
a significant improvement in the understanding and prediction of subduction ground motion. Fur-
thermore, the Bayesian approach used to develop the model will facilitate update of this innovative
GMM as new data become available.
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1 Introduction

1.1 OVERVIEW

The Next Generation Attenuation (NGA) research program for subduction earthquakes (NGA-Sub)
is the latest component of the NGA research series. The NGA-Sub project is a large multidisci-
plinary and multi-researcher initiative to develop a comprehensive ground-motion database and
multiple ground-motion models (GMMs) for subduction earthquakes. In the NGA-Sub project,
a database of ground motions recorded in worldwide subduction events was developed (Stewart
et al., 2020). The database includes the processed recordings and supporting source, path, and
site metadata from Alaska (AK), Central America and Mexico (CAM), Cascadia (CASC), Japan
(JP), New Zealand (NZ), South America (SA), and Taiwan (TW). The NGA-Sub database includes
1880 events with moment magnitudes ranging from 4.0 to 9.1. Subduction events are classified as
interface, intraslab, or outer-rise events. The NGA-Sub ground-motion database has 214,020 in-
dividual ground-motion components. This is by far the largest ground-motion database developed
in any previous NGA project. Multiple GMMs have been developed by NGA-Sub developers us-
ing this empirical ground-motion database and supporting ground-motion simulations. This report
discusses the GMM developed by the NGA-Sub team, referred to within as Kuehn-Bozorgnia-
Campbell-Gregor (KBCG20).

In the KBCG20 model, special attention has been given to distinguish GMMs for seven
different subduction regions, including Japan and the Pacific Northwest (Cascadia). A subset of
the full database was selected for use in the analysis. The details of data selection and rejection
are presented in Chapter 2. The methodology for computation of median, aleatory variability, and
epistemic uncertainty models are discussed in Chapters 4, 5, and 6, respectively. The KBCG20
model evaluation, including the analysis of residuals and model predictions, is presented in Chap-
ter 7, followed by a discussion of the applicability and limitations of the GMM in Chapter 8.
Electronic Appendices include the Record Sequence Numbers (RSNs) of the selected recordings,
model coefficients, and implementation guidelines.

The GMM is developed as a partially non-ergodic model (Stafford, 2014), which means
that there are different values of coefficients—in this case: constant, anelastic attenuation, linear
site scaling, and basin amplification—for different regions. This is explained in detail in Chapter 3
and Section 4.2. As indicated above, in general, there are seven different main regions (see Chap-
ter 2) for which different coefficients were estimate different coefficients; see Kishida et al. (2018)
and Bozorgnia et al. (2020).



In addition, some of the median regions were subdivided to account for differences in the
age and geometry of the subduction zones within the regions; this has consequences for the break
in the magnitude scaling rate, as explained in Sections 8.2.2 and 8.2.3. These subdivisions are
referred to as subregions. These subregions are from the same main region have the same constant,
anelastic attenuation, linear site scaling, and basin amplification, but a different magnitude break
point.

Furthermore, the anelastic attenuation model accounts for differences in attenuation when
crossing an volcanic arc. This requires an additional subdivision depending on where the source/site
is relative to the volcanic arc. These subdivisions are called "subregions relative to the volcanic
arc." (The traditional forearc/backarc nomenclature becomes too simplistic if there is more than
one arc, as is the case for Japan.)

1.2 PREVIOUS STUDIES

Several empirical and simulation-based GMMs have been developed over the years for both inter-
face and intraslab subduction earthquakes. The models based on ground-motion simulations are
typically developed for a specific application to a localized region such as Cascadia, whereas the
empirically based models are typically developed for global applications. The dataset of avail-
able strong ground-motion recordings has increased over time; thus, the later GMMs are mostly
based on the recent recordings, whereas the previous GMMs are based on the more limited, older
datasets. More recent models generally update and supersede the previous models.

The listing and discussion of previous subduction GMMs would be expansive and is out-
side of the scope of this report. Instead, the discussion and comparisons presented in this report
are focused on the more recent GMMs. The reader is referred to the comprehensive compilation
of GMMs maintained by John Douglas at the following website: http://www.gmpe.org.uk
The selected set of GMMs used for comparison includes those used in the current USGS National
Seismic Hazard Maps Project (Petersen et al., 2014) for application to subduction earthquakes orig-
inating in the Cascadia region. This section presents a short description of each of these GMMs.

Atkinson and Boore (2003, 2008) developed a globally based GMM using a database of
worldwide subduction events available at the time. This model was defined for a suite of eight
spectral periods from PGA to 3.0 sec. Site classification was defined in terms of the NEHRP site
categories of B, C, D, and E site conditions (Building Seismic Safety Council, 2001). The dataset
associated with this model was primarily from events in Japan, Mexico, and Central America. Both
the 2001 Nisqually (M6.8) and 1999 Satsop (M5.9) Cascadia intraslab events were included in the
dataset. This GMM is defined for both interface and intraslab events. Regional variations of the
intraslab model were defined for Cascadia and Japan in addition to a global model.

Zhao et al. (2006) developed a GMM for both crustal events and subduction events based
primarily on strong ground-motion data recorded in Japan. Additional non-Japanese events were
included in the dataset but do not make up a significant number of the total database. This model
is defined for a spectral period range from PGA to 5.0 sec. Site classification is based on five
site classes from hard rock to soft soil. Zhao et al. (2006) provides an associated mapping of
these five site classifications to NEHRP site classifications and approximate Vg3, values. Zhao
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et al. (2016b,a) provided an update to this GMM based on the development of a more recent and
expanded dataset. Similar to the Zhao et al. (2006) study, the bulk of the data in the 2006 study
is from events recorded in Japan. The same site-classification scheme was used in the updated
version of the model.

Atkinson and Macias (2009) developed a Cascadia-specific GMM for interface events
based on ground-motion simulations. As part of this study, the simulation methodology was vali-
dated with the numerous recordings from the 2003 Tokachi-Oki (M8.1) earthquake, and regional
adjustments were implemented to develop a simulation dataset for Cascadia events. Simulations
were performed for magnitudes 7.5, 8.0, 8.5, and 9.0 given the expected engineering focus on these
larger interface events in the Pacific Northwest region. All of the simulations were computed for a
NEHRP B/C site category corresponding to a Vg3 value of 760 m/sec. The model is defined for a
suite of 25 spectral periods from PGA to 10 sec. The recommended standard deviation (sigma) for
this model is adopted from the sigma model of Campbell and Bozorgnia (2008).

As part of a large SSHAC Level 3 study conducted by BC Hydro (2012) for the seismic
hazard assessment of their facilities, Abrahamson et al. (2016) developed a new global subduction
model that employed a contemporary database of subduction ground-motion recordings. This
GMM has been cited variously as BC Hydro (2012), Abrahamson et al. (2012), and Abrahamson
et al. (2016), causing confusion about the potential differences between these models. The two
2012 citations refer to the BC Hydro (2012) report. The only difference between them and the
2016 citation is that the latter refers to a journal paper. Otherwise, the GMM is identical between
these publications. In the report herein, this model will be referred to as the BC Hydro model or
by its formal citation Abrahamson et al. (2016).

The compiled database for the BC Hydro model included the data used in previous empiri-
cal models as well as more recently recorded events. In addition, a reassessment of the station and
earthquake metadata was performed. The majority of the subduction data in the database came
from Japan and Taiwan, with additional data from other global subduction regions. During the
development of the model, two significant large magnitude interface events, the 2010 Maule Chile
(M8.8) and 2011 Tohuku Japan (M9.1), occurred after the deadline for inclusion in the database.
Although occurring too late to use in the direct development of the model, adjustments were de-
veloped to account for the observed residuals from these two events. The BC Hydro model was
developed for a suite of 25 spectral periods from PGA to 10 sec. In addition, the site-response
term in the model was based on a continuous model for Vg3y following the site response terms
developed for the NGA-Westl GMMs by Walling et al. (2008). This GMM is a global model that
also includes a term for the separation of backarc and forearc site locations. For application as
part of the BC Hydro (2012) SSHAC Level 3 study, a spectral period-dependent modification for
intraslab events occurring in Cascadia was proposed. This was based on the residual analysis of
the limited number of intraslab events recorded in the Cascadia region.

As part of the NGA-Sub program, a preliminary GMM per (Abrahamson et al., 2018) was
developed specifically for the Cascadia forearc region for potential use by the USGS in its update
of its national seismic hazard maps. This "Updated BC Hydro" model implemented the same
functional form as the original BC Hydro model except for the removal of the backarc term in the
model. Given the larger dataset developed as part of the NGA-Sub program, this updated GMM
includes a regionalization for Cascadia of the model constant, the linear distance term, and the

3



Vss0 scaling term Abrahamson et al. (2018). This preliminary GMM for Cascadia is expected to
be superseded by the final set of NGA-Sub GMMs.

Comparisons of KBCG20 with the previous GMMs discussed above will be presented later
in this report. As noted earlier, the selection of these specific GMMs for the comparisons with
KBCG20 was not meant to represent the large number of available GMMs for subduction events
in such regions as Japan, Chile, Mexico, Taiwan, etc. More information about these regional
models can be found in the global compilation of GMMs maintained by John Douglas (http:
//www .gmpe.org.uk).


http://www.gmpe.org.uk
http://www.gmpe.org.uk

2 Database

2.1 PEER NGA-SUBDUCTION DATABASE

The NGA-Subduction (NGA-Sub) database contains 1880 subduction events with moment mag-
nitudes ranging from 4.0 to 9.1 that have occurred in Japan, Taiwan, the Pacific Northwest (Casca-
dia), Alaska, New Zealand, Mexico, and South and Central America (Kishida et al., 2018; Bozorg-
nia et al., 2020). The database contains 71,340 three-component time series (214,020 individual
components) from about over 6000 recording stations compiled from various data sources. Fig-
ure 2.1a shows the distribution of the epicenters in the NGA-Sub database. Figure 2.1b presents
the overall distribution of the recording stations.

The unprocessed ("raw") waveforms were processed using a uniform set of instrument-
correction, filtering, and baseline-correction algorithms developed by previous NGA research pro-
grams (Chiou et al., 2008; Ancheta et al., 2014; Kishida et al., 2018) from which acceleration
time series and peak ground-motion parameters were determined. Ground-motion parameters in
the database include peak ground acceleration (PGA), peak ground velocity (PGV), and pseudo-
spectral acceleration (PSA) for horizontal and vertical components. The PSA periods range from
0.01 to 10 sec.
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Figure 2.1: (a) Map of the distribution of epicenters in the NGA-Sub overall database; and (b)
map of the distribution of the recording stations in the NGA-Sub overall database
(figure courtesy of Victor Contreras).
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Figure 2.2 shows the regional distribution of events, recordings, and stations. Figure 2.2(a)
shows that Japan and Taiwan provide the largest number of recordings. Figure 2.2(b) shows that
South and Central America is the region with the largest number of subduction earthquakes; how-
ever, they are recorded by a relatively small number of stations. Figure 2.2(c) shows that Japan,
Cascadia in the Pacific Northwest, South America, and Taiwan have the largest number of record-
ing stations.

In the database are 88 events with documented finite-fault models. The identification of
foreshocks and aftershocks are also provided based on previous studies and the method described in
Wooddell and Abrahamson (2014). The site database includes station name, station ID, recording
network, geographic coordinates, instrument location, geology and geomorphology information,
and soil profile characteristics, such as Vg3 and depths to various Vs (shear-wave velocity) hori-
zons (e.g., Z1p and Z,5). Details of the NGA-Sub database are documented in a separate report
(Stewart et al., 2020).
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Figure 2.2: Regional distributions of the NGA-Sub database; (a) number of recordings, (b) num-
ber of events, and (c) number of stations (figure courtesy of Silvia Mazzoni).

2.2 DATA SELECTION CRITERIA

The data selection criteria are designed to select only data that are deemed to be accurate, reliable,
and usable for GMM development. Hence, data that might bias the model are screened out.
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In a first step, only those data including the numerical values of the main predictor variables
were selected. Table 2.1 lists the predictor variables used in the model and their definitions. The
variables with required numerical values are as follows: moment magnitude (M), rupture distance
(Rgrup), time-averaged shear-wave velocity in the upper 30 m of the site (Vs30), and depth to the
top of the rupture surface (Zrogr). Data from stations for which no estimate of the depth to a
shear-wave velocity horizon of 1 km/sed (Z;) or 2.5 km/sed (Z55) is available are not discarded,
since these quantities are only available for a small number of stations and are not available at all
for some regions; discarding these stations would severely reduce the number of usable data. Only
data that have a positive value of PGA in the database were selected to screen out data that are not
reliable.

Table 2.1: Definition of predictor variables.

Variable Definition

M Moment magnitude

Rrup Closest distance to rupture plane (km)

Vsso Time-averaged shear-wave velocity in upper 30 m (m/sec)

ZTOR Depth to top of rupture (km)

Z10 Depth to 1.0 km/sec shear-wave velocity horizon below site (km)

Zas Depth to 2.5 km/sec shear-wave velocity horizon below site (km)

Fs Flag indicating interface event (F's = 0) or intraslab event (Fs = 1)

Fx Flag indicating no arc-crossing path (/’x = 0) or arc-crossing path (F'x = 1)
Ry Distance (R gy p) within Subregion 1 (Backarc) relative to volcanic arc (km)
Ry Distance (Rzy p) within Subregion 2 (Forearc; Global, Japan Trench) (km)
Rs Distance (R gy p) within Subregion 3 (Forearc; Japan Nankai Trough) (km)

The NGA-Sub database classifies events into six different types; see Contreras et al. (2020)
for details. The ground-motion model presented herein has been developed for two subduction
event types: interface and intraslab. Type-O events were selected for the interface earthquake
dataset. For intraslab earthquakes, Type-1 (intraslab) and Type 5 events were selected (i.e., events
from the lower part of a double seismic zone).

Earthquakes with a magnitude larger than 4.0 were selected. Although this threshold in-
cludes magnitudes that may not be of engineering interest, including the smaller magnitudes in-
creases the number of recordings, which helps constrain the regression parameters of the model.
For Cascadia, two events were classified as interface earthquakes in the database. Located off
the central Oregon coast, they have magnitudes of M = 4.7 and M = 4.9. These earthquakes
were excluded from the analysis because a special correction to Cascadia interface events (see
Section 4.2.1) cannot be applied as it would be difficult to do for only two small interface events.

We excluded the October 4, 1994 M = 8.28 Kuril event, which is unique in its charac-
teristics (Tanioka et al., 1995a) and does not behave like other intraslab events included in the
database.

We also excluded data based on the following quality criteria:
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Recordings with a multiple event flag equal to 1 (time histories that include more than one
earthquake)

Stations with instrument depth > 2 m

Recordings with a visual quality flag not equal to 2 or 9

Recordings with GMX 1st letter of N, Z, or F (non-free-field stations)

There are some records for which the PGA value in the database is very large (PGA > 100g);
because these are obvious outliers, recordings that have PG'A > 10g were removed.

We selected only recordings for which Rryp < Rarax. Rarax s the maximum distance
for each event that is introduced to avoid biasing the model with non-triggered recordings, which
arises when an instrument triggers only above a certain amplitude threshold; see Section 4.5.2 of
Contreras et al. (2020). Since very long distances do not contribute significantly to hazard, only
recordings with Rryp < 800 km were selected even if the value of Rj;4x was larger. To make
sure that each event has a reasonable distance range, events for which the ratio of the largest to
smallest rupture distance is larger than 2 were also selected.

Based on an initial regression, there were several recordings considered to be outliers and
were subsequently removed from the dataset. For example, we removed all recordings with ab-
solute residuals that deviated more than four times the within-event standard deviation from the
median prediction at eight selected periods of engineering interest. Finally, after all of the afore-
mentioned criteria were applied, only those events that had a minimum number of five recordings
were selected.

The selection criteria lead to the selection of 16,045 recordings from 238 events and 3769
stations for PGA. At long periods, the number of recordings was reduced due to the useable band-
width. The number of recordings, events, and stations for each period is shown in Figure 2.3. A
list of the Record Sequence Numbers (RSNs) for the recordings used in the development of this
model is available in an electronic supplement to this report.
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Figure 2.3: Number of recordings, events, and stations for each period used in the analysis.



2.3 DATA DISTRIBUTION

The NGA-Sub database identifies seven database regions: Alaska, Cascadia (Pacific Northwest),
Central America and Mexico, Japan, New Zealand, South America, and Taiwan. Table 2.2 lists the
number of recordings, number of events, and number of stations for each of the database regions
for the subset of data selected for analysis; see previous section. Japan dominates the dataset with
over 50% of the recordings. Taiwan and South America also have a significant number of events
but fewer recordings. For Cascadia, Central America and Mexico, and New Zealand, the number
of available recordings is relatively sparse.

The magnitude-distance distribution of the selected recordings is shown in Figure 2.4 for
interface events and intraslab events. The number of events at large magnitudes (M > 8.0 for
interface, M > 7.0 for intraslab) is limited. The largest events are the M = 8.81 Maule earthquake
in Chile and the M = 9.12 Tohoku-Oki earthquake in Japan.
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Figure 2.4: Magnitude/distance scatterplot.

The distribution of Vg3 values is shown in Figures 2.5 and 2.6. For regions with a small
number of recordings, the range of Vg3, values is limited.
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Figure 2.5: Distribution of Vg3, values: (left) number of recordings and (right) number of sta-
tions.



Table 2.2: Selected humber of recordings by region.

Region Region abbreviation No. of recordings No. of events No. of Stations
All - 16,045 238 3,769
Alaska AK 822 33 205
Cascadia CASC 604 12 365
Central America & Mexico CAM 120 9 110
Japan JAP 9,217 63 1,745
New Zealand NZ 441 21 185
South America SA 953 51 415
Taiwan ™ 3,888 49 744
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Figure 2.6: Distribution of 53, values per region.

Figure 2.7 shows the distribution of recordings versus the depth to the top of the rupture
surface, Zror. The depths of interface events range from 0 < Zror < 59 km. The intraslab
events have a depth range of 16 < Zpor < 177 km.

Figure 2.8 shows the number of recordings per event and station. As described in the
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Figure 2.7: Distribution of Zror values: (left) number of recordings and (right) nhumber of

events.

previous section, only those events with at least five recordings were selected. Because there are
a number of stations with only one recording, the criterion that there be a minimum number of
recordings per station was disregarded.
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Figure 2.8: Number of recordings per event and station. The maximum number of recordings
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per station is 46.
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3 Methodology

An important consideration during the model development was to take into account regional differ-
ences in ground-motion scaling. In particular, the GMM is a partially non-ergodic model (Stafford,
2014) in which some coefficients are regionalized (i.e., have different values for different regions),
while others have the same value across all regions (i.e., are global). This is important, since
it allowed the project team to relax the ergodic assumption (Anderson and Brune, 1999), which
leads to a better estimate of the median predictions and smaller aleatory variability. At the same
time, it is important to account for the epistemic uncertainty in the regional coefficients since these
are estimated from a smaller dataset. Not accounting for this added uncertainty would lead to an
underestimate of hazard (e.g. Abrahamson et al., 2019).

Several previous GMMs have taken into account regional differences; for example, some
of the models developed in the NGA-West2 project include regional differences (Bozorgnia et al.,
2014; Abrahamson et al., 2014; Boore et al., 2014; Campbell and Bozorgnia, 2014; Chiou and
Youngs, 2014). These models estimated adjustment coefficients based on regional residual trends.
A more statistical approach is to estimate these regression parameters as regional random effects
(e.g., Stafford, 2014; Kotha et al., 2016; Sedaghati and Pezeshk, 2017). This approach has the
advantage that the regional regression parameters can influence each other via their global mean
and that a global distribution for the regression parameters is estimated. This global distribution
can be used to extend the model to new regions that are not included in the development of the
GMM. Often, such a model is called a multilevel or hierarchical model (Gelman and Hill, 2006;
Betancourt and Girolami, 2015), since there is a hierarchy from global to regional to event-specific
levels. In Bayesian terms, one can imagine that the global level provides a prior distribution for
the regional level (e.g., a global attenuation coefficient can serve as a prior mean for a regional
attenuation coefficient).

The regression model has the form
In Y;as = fbase(ég fes) + 6Be + (SWes (31)

where fy,sc represents the base median model, g is a vector of coefficients (some of which are
regionalized), Z.s is a vector of predictor variables (cf. Table 2.1), and subscripts e and s are
indices representing event e and station s, respectively. 6B, denotes the between-event residual
(i.e., source term) and 01, the within-event residual. Systematic site effects (i.e., site terms) are
not accounted for in the regression and are usually denoted 0.5;; for each station, the term 4.5’ is
a systematic difference from the average site scaling (dependent on Vs3y). The subduction data
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exhibit strong path effects that, if not completely modeled, would map into the systematic site
terms. In addition, there are many stations with only one recording, which does not provide much
confidence when estimating a systematic station term.

The functional form of the base model and the regionalization of the coefficients are de-
scribed in Chapter 4. The aleatory variability model is described in Chapter 5. Chapter 6 describes
how to estimate epistemic uncertainty associated with the median predictions.

3.1 REGRESSION APPROACH

The regression parameters (i.e., coefficients, standard deviations, etc.) of the model are estimated
via Bayesian inference (e.g., Spiegelhalter and Rice, 2009). The goal in Bayesian inference is
to calculate the posterior distribution of the regression parameters given the data. The posterior
distribution can be calculated as the product of the likelihood and the prior distribution according
to Bayes’ rule:
7 P(DI0)P(6)
P(0|D) = PD) (3.2)
where 0 denotes the vector of regression parameters of the model, and D is the observed data. The
marginal probability of the data, P(D), is a constant, which can be calculated from the prior dis-
tribution and the likelihood by the expression P(D) = [ P(DI|A)P(6)df. The prior distribution,
P(g), makes it possible to incorporate prior information in the estimation of the regression param-
eters as well as constrain the range of values the regression parameters can take. The posterior

distribution, P (5] D), describes the full uncertainty of all of the regression parameters.

The Bayesian approach is also useful for building a model that can be easily updated once
a new earthquake occurs (Stafford, 2019). In such cases, the posterior distribution of the existing
model becomes the prior distribution for the newly observed data.

Since solving Equation (3.2) is analytically intractable, a Markov Chain Monte Carlo
(MCMC) sampling is employed to estimate the posterior distribution of the regression parame-
ters using the program "Stan" (Carpenter et al., 2017), which employs Hamiltonian Monte Carlo
sampling (Betancourt, 2017; Neal, 2011). The output of the MCMC algorithm are samples from
the posterior distribution, which can be used to estimate the mean, median, standard deviation, and
other statistics of the posterior distribution of each regression parameter. It can also be used to
assess the correlation between regression parameters.

Chapter 6 describes how the samples from the posterior distribution are used to assess the
epistemic uncertainty of the median predictions, which is an important quantity in probabilistic
seismic hazard analysis (PSHA). Simply speaking, one can calculate a median prediction for each
sample from the posterior distribution, thus providing a distribution of median predictions for a
specific earthquake scenario. Similar to the model of Al-Atik and Youngs (2014), this distribution
describes the epistemic uncertainty associated with these median predictions.

During the initial regression, outliers were discovered in the selected database. Section 2.2
describeshow some recordings that were obvious outliers based on the residuals of an early trial
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regression were discarded; however, there may be still undetected outliers in the database. Such
outlier recordings will have undue influence on the regression, resulting in a biased median pre-
diction and inflated aleatory variability. To avoid potential biases due to remaining outliers, a ro-
bust Bayesian regression was performed (see e.g. https://jrnold.github.io/bayesian_
notes/robust-regression.html or
https://solomonkurz.netlify.com/post/robust-linear-regression-with-the-robust-stud
Thus, instead of modeling the within-event variability with a normal distribution (as is tradition-
ally the case), a Student’s t-distribution, or simply t-distribution was used. The t-distribution has
heavier tails than the normal distribution and can accommodate outliers better than the normal
distribution. Compared to the normal distribution, the t-distribution has an additional parameter,
v > 0, defined as the degrees-of-freedom. For v — oo, the t-distribution approaches the normal
distribution; for small values of v it has heavier tails and is less susceptible to outliers. Chapter 5
describes the robust Bayesian regression model in more detail.

3.1.1 Regression Details

The regression is run independently for each period. Ideally, the model parameters for all periods
should be estimated at the same time since that would allow for an estimate of their correlations
of both of the spectral accelerations as well as the parameters during the regression; however, this
approach is computationally challenging due to the large number of recordings.

For each period, all regression parameters (e.g., coefficients, standard deviations, and event
terms) of the model are estimated simultaneously with the prior distributions balancing trade-offs
between parameters. Estimating all regression parameters simultaneously has the advantage that it
is possible to determine the co-variance between them, which is important if one wants to calculate
the epistemic uncertainty of the median predictions per Al-Atik and Youngs (2014).

As explained previously, the regression parameters of the model are estimated via the
MCMC method. In an MCMC sampling, four Markov Chains for each regression were run to
assess convergence. For each chain, the first 200 samples of the posterior distribution were dis-
carded as "burn-in." An additional 200 samples from the posterior distribution were run four times,
resulting in 800 samples for each regression parameter.
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4 Median Model

4.1 BASE MODEL

The functional form of the base median model is similar to that of the BC Hydro GMM (Abraham-
son et al., 2016) and its 2018 update (Abrahamson et al., 2018). Differences from the BC Hydro
model include: (1) replacing the sharp breakpoints in the bilinear magnitude and source-depth
terms with a smoother transition function; (2) adding a source-depth term for interface events; (3)
replacing the anelastic attenuation term with a new term that does not depend on the location of the
site to define forearc and backarc attenuation but instead depends on the lengths of the travel path
to the site within the forearc and backarc regions; and (4) incorporating more geographic areas in
the regionalized model.

The general regression model is defined in Equation (3.1). The base median model in that
equation has the following form

fbase(g; *f) = (1 - FS)el,if + FSel,slab + fmag(Ma FS) + fgeom(RRUpa Ma FS) + fdepth(ZTOR> FS)
+ fattn(Rrup, R1, Ra, Rs, Fix) + fsite(Vss0, PG A1100) + foasin(Z1.0|Z2.5) 4.1)

where ¥ = {M, Rgup, Vsso, Zror, Fs, Fx, R1, Ra, R3, Z10|Z2.5} is the vector of predictor vari-
ables (cf. Table 2.1), and where the vertical bar in Z; ¢| Z5 5 means that either one depth parameter
or the other is included in the model. Interface and intraslab events are distinguished by the flag
Fg, which is Fis = 1 for intraslab events and O otherwise. The remaining terms and parameters
of the model are defined in the following sections in the order that they appear in Equation (4.1).
For brevity, the terms and parameters are only defined once and are not defined again the next time
they are used. The regression coefficients ¢, ;y and 0; 4, are the constants for interface events and
intraslab events, respectively, and were found to vary by geographic region; see Section 4.2. The
subscripts "¢ f" and "slab" identify parameters and coefficients representing interface events and
intraslab events, respectively.

To ensure a physically meaningful spectrum, the predicted median PSA at short periods
are not allowed to be smaller than PGA:

[ In PGA(T) PSA < PGAand T < 0.1s
e fbase(g(T), ff) else

where 6(7T') is the set of coefficients for period 7', and In PGA(Z) is the (logarithmic) median
prediction for PGA for scenario .

4.2)
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Table 4.1 lists the model coefficients, their purpose, and whether the coefficient is region-
alized; see the following sections for details.

Table 4.1: Description of model coefficients.

Coefficient Description Regionalized
01,f Interface constant Yes
01 siab Intraslab constant Yes
02,5 Interface geometrical spreading No
02 siab Intraslab geometrical spreading No
03 Magnitude-dependent geometrical spreading No
Ou,if Interface small-magnitude scaling rate MSR No
04, siab Intraslab small-magnitude scaling rate MSR No
05 Large magnitude MSR No
06 zc Arc-crossing constant No
Anelastic attenuation, arc-crossing
6 21 : . Yes
’ subregion relative to arc 1
Anelastic attenuation, arc-crossing
96 2 . . Yes
’ subregion relative to arc 2
Anelastic attenuation, arc-crossing
t96 3 . . Yes
’ subregion relative to arc 3
Anelastic attenuation, non arc-crossing
06 1 . . Yes
’ subregion relative to arc 1
Anelastic attenuation, non arc-crossing
06,2 . . Yes
’ subregion relative to arc 2
Anelastic attenuation, non arc-crossing
66 3 . . Yes
’ subregion relative to arc 3
0, Linear site amplification (Vg3 scaling) Yes
B9.if Interface source-depth scaling rate DSR (Z7,, scaling) No
09 siab Intraslab source-depth scaling rate DSR (Zr,, scaling) No
Source-depth scaling rate for deep events (Zror > 2g)
610 =0 No
fixed to zero
011 Constant of basin-depth scaling Yes
012 Slope of basin depth scaling Yes
Ongi1 Coefficient for near-fault term No
Ot 2 Coefficient for near-fault term No
0Zp,if Adjustment to depth break point for interface events No
02 B slab Adjustment to depth break point for interface events No
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4.1.1 Logistic Hinge Function

The logistic hinge function is used to model the magnitude and source-depth terms. It is a bilinear
function with a smooth transition between two linear regimes given by the function

Ih(x,xg,a,bg,b1,0) = a+ by(x — x0) + (b — bp)d In [1 + exp (x _(Sx(])] 4.3)

The breakpoint between the two linear regimes is defined by the parameters x, and 9, which de-
termine the smoothness of the transition. Smaller values of § lead to a sharper breakpoint. The
parameters by and b, are the slopes of the linear regimes below and above the breakpoint, respec-
tively, and a is an offset at the breakpoint. Figure 4.1 shows an example logistic hinge function
with a breakpoint at xq = 7.5, a slope below the breakpoint of by = 1, a slope above the breakpoint
of by = 0.2, and two different values of §. The offset in Figure 4.1 is set to a = 1.

slope =0.2

TIh(x)

slope = 1

— =02
----- =005 ]

Figure 4.1: Logistic hinge function.

4.1.2 Magnitude Term

The magnitude term is given by the bilinear function

fmag = (1 — Fs) Ih(M,Mpir, 01, Mpir — Myes), 0uir, 05, 00)
+ Fs Ih(M, M3 siab, 04 5106 (MB s1ab — Myer), 04 s1ab, 05, 901) 4.4)

where M is moment magnitude, M, is a reference magnitude to center, and 0 is a transition
smoothness parameter. The bilinear magnitude scaling has breakpoints at Mg ;; and Mg g, that
are assigned based on the geometry of the subduction zone. They are different for different sub-
duction zones and types of event. For interface events, they are assigned based on the study of
Campbell (2020) and for intraslab events based on the study of Ji and Archuleta (2018), as sum-
marized in Section 8.2.2.

The slope defining the magnitude scaling rate (MSR) below the magnitude breakpoint is
given by regression coefficients 6, ;s and 04 5,5. The MSR above the magnitude breakpoint, 05, was
constrained to be the same for both interface and intraslab events. There are not enough data above
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the magnitude breakpoints of each subduction zone to empirically constrain the large-magnitude
MSR coefficients, which is why both subduction types are used to define the large-magnitude
MSR.

The smoothness of the transition between the two linear MSR regimes is fixed at 6, = 0.1.
Preliminary trials to estimate this parameter demonstrated that it was not well constrained, and
that its posterior distribution was almost unchanged compared to its prior distribution. Thus, the
selected value leads to a reasonably smooth transition between the two linear regimes. The offset
is chosen so that the magnitude term is centered at magnitude M,.; = 6.0.

During an initial regression, it became apparent that at long periods (7" > 1 sec) the event
terms for interface events at large magnitudes were not centered but biased low. As a result, an
adjustment to Mp ;¢ for interface events at 7' > 1 sec was included per Abrahamson et al. (2016,
2018). This adjustment is zero at 7' < 1 sec and —0.4 at T > 4 sec, with a log-linear interpolation
in between. The values are shown in Figure 4.2.
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Figure 4.2: Adjustment to the magnitude breakpoint for interface events.

To check whether a different magnitude slope for interface and intraslab events makes
sense, the posterior distribution of the magnitude scaling coefficients was examined 0, ;; and 04 gqp,
as shown in Figure 4.3. The majority of the two posterior distributions do not overlap, which
indicates that the two coefficients should have different values.

To statistically test whether a magnitude term with different MSRs for interface and in-
traslab events performs better than one with the same MSR, the data was split into a training
dataset and a test dataset. Two regression analyses were performed on the training dataset: one
using the same MSR and one using different MSRs for interface and intraslab events. Their per-
formance was then evaluated using the test dataset. Thirty interface and 30 intraslab events from
the full KBCG20 database were randomly selected to define the test dataset. The training dataset
was defined by removing all of the recordings from the test dataset, leaving 178 events.

The mean-squared error of the residuals of the regression on the test dataset, calculated as
MSE = + SV (In PGA; — p;)?, is 0.727 for the model with the same MSR and 0.722 for the
model with different MSRs. These results suggest that there is basically no difference in predictive
performance between the two models, indicating that both models are valid. Given the results
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Figure 4.3: Posterior distributions of the PGA magnitude-scaling coefficients 6, ;; and 6, y, for
interface and intraslab events, respectively.

in Figure 4.3, it is assumed there is value in using different magnitude scaling coefficients for
interface and intraslab events, and we adopted this approach in the regressions.

4.1.3 Geometrical Attenuation Term

The geometrical attenuation term (i.e., geometrical spreading) is modeled by the function

foeom = (1 = Fs)(02,if + 0sM)(In [Rryp + h(M)])
+ Fs(02,51ap + 0sM)(In [Rryp + R(M)]) 4.5)

where Rgpp (km) is the shortest distance between the site and the fault rupture surface; h(M) (km)
is a magnitude-dependent finite-fault term (a.k.a. fictitious depth) that accounts for ground-motion
saturation at small distances; and 6, ;¢ and 0 4, are magnitude-independent regression coeffi-
cients. The regression coefficient 3 is the same for both subduction event types and was adopted
from the geometrical attenuation term of Abrahamson et al. (2016, 2018) because of insufficient
data to constrain it.

The finite-fault term is given by the function
h(M) = 109nst.1+0n51,2(M—6.0) (4.6)

in which the regression coefficients 6,1 and 0,7, o were given a strong prior distribution in the
regression because they were not well constrained by data.

4.1.4 Source-Depth Term

The source-depth term is given by the bilinear function

faepth = (1 — Fs) th(Zror, Zpif + 6 Zp.if, 00.if(2Bif + 0ZBif — Zifref), 0o.if,010,02)

+ Fs I Zror, ZB siab + 0 Z B stabs 09.s1ab( Z B s1ab + 0ZB siab — Zsiabref)s 09 siabs 010, 02)
4.7)
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where Zror is the depth (km) to the top of the fault rupture surface, Z;¢ .y and Zgqp .o are refer-
ence depths (km), and ¢ is the smoothness transition parameter between the two linear regimes.
The bilinear depth scaling has breakpoints at Zp ;5 + 0Zp ;i and Zp ga, + 02 s1qs that were de-
termined from the regression. The source-depth breakpoints were initially set to Zp;f = 30 km
and Zp g4 = 80 km. The period-dependent adjustment coefficients 0 Zp ;y and 0 Zp 4q, Were de-
termined by regression because the depth breakpoints have no theoretical basis in constrast to the
magnitude breakpoints. Therefore, the effective source depth breakpoints become Zp;f + 0Zp ;5
and Zg siap + 0ZB siab-

The parameter J; determines the smoothness of transition in the bilinear form and was set
to 02 = 1.

The coefficients for the source-depth scaling rates (DSR) up to the depth breakpoints are
B9,i¢ and Oy 44,. Both of the coefficients for the DSRs above the breakpoints were fixed at 619 = 0.
This is consistent with Abrahamson et al. (2016, 2018) because there are not many events with
depths larger than these breakpoints, and the depths that do exist do not show any systematic trend
with ground-motion amplitude.

4.1.5 Site Amplification Term
The site-amplification term is given by the function

0:(reg) In (Vm) + {m [PGAHOO +eln (Vsso)”} 10 [PG A + c]} Viso < Ky

(07(reg) + kan) In (VS3O) Vsso > ki
4.8)

fsite(VS?)O) =

where Vg3g (m/sec) is the time-averaged shear-wave velocity in the top 30 m of the site, and
PG Aqq9p is the median predicted value of PGA (g) for a rock site with Vg3 = 1100 m/sec. The
function defining the site amplification term was taken from Campbell and Bozorgnia (2014), as
were the period-dependent parameters k; and k5, and the period-independent parameters ¢ and n.
The linear scaling of ground motion with Vs, is given by the regression coefficient 67 (reg), which
varies by geographic region; see Section 4.2. It is assumed that nonlinear site amplification for
subduction events is similar to that for crustal events, which is consistent with Abrahamson et al.
(2016) and Montalva et al. (2017).

4.1.6 Anelastic Attenuation Term

The anelastic attenuation (i.e., arc-crossing) term varies by geographic region and, in some cases,
by subregions within these broader geographic regions; see Section 4.2. For the geographic re-
gions of Japan (JP), Central America and Mexico (CAM), and South America (SA), differences
in anelastic attenuation for travel paths within the forearc and backarc subregions were taken into
account, whereas they were not for Alaska (AK), Cascadia (CASC), New Zealand (NZ), and Tai-
wan (TW). The difference in how these regions were treated was based on inspection of residual
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plots and ground-motion scaling of trial regressions for each region without including forearc and
backarc attenuation coefficients.

For each identified geographic region, the anelastic attenuation can depend on whether the
travel path passes through the volcanic arc (i.e., the transition between the forearc and backarc
subregions). Subregion i determines whether the travel path passes through the backarc subregion
(Subregion 1), the forearc subregion except the forearc of southwestern Japan (Subregion 2), and
the forearc subregion of southwestern Japan (Subregion 3). The northeastern forearc of Japan is
adjacent to the Japan Trench, whereas the southwestern forearc of Japan is adjacent to the Nankai
Trough.

The rupture distance that falls within a given Subregion i is denoted R; and is defined
as the fractional part of the total rupture distance that falls within each of the subregions, where
> s Ri = Rgyp. After preliminary regression analyses, the NGA-Sub GMM developers defined
three global attenuation regions: (1) JP, (2) CAM and SA, and (3) AK, CASC, NZ, and TW.
Taking into account the three subregions for JP and the two subregions each for CAM and SA
(Kishida et al., 2018; Bozorgnia et al., 2020), there are a total of 11 regional anelastic attenuation
coefficients. This subregional anelastic attenuation model is a generalized version of the cell-
specific attenuation model of Dawood and Rodriguez-Marek (2013) and Kuehn et al. (2019).

Because the regression coefficient g was found to be different for different geographic
regions and subregions, it was regionalized (see Section 4.2) according to the anelastic attenuation
term

([ Fy (O6.2c + O6.01(reg) Ry + O 42(reg) Ry + 06 .3(reg) Rs) 1P
+(1 — Fx)(0s1(reg) Ry + bs2(reg) Ra + 06 3(reg) R3)
fattn = & Fx(06.2c + O621(reg) Ry + Os 22(reg) Ra)
’ ' ’ CAM,SA
+(1 — Fx)(0s.1(reg) Ry + 6s2(reg) Rs)
L 06,2(T69)RRUP AK,CASC,NZ,TW

4.9)

where F'x = 1 is for backarc travel paths and O otherwise, and R; is the travel distance through
subregion ¢ for a given geographic region. The regression coefficient g ; represents the anelastic
attenuation coefficient for subregion :. An x before the subregion index indicates that the travel
path has crossed a volcanic arc from the forearc into the backarc. The coefficient 0 ;. is a regional-
ized constant that accounts for lower overall ground-motion amplitudes (an offset) when the travel
path crosses the volcanic arc from the forearc into the backarc.

In the regression, all six coefficients (0s 41,022, 06 23, 06,1, 06 2, 06 3) for all three geo-
graphic regions were estimated. Based on preliminary analyses that indicate that these regions
have the same anelastic attenuation in the forearc and backarc subregions, R = Rpryp and
R, = R3 = 0for AK, CASC, NZ, and TW. Therefore, the posterior distributions for the geographic
regions without different forearc and backarc subregions are defined by their prior distributions.
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4.1.7 Basin-Depth Term

The effect of the deep structure beneath the site is modeled by the depth (km) to the 1.0 km/sec or
2.5 km/sec shear-wave velocity horizons (i.e., basin depths) beneath the site, referred to as Z; o or
.5, respectively. These basin-depth parameters are not available for all geographic regions or for
all recording sites within a given region. For CASC sites, only Z, 5 is available. For NZ and TW
sites, only Z; ¢ is available. For JP sites, both 7 o and Z; 5 are available. For CAM and SA neither
depth is available.

The basin-depth term is given by the function
Joasin(Z) = 011 + 01201 7 (4.10)

where 7 is either Z o or Zy5, 0z = In Zops — In Zyef, Zops is the observed value of basin depth,
and Z,.; = f(Vss0) is the reference value of basin depth for a given geographic region and V3
value. Practically, the value of 6, is small; thus, when  In Z goes to zero the f,.s;, approaches a
small value. For CASC, the basin depth term in Equation (4.10) is only applied if the site for which
one wants to calculate median predictions is in a designated basin. We describe the application to
CASC in more detail in section 4.2.1. Z,..¢ is given by the function

eXp (11’1 V503£4—923 )
ezl)

1+ exp (—m VS§’Z°4_923>

In Zref = 921 + (ezQ — (41 1)

where 0,1, ..., 6,4 vary by geographic region for CASC, JP, NZ, and TW, respectively. Figure 4.4
shows scatterplots of Vg3g and Z; ¢lZ, 5 for the regions for which data is available, together with
the fitted models according to Equation (4.11).

For CASC, estimating all parameters of Equation 4.11 is not possible due to the very
limited number of stations with associated Vgs3y and Z5 5 values at hard rock sites in particular .
Hence, in this case the model is constrained to approach a value of Z,.; = 10 m for large values
of Vig39 (Vg39 > 2000 m/sec).

There is considerable scatter in the values of Z5 517, ¢ around the Z,.(Vss0) line. Hence,
in the application of the model it is not appropriate to just apply the Z,.; value if Z;51Z; is
unknown; the uncertainty of the predicted value should be considered. There are two ways to
do this: (1) the uncertainty in Z5 5177 ¢ can be modeled with a logic tree with a central branch
corresponding to Z,.¢(Vs30) and an upper/lower branch that takes into account the scatter seen in
Figure 4.4; or (2) larger aleatory variability can be used together with the default value Z,. ;(Vs3o).
Chapter 5 describes how the basin-depth model decreases the value of the aleatory within-event
variability ¢. For method (2), one would use the larger value of ¢.

4.1.8 Prior Distributions of Regression Coefficients

It would have been ideal to incorporate information from prior subduction GMMs (e.g., the mean
and standard errors of their regression coefficients) to set the prior distributions for the regression
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Figure 4.4: Scaling of 7 5 (for Cascadia and Japan) and 7, o (for New Zealand and Taiwan) with

Vss30, together with fitted models.

coefficients presented here; however, because most GMMs do not report the full distributions of
their coefficients, this information is not available. Furthermore, there is probably an overlap
between the dataset used to develop KBCG20 and those used in previous subduction GMMs,
running the risk of double-counting much of the data. As a result, prior distributions for the
regression coefficients were set as a mix of weakly informative and more strongly informative prior
distributions, with the stronger informative prior based on physical considerations and physics-
based simulation models. For those regression coefficients that were not well constrained by data,
it is important to set informative prior distributions for the results to be meaningful. For example,
this is especially true for the large-magnitude MSR coefficient 85, which is derived from only a
few earthquakes in the dataset. After research and preliminary regressions, the prior distributions

for the regression coefficients defined in the previous sections were set as follows:



0, 10)
0, 10)
0,5)
0,1)
0.1,0.05)
1,0.5) T(0,)
1,0.5) 7(0,)
0,0.2) T(0,0
0
0

totif ~ N
o1 siab ~ N
Osif ~ N
09 s1ap ~ N
O3 ~ N
Osif ~ N
O4,51ab ~ N
05 ~ N
toe,a ~ N
tee,B ~ N
po7 ~ N
O9if ~ N
09,s1ab ~ N
06 pc ~ N
Bjit ~ N
Bjuz ~ N
5Zpi ~ N
02 stab ~ N

if)
0,0.01) T(
0,0.01) T,
CB14,0.5)
0,0.1)
0,0.1)

0,1)
0.875,0.02)
0.201,0.005)
0,10)

0,10)

T(,0)
7(,0)

o~~~ o~ o~ o~ o~ o~ o~ o~ o~ o~ o~ o~ o~ o~~~

where T'(a, b) means that the prior normal distribution is truncated with a lower bound of a and an
upper bound of b. If one bound is empty, it is unconstrained. The coefficients iy, are the global
mean coefficients for the regionalized coefficients; see Table 4.2 and Section 4.2.

The prior distribution for fisxeq7 (the global mean of the linear site amplification coeffi-
cient) is centered on the values from Campbell and Bozorgnia (2014)’s model. Thus, it is assumed
that the linear site scaling is similar for shallow crustal and subduction regions.

The prior distribution for the large-magnitude MSR coefficient 05 is based on the simulation-
based models of Gregor et al. (2002) and Atkinson and Morrison (2009). The effective MSRs of
these two models at large magnitudes is shown in Figure 4.5. For comparison, we also plot the
slope estimated by Ghofrani and Atkinson (2014) for empirical data from large-magnitude events
in Japan; note that at long periods, the slope coefficient for their model is not statistically signif-
icant. To enforce magnitude saturation but not allow oversaturation to occur at short distances,
we constrain 05 to be positive and smaller than 0, ¢, for the small-magnitude MSR coefficients of
interface events, . The standard deviation of the prior distribution is set to 0.2, corresponding to
the range of MSRs across different periods.

We use the same prior distribution for the two small-magnitude MSR coefficients 6, ; and
04,510, although the regression leads to different values for these two coefficients, as discussed
previously. The prior distributions are taken from the physics-based simulations for slab events per
Ji and Archuleta (2018). We performed a simple regression on the simulation data and found the
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Figure 4.5: Large-magnitude MSRs for the GMMs of Gregor et al. (2002) (Gea02), Atkinson and
Macias (2009) (AM09), and Ghofrani and Atkinson (2014) (GA14).

estimated MSR to be similar to unity across all periods. Since the simulated data range is rather
limited, we used the regression results as guidance to impart a wider standard deviation on the
prior distribution coming from the regression. The GMMs of Gregor et al. (2002) and Atkinson
and Macias (2009) are valid for M > 7.5, so they cannot be used to determine the MSRs at small
magnitudes.

4.2 REGIONAL ADJUSTMENTS

We observed strong regional differences in ground-motion scaling for some of the scaling terms in
the GMM. As discussed previously, regional differences can be geographic (i.e., different for dif-
ferent subduction zones) or subregional (i.e., different for subregions within a geographic region).
We found strong regional differences in anelastic attenuation, presumably related to differences
in (), and in the linear site amplification (i.e., V30 scaling) and basin-depth terms, the latter two
presumably related to regional differences in shear-wave velocity profiles. We also found regional
differences in the overall level of ground-motion amplitudes modeled by allowing regional dif-
ferences in the constants in the GMM. Regional differences were incorporated in the model as
partially nonergodic adjustments. Partially nonergodic models are an improvement from fully er-
godic global models because they are one step closer to becoming source and site specific—the
“holy grail” of ground-motion modeling.

We model regional adjustments to the global regression coefficients using the hierarchi-
cal/multilevel approach of Gelman and Hill (2006). In this approach, we define a global level,
a regional level, and an event and record level and regression coefficients are different for each
level, albeit connected via higher levels. This hierarchical/multilevel approach is the same as a
regional random-effects model, where the global coefficients are the fixed effects and the regional
adjustments are the random effects, each having a global mean and standard deviation.

The regionalized regression coefficients adopted for our GMM are the constants ¢, ;5 and
01 s1ab- the linear site amplification coefficient 07, and the anelastic attenuation coefficients 6 1,
06,2, 06,3, 06,21, 06 2, and 0 3. For each geographic region and subregion, the regional coefficient
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Table 4.2: Description of Regional Model Coefficients

Coefficient Description Regions Global
parameters
015 Interface constant All Lot,ifs Vorif
01 stab Intraslab constant All 101, slab, Vo1, slab
Anelastic attenuation, arc-crossing
O6.21 subregion relative to arc 1 CAM, I, SA Has, A, V6,
Anelastic attenuation, arc-crossing
6,22 subregion relative to arc 2 CAM, JP, SA Has, A, Vo6,
Anelastic attenuation, arc-crossing
O6.03 subregion relative to arc 3 P Ho,4, P06,
anelastic attenuation, non arc-crossing
6.1 subregion relative to arc 1 CAM, I, SA Has, A, V6,
Anelastic attenuation, non arc-crossing
6.2 subregion relative to arc 2 All Hos,B, V6.5
Anelastic attenuation, non arc-crossing
O6.5 subregion relative to arc 3 P Hos,4, Vo5,
0 Linear site amplification (Vg3 scaling) All a6, Vot
011 Constant of basin depth scaling CASC,JP,NZ, TW -
012 Slope of basin depth scaling CASC,JP,NZ, TW —
are calculated by the functions
01f(reg) = porip + 601,4(reg)
61 slab(reg) = H61,slab + (591,slab(reg)
O7(reg) = o7 + 007(reg)
06,21(reg) = pos,a + 006 41(reg)
6 x2(reg) = pips.a + 006 22(req)
Os,z3(reg) = pos,a + 60s23(reg)
01(reg) = pos.a + 00s.1(req)
s 2(reg) = ppe.p + 06s2(reg)
Os,3(reg) = pos,B + 00s3(reg) 4.12)

where 19 is the global value of the regression coefficient before regionalization, and 66 is the
regional adjustment coefficient.

We model the distribution of the adjustment coefficients according to the multivariate nor-

mal distribution

51 ~ MVN(0,%5)

(4.13)

where (ﬁ = {0615, 061 siab, 007,006 1,006 2, 006 3, 006 41, 006 42, 006 43} 1s the vector of regional
adjustment coefficients with covariance matrix >r. The entries of the covariance matrix are
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Yrij = pijYiv;, where p;; is the correlation coefficient between the different regional coeffi-
cients ¢ and j, v; is the standard deviation of the ith regional coefficient and v); is the standard
deviation of the jth regional coefficient. The values of 1; and ¢; describe the range the regression
coefficient ¢;, and 6; can range across different geographic regions and subregions.

The list of regional coefficients, and which regions they apply to is given in Table 4.2. In
addition to the aforementioned coefficients, the coefficients for the basin depth scaling are also
regional (cf. Section 4.1.7). However, the basin-depth coefficients are not modeled as random
effects (and hence have no associated global mean and standard deviation), because due to missing
data they are only estimated on a subset of the within-event residuals. Furthermore, they are
estimated for only two regions (CASC, JP) for Z; 5 and two regions (NZ, TW) for Z; y, which
does not allow to reliably estimate a multilevel structure.

To calculate the median predicted value of ground motion for a geographic region or sub-
region, one needs to replace the global regression coefficients i91,i¢, o1 siab, Ko7, - - - 5 Hos, B With
their appropriate regional values. The global coefficients should be used if one wants to exclude
regional adjustments for a modeled geographic region or subregion or wants to apply the GMM
to a subduction zone that is not included in the geographic regionalization. For a new region, the
values of the regional adjustment coefficients are not known; therefore, additional epistemic uncer-
tainty needs to be taken into account. The uncertainty for each regional coefficient is described by
its regional standard deviation ). Chapter 6 describs how the total epistemic uncertainty associated
with median predictions can be can be calculated for a new region.

For each region, there are 6 regression coefficients to model subregional anelastic attenu-
ation: 0,1, 06,22, 06,423, 061, 062, and b5 3. For AK, CASC, NZ, and TW, only coefficient g 5 is
relevant for the median predictions, while for CAM, JP and SA all six coefficients are relevant.
Hence, there are seven regional coefficients 065 > to constrain corresponding global regression pa-
rameters (16,5 and 1ys ), similar to the constants for the linear site amplification terms. For the
other anelastic attenuation coefficients, there are only three regions to constrain the global coeffi-
cients, with very limited data in the case of CAM and SA. Hence, we set the global coefficients for
66,231, 06,12’ 96,%3’ 66’1, and 96,3 to be the same.

Equation 4.13 connects the regional adjustment coefficients from different geographic re-
gions and subregions through their global hyperparameters (mean and covariance). Thus, data
from one region can have an indirect effect on the coefficients of another region. The formulation
of regionalization with a random-effects model also has the effect that regions with sparse data
need a strong regional signal in the data to move their coefficients far from the global mean.

We statistically tested the effect of regionalizing most of the regression coefficients. The
results are shown in Figure 4.6. The regionalized coefficients that were tested are 01 ;¢, 01 siap,
02ir» 02, s1abs Onifs O siabs 06,21 U622, U623, 06,1, 062, 063, 07, O i, and Oy q4,. We also tested the
effect of using different prior distributions on the values of the standard deviations by using either
an exponential distribution or a Half-Cauchy probability density function (PDF) as a prior on the
regionalized standard deviations. The distributions are scaled differently for each coefficient, but
their parameters are calculated so that they have the same mean value.

Figure 4.6 shows that the standard deviations for the coefficients of the MSR and DSR
coefficients have their mode at zero, meaning that there is no evidence in the data for regional
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effects for these coefficients. For the coefficients of the geometrical attenuation term, the highest
posterior density does not include zero, which indicates that there is possible regional variation in
geometrical attenuation. However, we do not allow regional variability in geometrical spreading
because physically the geometrical spreading of a point source should not change between regions.
Furthermore, we do not think that possible differences in finite-fault effects can be resolved based
on the limited data we have with small distances.

Figure 4.6 also shows that the values of the regional standard deviations are larger when
a Half-Cauchy PDF is used as the prior distribution as compared to an exponential distribution;
because the Half-Cauchy PDF has wider tails than the exponential distribution, it allows larger
values. This has the effect of leading to larger regional deviations from the global mean parameters.
Since there is only a small number of regions that this applies to, we decided that it is better to
place a stronger prior on the values of the regional coefficient standard deviation and only allow
for regional deviations if there is strong evidence in the data. Therefore, we decided to use an
exponential distribution as the prior for the regionalized standard deviations. We explain how the
parameters for the exponential distributions are set in Section 4.2.2.

4.2.1 Regional Adjustments for Cascadia

Observed short-period ground-motion amplitudes for CASC intraslab earthquakes are low com-
pared to the global mean and to the other geographic regions. This has also been observed by
Atkinson (1997), Atkinson and Boore (2003), and Abrahamson et al. (2016, 2018). On the other
hand, the two largest events in the CASC region closer to the global mean exhibit larger event
terms compared to the smaller CASC events. This makes estimating a separate regional constant
term for CASC problematic.

Because of the relatively small magnitudes and small number of events that exhibit low
amplitudes, we decided to use only the two largest events from CASC to estimate a CASC-specific
constant term. We also calculated a separate regional constant for the smaller CASC events to cen-
ter their event terms. Centering allows these small-magnitude earthquakes to be used to estimate
CASC-specific anelastic attenuation, linear site amplification, and basin-amplification terms that
are assumed to be event-independent. The small-magnitude constant is not used in the multilevel
structure; therefore, it does not affect the between-event standard deviation nor the correlation with
other regional regression parameters. In other words, it does not affect the co-variance matrix > p
in Equation (4.13).

For CASC, basin margins for the Seattle, Tacoma, and Everett basins are available in digital
form (Ahdi et al., 2020); therefore, we know which stations are located in a basin. Figure 4.7 shows
the Z5 5 values for CASC against Vg3, which is color-coded to identify the different basins. We
took this information into account to derive the basin-depth term for CASC.

As seen in Figure 4.7, there is no correlation between Vg3p and Zs 5 for the Seattle basin
over a wide range of Vg3, values. Hence, for the Seattle basin, we estimated a constant amplifica-
tion, which is calculated as the mean of the within-event residuals for stations within the Seattle
basin. For the other basins, we estimated the dependence of basin amplification on § In 7, 5 as
described in Section 4.1.7 since they do not have enough stations to reliably estimate a separate
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Figure 4.6: Posterior distributions of the regional standard deviations for those coefficients that
were regionalized in the regression. Results for two different prior distributions are
shown, an exponential distribution and a Half-Cauchy PDF.

basin-amplification term. Since the other basins are not as deep as the Seattle basin, we limited
the amplification to be smaller than that for the Seattle basin. Therefore, the model for basin
amplification for CASC is given by the function

011,564 site in Seattle basin
foasin(Z) = < min(011 + 01201 2, 5, 011,524)  site in other basins (4.14)
0 site outside of basin

4.2.2 Prior Distributions

The use of Bayesian regression analysis required that we set parameters for the prior distributions
of the components of the multivariate normal distribution (mean and co-variance matrix) given by
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Figure 4.7: Z> 5 vs. Vg3 for Cascadia, with different basin highlighted. Non-basin sites are
shown in gray.

Equation (4.13). The co-variance matrix can be decomposed into standard deviations and correla-
tions using the function

Yp = diag_matrix(zﬁR) C diag_matrix(l/;R) (4.15)

where ¥r = {1if, V1.stabs V7, V6.4, Y64, Y., .4, V.5, .} are the standard deviations of
the regional adjustment coefficients [cf. Equation 4.12 and Table 4.2]. Recall that we model the

anelastic attenuation coefficients with only two standard deviations, one for 652 and one for the
other coefficients.

The matrix C;; = iRwJ is the correlation matrix that describes the correlation between the

iV
different regional adjustments; the term diag_matrix(¢'z) describes a diagonal matrix whose diag-
onal elements are the elements of ¢ . This formulation allows one to decouple the standard devia-
tions and correlations of the regional adjustment coefficients and place separate prior distributions
on each of them. For the correlation matrix C', we use an LKJ prior distribution (Lewandowski

et al., 2009) with a parameter value of 2.

For the standard deviations, we used a Half-Cauchy PDF as a prior distribution per Gelman
(2006). The Half-Cauchy PDF places a lot of mass at large values, which can lead to large values
of the standard deviation and, in turn, large regional effects; see Figure 4.6. This is particularly
important in our case since the number of regions is quite small from a statistical point of view.
Thus, as discussed previously, we use an exponential distribution as the prior for the regional
standard deviations 1z, which places a lot of mass at zero, allowing for deviations from the global
model only if the signal in the data is relatively strong. This distribution is given by the equation

Vi~ E() (4.16)

where ¢ is the index representing the region. The parameters A for the exponential distribution were
set in a way to discourage large values of the standard deviation ). This was done by assigning
a low probability that ¢/ can be larger than what we believe should be the maximum regional
adjustment effect. The maximum regional effect was estimated from the regional coefficients of the
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NGA-West2 GMMs (Abrahamson et al., 2014; Boore et al., 2014; Campbell and Bozorgnia, 2014;
Chiou and Youngs, 2014), which provide regional anelastic attenuation and/or site-amplification
(Vs30-scaling) coefficients for Japan, California, Taiwan, China, Turkey, and Italy.

Once the maximum effects for these regions were calculated, we were able to estimate the
parameter \ of the exponential distribution according to the equation

1 — CDF[E(\)](maxeffect) = 0.05 (4.17)

This approach makes the implicit assumption that the range of regional adjustments is similar
between crustal and subduction events; in the absence of other prior information, we believe is
a reasonable approach. After estimating the parameters of the exponential distributions, we fit
simple piece-wise linear functions to them so that their function with period varies smoothly. Not
all of the NGA-West2 GMMs have a regionally varying constant term, so we assume a possible
maximum effect for the regional constant at short periods of 0.3, which decreases at long periods
to 0.05.

The maximum regional effects from the NGA-West2 GMMs and inferred A\ values are
shown in Figures 4.8, 4.9, and 4.10 for the constant terms, linear site-amplification coefficients, and
anelastic attenuation coefficients, respectively. Lacking any specific information to the contrary,
we assume the same prior distribution for the standard deviations of these terms apply to both
interface and intraslab events.
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Figure 4.8: Regional prior on the standard deviations of the constant terms 6;: (left) maximum
effect; (right) parameter of the exponential distribution.

In the actual implementation of the maximum regional effects in Stan, the LKJ prior was
placed on the Cholesky decomposition matrix L of the correlation matrix C'. Then, the vector of
regional adjustment coefficients 0 R [ Equation (4.13)] was calculated from the equation

SR = (diag_matrix(¢z) L)Z (4.18)

where 2 = {21, 21 stabs - - - , 26,3} 1 a vector of independent random variables, each of which
has prior distribution, and is a standard normal distribution with mean 0 and standard deviation
1. This implementation is more efficient than a direct implementation of the multivariate normal
distribution and its co-variance matrix.
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Figure 4.9: Regional prior on the standard deviations of the anelastic attenuation coefficients
0s: (left) maximum effect; (right) parameter of the exponential distribution.
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Figure 4.10: Regional prior on the standard deviations of the linear site-amplification coeffi-
cients 67: (left) maximum effect; (right) parameter of the exponential distribution.

The parameters for the anelastic attenuation coefficients, zg ;1, . .
by the function

., 26,3, were constrained

—96,B
Ye,B
This ensures that the final attenuation coefficient, 05,1 = ft6r + 266, 1S negative. The other

attenuation coefficients are constrained in the same way, with the appropriate means and standard
deviations (1tg6, 8, Vo6, B fOr 26 2, and 1196 4, s p for the other attenuation coefficients).

(4.19)

26,x1 <

4.3 REGRESSION COEFFICIENTS

4.3.1 Smoothing

To ensure a smooth predicted response spectrum, the coefficients of the model are slightly smoothed.
We smoothed the mean coefficients (the mean of the 800 posterior samples for each coefficient)
using a Gaussian process (GP) regression (Rasmussen and Williams, 2006). This model assumes
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that the coefficients should be a smooth function of x = InT" (logarithmic period); the (mean) coef-
ficients estimated by regression are noisy observations of this function. Since the exact functional
form is unknown, we place a GP prior on it; in Bayesian non-parametrics (Hjort et al., 2010), a GP
is a prior over functions. Thus, the model becomes

0=f(z)+e (4.20)

e~ N(0,0) (4.21)

f~GP(p, k(z,2")) (4.22)
N2

k(z,2") = n*exp (—%Q) (4.23)

Here, o describes the variation of the coefficient around the smoothed function, 7 describes the
overall variability of the coefficient theta across periods, and p is a length-scale that describes how
how close similar points in In 7" should be. We use a squared exponential co-variance function
because it leads to very smooth functions. The mean function of the GP, p, is a constant and
is given by the mean of # across all periods. For details on GP regression, see Rasmussen and
Williams (2006).

We smoothed all coefficients 6 ;¢, . . ., 0 qa (global and regional values), as well as 7 and
¢. The regional standard deviations ) were not smoothed since they do not affect the predicted
median spectrum. Likewise, the parameters of the correlation matrix for the regional coefficients
were not smoothed.

In an initial smoothing run, we estimated 7, p, and o for each coefficient. We found that
the estimated length-scales p vary between 1 and 2. Based on the initial regression, we fixed the
length-scales to p = 2 for all coefficients (and 7 and ¢) except for the linear site-scaling coefficients
07 (global value g7 and regional 67 values).

The smoothing was applied to the mean of the posterior distribution for each coefficient.
Thus, we re-centered the posterior distribution of each coefficient by subtracting the mean and
adding the smoothed value. Not only does this retain the range of the posterior distribution, but it
also retains the correlation between the posterior distributions of different coefficients.

4.3.2 Results

The global regression coefficients are shown as a function of period in Figures 4.11 to 4.16. Shown
are the (unsmoothed) mean of the posterior distributions, the smoothed coefficient values, and the
5% and 95% percentiles of the re-centered posterior distributions.

The correlation among the coefficients is shown in Figure 4.17 for PGA (1" = 0) and
T = 0.2, 1.0, and 3.0 sec. The correlations are estimated from the samples from the posterior
distributions. These correlations are found to be quite stable across periods.
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Figure 4.11: Estimated global regression constant coefficient for interface events (black) and
intraslab events (blue) as a function of period. Shown are the mean of the posterior
distribution (dashed line), the smoothed coefficients (solid line), and the 5% and
95% percentiles of the posterior distribution (vertical lines).
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Figure 4.12: Estimated global regression geometrical spreading coefficient for interface events
(black) and intraslab events (blue) as a function of period (left), and global regres-
sion coefficient modeling the magnitude dependency of the geometrical spreading
(right), applicable to both event types. Shown are the mean of the posterior dis-
tribution (dashed line), the smoothed coefficients (solid line), and the 5% and 95%
percentiles of the posterior distribution (vertical lines).
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Figure 4.13: Estimated global magnitude scaling regression coefficients for interface events
(black) and intraslab events (blue) as a function of period. Left: magnitude slope be-
low the break point; Right: magnitude slope above the break point. Shown are the
mean of the posterior distribution (dashed line), the smoothed coefficients (solid
line), and the 5% and 95% percentiles of the posterior distribution (vertical lines).
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Figure 4.14: Estimated global regression coefficients for the anelastic attenuation model as a

function of period. Shown are the mean of the posterior distribution (dashed line),

the smoothed coefficients (solid line), and the 5% and 95% percentiles of the pos-
terior distribution (vertical lines).
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Figure 4.15: Estimated global Vg3p-scaling regression coefficients as a function of period.
Shown are the mean of the posterior distribution (dashed line), the smoothed co-
efficients (solid line), and the 5% and 95% percentiles of the posterior distribution
(vertical lines).
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Figure 4.16: Estimated global 7 -scaling regression coefficients for interface events (black)
and intraslab events (blue) as a function of period. Shown are the mean of the
posterior distribution (dashed line), the smoothed coefficients (solid line), and the
5% and 95% percentiles of the posterior distribution (vertical lines).

38



T=0.2s

Honif| Hen it
Ho1 slab| Ho1 slab|
Y] b2y,
025130, 025130,
03 03
Oa it Oa it
04 s1ab| O siab)
05 05
He6a He6a
He6.b| Heob|
o Hor
Ooif byt
09 siab) 69 s1ab
06 x O xc
Hovit Horsia 02 O2stab O3 Ouie Oasab 05 pooa Hooh  per Ooir Oosiab Osxe Hovit Horsiab 02 Orstab O3 Ouie Oasiab 05 pooa Hooh por Ooir Oosiab Osxe
T=1s T=3s
He i Hn i
Hol slab Hol slab
4] b2
02512 62512
03 03
Ou | Ou it
O stab, Oa siab)
5 5
Ho6.a Heoa
Ho6 | Haop,
Ha Hor
By it bo it
9512 912
O6xc O xc

Hovt Horsiab 02f Grsiab 03 Oair Ossia 05 Hooa Heeh Moz Ooir G9siab Ooxe Hovit Horstab 02f Grsiab 03 Oaie Oasiab 05 Hosa Heoh Moz 09i G9siab Ooxe

-1.0 -0.5 0 0.5 1.0
Figure 4.17: Empirical correlations among the global regression coefficients for PGA (7' = 0)
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4.3.3 Regional Adjustments

The regional regression adjustment coefficients for the interface and intraslab constant, and linear
site-amplification terms are shown in Figure 4.18. At short periods, the regional differences can
be quite large. The differences at long periods are mainly due to differences in the linear site-
amplification (Vs3p-scaling) terms. The regional regression adjustment coefficients for the anelastic
attenuation terms are shown in Figure 4.19. For most of the regions, only 06 > is used, in which
case the other anelastic adjustment coefficients are close to zero.

The standard deviations 1) of the regional adjustment coefficients are shown in Figure 4.20.
Similar to the mean regional adjustment coefficients, their standard deviations are relatively large
at short periods and decrease at long periods, with the exception of the linear site-amplification
adjustment coefficient. If one wants to apply the model to a new region, its regional adjustment
coefficients will not be known. In this case, the regionalized coefficients can be set to their mean
global values, and their epistemic uncertainty can be set to to the corresponding values of 1. We
elaborate on this in Chapter 6.

As defined in Equation (4.13), the regional adjustment coefficients are distributed accord-
ing to a multivariate normal distribution whose covariance matrices are partitioned into matrices
of standard deviations and correlation coefficients; see Equation (4.15). The correlation matrices
of the regional coefficients are shown in Figure 4.21 for PGA (T' = 0) and 7" = 0.2, 1.0, and 3.0
sec.

4.3.4 Basin-Depth Coefficients

The coefficients for the basin-depth term (Section 4.1.7) are shown in Figure 4.22. The left part of
Figure 4.22 shows the intercept 6,1, while the right part shows the slope with ¢ In Z, 6;,. For events
at short periods, the intercept is not zero in most cases, indicating a small offset in the residuals of
stations for which 75 5 /7  is available; however, because this offset is small, it does not strongly
affect the median predictions. The basin-depth coefficients are already rather smooth; therefore,
we do not think that there is a need to apply a smoothing operator.
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Figure 4.18: Regional regression adjustment coefficients for the interface and intraslab con-
stants, and the linear site-amplification coefficient. Shown are the means of the
posterior distributions (solid line), the smoothed coefficients (dashed line), and the
5% and 95% percentiles of the posterior distribution (vertical lines).

41



— 0.006 : -
[ ISR RAL ] A
0004p 1 Iy, 0.004 ' ]
$
0.002} | IS JuRNIEy 0.002 L
% 0.000[==== et S S SIS ] £ 0000 . RRRIRE
D —— — P
S "~~.4‘ S A
—-0.002} i ! ] -0.002 _‘-—"‘\-< =g ]
~0.004] "~ (EI ] ~0.004 ' ]
~0.006L.. . t ] ~0.0066. ... I ‘ ]
001 0.10 1 10 001 0.10 1 10
T (s) T (s)
T A1 0.003 T :
0.006 [ T, ] . 1 1
it T 0.002 SRS ti ° 1
0.004] I . ] Akl <y
0,002t A - 1 0.001 7 [Sye=e= SEPER 1
o dLULNTE S o e S T A . i
© 0.000f i ] X 0.000 2 = 3
% _"“*‘“I——v—-r-r-f'r"' g ol ‘% = <=f TR e
00020 SR ] ~0.001 h 2 “
—0.004F . tloe s ‘:; ] LS
0.00 : 1 s L | : :t H —0.002 ) ol ]
—0006f ¢ e . Ll e ] |
| L] ~0.003E .. | ]
001 0.10 1 10 001 0.10 1 10
T (s) T (s)
N LY [ % [
0.004 I 1 0004t ! ! B 1
0.002} { I $ 1 0.002 1
) LaH L
5 0000 - 85 g 0.000] === » ¥
S ~ = = > e
S )
~0.002} 1 ~0.002 % 1
~0.004] ! 1 ~0.004 t 1
‘ 11 ‘ ‘ ~0.006L .. LU ‘ ]
001 0.10 1 10 001 0.10 1 10
T (s) T (s)

Figure 4.19: Regional regression adjustment coefficients for the anelastic attenuation coef-
ficients. Shown are the means of the posterior distributions (solid line), the
smoothed adjustment coefficients (dashed line), and the 5% and 95% percentiles
of the posterior distributions.

42



050, e et 1 0.6f el 1
0.4f . 1 05, ., .7 . 1
i ML s 4f Il N ]
f‘_:: 03f _____________ el \\‘ q -‘——% 0 E /,” \\\\ .
> [ \ = L~==—"""" \
[ . I 03F s \ y
= 02l 5 ] > L N
[ | Il NI \\\ IS 020, . ¢ <N ]
fe . \ . . | F AR .
O‘l; \\-~ I J 0.1F . \\ ] ]
00b e o Tteie e TITEA 00E e o teie STEIEA
0.01 0.10 1 10 0.01 0.10 1 10
T (s) T (s)
s 0.0040 :
00020} Sl ] 00035) Lot e ]
AR 0.0030 ' ]
00015[, * s .. ! ] TN
. P 0.0025F, __locmmmbmr . | 1
< N < 00020
> 000107_ _ ’,z’ \“ ] = V- ’. INBYC .« o ... \\\ . i
______________ - IRy . . * . N
[ ' | 0.0015¢ IR 1
00005f + + 0 w.t N or o A 00010} TN
N ”/‘ \\~-~ ALY
Ul 0.0005F LT
0.0000 ‘ ‘ ‘ te.f ‘ ‘ ‘ st
0.01 0.10 1 10 0.01 0.10 1 10
T (s) T (s)
04 ! ]
03f ST BN RETHY
N [o . * ,' \\__
S H .
[ . o« /. -—=s *
0.2+ o F R \\__\
"""""""" ~ . 7 . \
~ 7 N \
L \\\ ,I.' . o . s \
0'1;' . . \v’, * ]
0.01 0.10 1 10

T (s)

Figure 4.20: Standard deviations v of regional adjustment coefficients. Shown are the means
of the posterior distributions (dashed line), and the 5% and 95% percentiles of the
posterior distributions.
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Figure 4.21: Correlation coefficients between the regional adjustment coefficients.
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Figure 4.22: Coefficients 6, (intercept) and 0,- (slope) for the basin-depth scaling against period
T. Note that for Cascadia (CASC) and Japan (JP), the scaling is with 7 5, while for
New Zealand (NZ) and Taiwan (Tw) the scaling is with 7 ;.
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5 Aleatory Variability

5.1 BASE MODEL

The statistical model of the GMM was presented in Equation( 3.1). It includes a function for
the median prediction (explained in detail in Chapter 4), an event term ) B., and a between-event
residual 6W,.,. The event terms are modeled by a normal distribution with mean zero and stan-
dard deviation 7. Usually, the within-event residuals are assumed to have a normal distribution
with mean zero and standard deviation ¢; however, as described in Section 3.1, Bayesian robust
regression was used to minimize the effect of potential outliers on the mean regression estimates
and aleatory variability. This means that there was a likelihood that that the model would adopt a t-
distribution, which has wider tails than the normal distribution, making it less sensitive to outliers.
In this case, the statistical model is given by the equations

M:fbase(g;f)+5Be (51)
5B, ~ N(0,7) (5.2)
InY ~ Sp(u, ¢, v) (5.3)

Equations (5.1) to (5.3) are interpreted as follows:

e The median y is calculated as the base median function [Equation 4.1] plus the event term
0B..

e The event term is distributed according to a normal distribution with mean zero and standard
deviation 7.

e The observation In Y is distributed according to a t-distribution with location parameter g,
scale parameter ¢, and degrees-of-freedom v.

The regression analysis estimated different values of v for the seven different database
regions, as data from different regions have different qualities and quantities of recordings. The
prior distribution for v is the Gamma distribution

v~ G(2,0.1) (5.4)

where the parameters of the Gamma distribution are set based on Judrez and Steel (2010). This
distribution is capable of assigning a broad range of possible values to v.
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The value of v is only estimated for PGA. For the other periods, v was fixed to the mean
of the posterior value estimated for PGA. In this way, possible strong basin effects at long periods
do not show up as outliers and affect the estimate of v.

Also estimated during the regression were 7 and ¢. The prior distributions for these re-
gression parameters are defined as the Half-Cauchy PDFs (Gelman, 2006)

7~ HC(0,0.5) (5.5)
¢ ~ HC(0,0.5) (5.6)

Preliminary analyses showed that the posterior distributions of 7 and ¢ were not strongly sensitive
to the choice of the prior distribution.

Equations (5.2) and (5.3) partition the residual variance into a between-event part (72) and
a within-event part (¢?). The role of the t-distribution is to diminish the effect of outliers (due to
data quality and quantity) on the value of ¢, however, in a forward application of the model, there
are no outliers. Hence, the total variance for a forward application of the model can be calculated
as follows:

o =712+ ¢ (5.7)
assuming that the ground-motion distribution follows a normal distribution.

The NGA-West2 GMMs suggested a possible magnitude dependence of 7, thus warranting
further investigation. This potential magnitude dependence in the regression was modeled with the
logistic function

exp [(M — my) /0]
1+ exp[(M —my)/d]
This function reaches 7, at small magnitudes and 7, at large magnitudes, with a smooth transition

in between. The estimated values of 77 and 7, were found to be similar with overlapping posterior
distributions; therefore, a magnitude dependence of 7 was not included in the model.

(5.8)

T=71+4 (10 —71)

It was found that because the standard deviations of the event terms between interface
and intraslab events were similar, a difference in 7 between these two types of events was not
accounted for. One problem when estimating different 7 values for different groups (e.g., intraslab
versus interface or different regions) is that the number of events is quite small. Therefore, the
same value of 7 was adopted for all events regardless of the region.

Frankel et al. (2018) found a larger within-event variability at short rupture distances in
their physics-based simulation of ground motions from a M9.0 Cascadia megathrust earthquake.
Since the number of recordings at short distances in our dataset is small (Figure 2.4), we do not see
this effect in our results. Furthermore, the effect seen in the simulations is probably because the
distances to the subevents (asperities on the rupture surface) are more important than the distances
to the rupture surface at short distances, which increases the variability at short distances because
the asperities are spread out along the rupture length. This implies that this effect does not apply to
the smaller-magnitude events included in our analysis. This effect was not included in our model
because there is not enough empirical data at short distances to constrain it, nor enough simulations
to constrain its magnitude dependence.
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5.2 REGIONAL ADJUSTMENTS

KBCG20 was developed under the assumption that aleatory variability is the same for all regions.
Due to the very different number of events and recordings in the different regions (Table 2.2),
this is a reasonable assumption as it would be difficult to get a good estimate of variability for
regions such as CASC or CAM where data is sparse. The regionalization of the parameter v of the
t-distribution, used for the Bayesian robust regression [Equation (5.3)] takes care of some regional
differences in the variability.

Additional regional adjustments to aleatory variability (in particular, adjustments to ¢)
were accounted for by regionalizing the basin-depth terms involving Z; ; and Z 5. Including these
terms leads to a decrease in the value of ¢, which is regionally dependent. The regionalization
of aleatory variability also depends on the parameter that is regionalized. Since basin depths are
not available for all regions (see Section 4.1.7), a basin-depth term using Z, 5 was developed for
CASC and JP, while a basin-depth term using Z; o was developed for TW and NZ, which can lead
to different within-event standard deviations.

5.3 STANDARD DEVIATIONS

Figure 5.1 shows the estimated values of the between-event standard deviations 7 and the within-
event standard deviations ¢, as well as the total standard deviation o = /72 + ¢2. The standard
deviations were smoothed as a function of period, applying the same method as that used for the
mean regression coefficients. The uncertainty associated with 7 was found to be significantly larger
than that of ¢ because it is estimated from fewer data.

Figure 5.2 shows the ratio of the standard deviation of within-event residuals before and
after the basin-depth scaling is applied.
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Figure 5.1: Aleatory standard deviations as a function of period for (top left) between-event
terms (7) and (top right) within-event residuals (¢), and total standard deviation
o (bottom). Shown are mean values of the posterior distributions (dashed lines),
smoothed mean values (solid lines), and 5% and 95% percentiles of the posterior
distributions (vertical lines).
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Figure 5.2: Ratio of standard deviations ¢ of within residuals after applying the basin depth
scaling for those regions for which basin-depth terms are available.
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6 Epistemic Uncertainty Model

Since the regression parameters of the KBCG20 GMM were estimated from a dataset limited in the
ranges of related predictor variables, these regression parameters are subject to uncertainty, which
translates into epistemic uncertainty in the median predictions. One example of such uncertainty is
given in Al-Atik and Youngs (2014), which provides a model for the epistemic standard deviations
associated with median predictions from the NGA-West2 GMMs. Using the same methodology,
Lanzano et al. (2019) provided standard deviations of the epistemic uncertainty within different
magnitude-distance combinations for their GMM, which was developed for shallow crustal earth-
quakes in Italy.

The Bayesian approach is particularly well suited for calculating epistemic uncertainty,
since the outcome is not just a point estimate of the regression parameters but their entire posterior
distributions. In our case, the posterior distributions of each regression parameter consists of 800
samples drawn using the MCMC methodology. Hence, there are 800 sets of regression parameters
0 comprising all of the coefficients, standard deviations, event terms, correlations, etc. For each
set of coefficients, one can calculate median predictions for a particular scenario, resulting in 800
values of the median prediction of a given ground-motion parameter. These 800 median predictions
provide an estimate of the epistemic uncertainty distribution associated with the scenario. One can
calculate the mean, standard deviation, and fractiles of the median prediction of ground motion
using this epistemic distribution.

There are different ways one can use the posterior distribution in PSHA calculations. The
most comprehensive way is to use all 800 samples (or a large subset of them) to calculate the
hazard using a logic tree. This would correspond to a logic tree with 800 branches for the GMM.
This approach was applied by Abrahamson et al. (2019) who used 100 samples from an epis-
temic uncertainty distribution of regression coefficients to calculate non-ergodic seismic hazard in
California. The advantage of this approach is that it does not discard any information or make
any approximations. In particular, it retains the correlation between the median predictions over
multiple scenarios; however, running hazard calculations for 800 combinations of coefficients is
computationally demanding.

Figure 6.1(a) shows a histogram of the median predictions for one scenario for Japan cal-
culated using the 800 sets of coefficients. The 800 different models span a range of median pre-
dictions, concentrated around the prediction calculated with the mean coefficients. Figure 6.1(b)
shows an approximation to the density of the median distributions for all regions, calculated as a
smooth kernel histogram. One can clearly see that there are regional differences in the location
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and range between the different distributions — median predictions are on average larger for Japan
and South America, while the range of epistemic uncertainty is higher for regions with less data
(e.g., Cascadia, Central America, and Mexico).
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Figure 6.1: Left: Histogram of 800 calculated median predictions for Japan, for M = 6, Rpyp =
100 km, Vg39 = 400, Zror = 10 km, F's = 0 and F'x = 0. The vertical line is the
median prediction using the mean coefficients. Right: Smoothed kernel density of
800 median predictions for all regions.

A way to reduce the computational burden of a large number of samples is to approximate
the distribution associated with epistemic uncertainty in the median predictions. If one makes the
assumption that the median prediction of a ground-motion parameter for each scenario is Gaus-
sian (Normal), then its mean and standard deviation is sufficient to fully specify the distribution;
this is the approach used by Lanzano et al. (2019). One can then use this distribution to scale a
backbone GMM using a reasonably small number of estimated fractiles (Atkinson et al., 2014;
Garcia-Fernandez et al., 2019) or the polynomial chaos method to perform PSHA (Lacour and
Abrahamson, 2019). We provide an R-function that calculates median predictions for the 800
sets of coefficients, and provides summary statistics such as median, standard deviation and some
fractiles at https://github.com/nikuehn/KBCG20.

Figure 6.2 shows the scaling of median PSA with magnitude for Japan (interface events)
and the associated epistemic uncertainty. The solid line shows the prediction using the mean
coefficients, while the light blue lines show 10 individual samples (each line is calculated using one
set of coefficients out of the 800 in the posterior distribution). The dashed lines represent a scaled
backbone model calculated from the 5% and 95% of the distribution of the 800 median predictions
at different magnitude values. Figure 6.2 shows that the individual samples behave differently than
a simple scaled backbone; they have different slopes with magnitude. This behavior is lost in a
backbone model.

We emphasize the importance of including epistemic uncertainty in the application of our
GMM. This is because it was developed as a partially nonergodic model, meaning that some of
the aleatory variability is traded-off with epistemic uncertainty compared to an ergodic model,
1.e., we get less aleatory variability at the expense of more epistemic uncertainty compared to
a fully ergodic model. This reduction must be offset by increased epistemic uncertainty. This
is especially important for regionalized coefficients estimated from limited data. For example,
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Figure 6.2: Scaling of PSA (7' = 0.01sec) against magnitude for 10 individual samples from the
posterior distribution (light blue), mean coefficients (blue), and 5% and 95% quan-
tiles of all 800 sets of coefficients (dashed). Predictions are made for Rryp = 100
km, Z7ror = 10 km, Vg39 = 400 km, and Fs = 0O (interface).

regions with a relatively small number of events and recordings, such as CASC or CAM, will have
larger epistemic uncertainty in the median predictions than regions with a much larger dataset, such
as JP and TW. As demonstrated in Abrahamson et al. (2019), this uncertainty must be included in
hazard calculations, otherwise the estimated hazard will be underestimated.

Figures 6.3 and 6.4 show the epistemic standard deviations (¢,,) associated with the median
predictions of PSA for a few scenarios, for interface and intraslab events. As one can see, the value
of 1, depends strongly on the region. Regions with a smaller number of events and recordings
have larger uncertainty. This uncertainty also increases at the extremes of the data (e.g., large
magnitudes and large distances), where the data are sparse. For Cascadia, one can see that the
epistemic uncertainty associated with median predictions is higher for interface than for intraslab
events. This is because there are no interface events in Cascadia, so the regional constant is not
well constrained, while there is some intraslab data to estimate the intraslab constant. For longer
periods, regional differences become less pronounced, i.e., the uncertainty decreases.

The black line in Figure 6.3 represents the uncertainty that should be associated when the
model is applied to a new subduction region, i.e., one that is not covered by the seven regions used
for KBCG20. In this case, one has to account for the regional differences in the constant, Vgs3,-
scaling, and anelastic attenuation. For a new region, the regional adjustments are unknown, so each
regional adjustment coefficient 66 should be assumed to have mean zero, and standard deviation
1y (or, equivalently, the regional coefficient # should have global mean 1y and standard deviation
1), as elaborated below. As described in Section 4.2, the regional coefficients are modeled as
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Figure 6.3: Standard deviations ¢, of the epistemic uncertainty associated with median predic-
tions of ground motion, for interface events: (upper left) PGA versus magnitude M,
(upper right) PGA versus distance Ry p, (bottom left) PGA versus Vg3, and (bottom
right) PSA versus period 7. The values of the predictor variables used to calculate
the median ground motions are M = 6, Rryp = 100 km, Vg3g = 400, Z7or = 50 km,
Fs =1and Fx = 0. The black line represents uncertainty in global parameters plus
regional uncertainty.

correlated. Hence, the distribution describing the epistemic uncertainty of the regional adjustment
coefficients for a new region is a multivariate normal distribution

3R ~ MVN(0,%p) ©.1)

To illustrate the effect of the regionalization on the epistemic uncertainty, Table 6.1 com-
pares the aleatory standard deviations (¢ and 7) and the epistemic uncertainty associated with
median predictions (¢,,) for the different regions and a separate ergodic model. The ergodic model
uses the same functional form and Bayesian regression methodology as KBCG?20, but none of the
coefficients is regionalized. For the ergodic model, the coefficients are determined by all records in
the dataset, which leads to a very small value of the epistemic uncertainty. However, this is offset
by larger values for 7 and ¢. The total variability, which combines the aleatory variability and
epistemic uncertainty and describes the full range of possible ground motions, can be calculated
as Oiotal = /T2 + ¢* + wﬁ. The total variability of the KBCG20 model, applied to a new region,
is very close to the total variability of the ergodic model, but a larger part of the total variabil-
ity is epistemic uncertainty for the KBCG20 model. This is an example of the trade-off between
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Figure 6.4: Standard deviations ¢, of the epistemic uncertainty associated with median predic-
tions of ground motion, for intraslab events: (upper left) PGA versus magnitude M,
(upper right) PGA versus distance Ry p, (bottom left) PGA versus Vg3, and (bottom
right) PSA versus period 7. The values of the predictor variables used to calculate
the median ground motions are M = 6, Rryp = 100 km, Vg3g = 400, Z7or = 10 km,
Fs = 0and Fx = 0. The black line represents uncertainty in global parameters plus
regional uncertainty.

epistemic uncertainty and aleatory variability; the value of the aleatory variability is reduced, but
there is a penalty because we are more uncertain about the median predictions. For regions with
some amount of data, this trade-off is beneficiary, as the value of 0. 1s reduced compared to the
ergodic model.

6.1 CALCULATION OF EPISTEMIC UNCERTAINTY

To calculate the epistemic uncertainty associated with an earthquake-site scenario Z, and a given
region, we calculate a prediction for each of the 800 sets of coefficients:

t = foase(O: 7)) (6.2)

where k indexes the samples from the posterior distribution. We then loop over the 800 samples,
which results in 800 values of median predictions from which we can calculate statistics such as
the standard deviation or some fractiles.
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Table 6.1: Aleatory variability (7 and ¢) and epistemic uncertainty (v/,,) for the different regional
models, and an ergodic (not regionalized) model. The epistemic uncertainty o,,, is
calculated for M = 7, Rryp = 100 km, Vg9 = 400, Zror = 10 km, and Fs = 0
(interface) for PGA.

Region o) T P, O total

Alaska 0.5958 0.4887 0.1613 0.7873
Cascadia 0.5958 0.4887 0.3699 0.8548
CentralAmerica & Mexico 0.5958 0.4887 0.2205 0.8015
Japan 0.5958 0.4887 0.1351 0.7823
New Zealand 0.5958 0.4887 0.2169 0.8005
South America 0.5958 0.4887 0.1254 0.7807
Taiwan 0.5958 0.4887 0.2034 0.797

Global 0.5958 0.4887 0.3625 0.8516
Ergodic 0.6265 0.5966 0.0155 0.8652

For a new region, we need to add epistemic uncertainty according to Equation (6.1). In this

case, for each iteration £ we sample a vector of regional adjustment coefficients 5% from its joint
distribution. Then, we add the adjustment coefficient to the global value; the following shows the
interface constant as an example:

el,if;newregion;k = Ho1,if;k + 601,if;sampled (63)
where 001 ;g sampiea 1S part of the sampled ¢ 12.

To sample a new vector (ﬁ, we need the co-variance matrix >, which is calculated as

Yp= diag_matrix(@; rk) Chk diag_matrix(@/j RE) (6.4)

where ¥p . = {15k V1,stabik, U1k V6,910 V6.g15k0 V6,915 V6,g1:k> V6,g2:k, Vo 915k } 18 the kth sam-
ple from the posterior distribution of the standard deviations of the regional adjustment coeffi-
cients [cf. Equation 4.12; Table 4.2]. C} is the kth sample of the regional correlation matrix. In
the regression, we do not estimate the components of the correlation matrix C' but its Cholesky
decomposition L. Hence, we calculate CY; as

Cv=L]L (6.5)

Calculating the distribution of median predictions in this way takes into account epistemic
uncertainty in the regional standard deviations ¥ and the correlation matrix C. In practice, we
find that this has only a minor effect on the overall epistemic uncertainty for a new region.

We have sampled 800 values of regional adjustment coefficients for a new region according
to the methodology outlined in the previous paragraphs; see electronic appendix.
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7 MODEL EVALUATION

7.1 RESIDUAL ANALYSES

Event terms (between-event residuals, 0 B.) for interface and intraslab events are plotted versus
magnitude in Figure 7.1 and versus depth to top of rupture in Figure 7.2 for PGA (7" = 0) and
PSA at 7' = 0.2, 1.0 and 3.0 sec. Global subduction regions are identified by different colors. In
general, both the interface and intraslab event terms appear to be relatively unbiased.

Within-event residuals (0W,,) are plotted versus rupture distance for all regions in Fig-
ure 7.3. Each region is plotted separately in Figures 7.4 to 7.10. Note: when reviewing these
plots, remember that a Bayesian robust regression analysis was used, assuming a t-distribution for
the residuals, which minimized the influence of outliers on the regression results. The apparent
outliers on these plots do not have the same impact as they would in a more typical least-squares
regression. Similar plots for site-amplification terms (Vg3p-scaling) and basin-depth terms (£
and Zs 5 scaling) can be found at ht tps://github.com/nikuehn/KBCG20/.
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Figure 7.1: Plot of event terms versus magnitude M for PGA (7' = 0) and PSA at 7' = 0.2, 1.0 and
3.0 sec: (left) interface events; (right) intraslab events.
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Figure 7.2: Plot of event terms versus depth to top of rupture Zror for PGA (7' = 0) and PSA at
T = 0.2, 1.0 and 3.0 sec: (left) interface events; (right) intraslab events.
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Figure 7.3: Plot of within-event residuals versus rupture distance Rryp for PGA (I = 0) and
PSA at T = 0.2, 1.0, and 3.0 sec for the Global model.
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Figure 7.4: Plot of within-event residuals versus rupture distance Rryp for PGA (I" = 0) and
PSA at 7' = 0.2, 1.0, and 3.0 sec for Alaska (AK).
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Figure 7.5: Plot of within-event residuals versus rupture distance Rryp for PGA (I = 0) and
PSA at 7' = 0.2, 1.0, and 3.0 sec for Cascadia (CASC).
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Figure 7.6: Plot of within-event residuals versus rupture distance Rryp for PGA (1" = 0) and
PSA at 7' = 0.2, 1.0, and 3.0 sec for Central America and Mexico (CAM).
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Figure 7.7: Plot of within-event residuals versus rupture distance Rryp for PGA (I = 0) and
PSA at 7' = 0.2, 1.0, and 3.0 sec for Japan (JP).
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Figure 7.8: Plot of within-event residuals versus rupture distance Rryp for PGA (IT" = 0) and
PSA at 7' = 0.2, 1.0 and 3.0 sec for New Zealand (NZ).
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Figure 7.9: Plot of within-event residuals versus rupture distance Rz p for for PGA (7' = 0) and
PSA at 7' = 0.2, 1.0, and 3.0 sec for South America (SA).
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Figure 7.10: Plot of within-event residuals versus rupture distance Rryp for PGA (1" = 0) and
PSA at 7 = 0.2, 1.0, and 3.0 sec for Taiwan (TW).
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7.2 MODEL PREDICTIONS

This section presents plots of median predicted values from KBCG?20 for representative scenarios
with a focus on the different features and parameterization of our GMM. All of the plots are for
the forearc region since this region exists in all of the subduction zones. In the selection of these
scenarios, no attempt was made to cover the broad applicable range of the model; additional plots,
if desired, are left to the user. Scenario plots are presented for the following cases:

Attenuation

e Response spectra

Magnitude

Source depth

Basin amplification (CASC, JP, TW, NZ)

Site amplification

For both attenuation and response spectra, plots are presented for V3o values of 760 m/sec
and a 400 m/sec. The larger value is representative of the common reference-site condition corre-
sponding to NEHRP B/C boundary. The smaller value is representative of soft rock-site conditions.

Plots are presented for 12 forearc areas (not to be confused with the specific geographic
regions and sub-regions discussed previously), which account for differences in estimated interface
(M3p,;f) and intraslab (Mp ) breakpoint magnitudes as follows:

e Global Mp ;s = 7.9, Mp ga = 7.6)

o Alaska (Mp ;s = 8.6, Mp g0y = 7.2)

e Alaska: Aleutians (Mp ;; = 8.0, Mp qa = 8.0)

e Cascadia (Mp;f = 8.0, Mp gap = 7.2)

e Northern Central America and Mexico (Mp ;5 = 7.4, Mp 505 = 7.4)
e Southern Central America (Mp ;5 = 7.5, Mp g0y = 7.6)
e Japan: Pacific Plate (Mp ;s = 8.5, Mp 55 = 7.6)

e Japan: Philippine Sea Plate (Mp ;; = 7.7, Mp g5 = 7.6)
e Northern South America (Mp ;¢ = 8.5, Mp 5105 = 7.3)

e Southern South America (Mp;; = 8.6, Mp gap = 7.2)

e Taiwan Mp;r = 7.1, Mp ga, = 7.7)
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e New Zealand Mp ;s = 8.3, Mp ga, = 7.6)

For a subduction sub-region with multiple breakpoint magnitudes (i.e., AK, JP, CAM, and
SA), the only difference are the breakpoint magnitudes. Therefore, for magnitudes less than the
breakpoint magnitude, the median predicted ground motions are the same for these regions.

7.2.1 Attenuation

Attenuation curves are shown for each area to demonstrate their regional differences. Plots are
presented for M = 7.0, 8.0, and 9.0 for interface events and for M = 6.0, 7.0, and 8.0 for intraslab
events. These magnitudes span the full range of breakpoint magnitudes for all regions. The depth
to the top of the rupture (Zror) is 10 km for interface events and 50 km for intraslab events.

For the four regions that include basin amplification terms (CASC, JP, TW, and NZ), the
attenuation curves are for the default values of Z; o and Z5 5 (i.e., 0219 = 0255 = 0). A separate
plot demonstrating the basin amplification features of the model for these four regions is presented
in a later section of this report.

The attenuation curves for PGA are shown in Figure 7.11 for the "soft-rock" site condi-
tion (Vg3p = 400 m/sec). There is overall good agreement over different areas, especially for the
smaller magnitudes. For the larger M8.0 and 9.0 interface scenarios, the impact from the variation
in breakpoint magnitudes for the different areas is clearly observed. For example, the TW attenu-
ation curve falls below the other attenuation curves for the M8.0 and 9.0 scenarios because of its
relatively low breakpoint magnitude of 7.1. Differences in attenuation are also observed for those
areas with similar breakpoint magnitudes. For example, the attenuation curve for CASC attenu-
ates faster for the longer distances than the global attenuation curve, both of which have a similar
breakpoint magnitude. This difference in attenuation is attributable to the difference in anelastic
attenuation between CASC and the global model.

Similar attenuation curves for PSA at 7" = 0.2, 1.0, and 3.0 sec are presented in Fig-
ures 7.12 to 7.14. The observations for 7' = 0.2 sec are similar to those for PGA. For 7' = 1.0
sec and distances less than about 100 km, there is relatively strong agreement among the suite of
attenuation curves for the M7.0 interface scenario; however, for the larger distances and larger
magnitude scenarios shown in the figure, the suite of attenuation curves exhibit a wider range in
values based on the regional differences in both breakpoint magnitude and anelastic attenuation.
Similar observations and conclusions for the 7' = 1.0 sec are noted for the 7' = 3.0.

Figures 7.15 to 7.18 show the same attenuation plots for Vg3p = 760 m/sec. The same
general observations and conclusions noted for Vgsp = 400 m/sec are also applicable to these
attenuation curves.
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Figure 7.11: Plots of PGA: (left) interface events for M = 7.0, 8.0, and 9.0 with Z;yor = 10 km;
and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Zror = 50 km. For all
plots, Vs3o = 400 m/sec and 67, = 0Zs5 = 0. The plots are arranged so that

interface/intraslab scenarios with the same magnitude are next to each other.
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Figure 7.12: Plots of PSA at 7" = 0.2 sec: (left) interface events for M = 7.0, 8.0, and 9.0 with
Zror = 10 km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50

km. For all plots, V530 = 400 m/sec and 62, ¢ = 6255 = 0.
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Figure 7.13: Plots of PSA at 7" = 1.0 sec: (left) interface events for M = 7.0, 8.0, and 9.0 with
Zror = 10 km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50
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Figure 7.14: Plots of PSA at 7' = 3.0 sec: (left) interface events for M = 7.0, 8.0, and 9.0 with
Zror = 10 km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50
km. For all plots, V530 = 400 m/sec and 62, ¢ = 6255 = 0.
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Figure 7.15: Plots of PGA: (left) interface events for M = 7.0, 8.0, and 9.0 with Zrpr = 10 km;
and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Zror = 50 km. For all
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Figure 7.16: Plots of PSA at 7' = 0.2 sec:

(left) interface events for M = 7.0, 8.0, and 9.0 with
Zror = 10 km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50
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Figure 7.17: Plots of PSA at 7' = 1.0 sec: (left) interface events for M = 7.0, 8.0, and 9.0with
Zror = 10 km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50
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Figure 7.18: Plots of PSA at 7' = 3.0 sec: (left) interface events for M = 7.0, 8.0, and 9.0 with
Zror = 10 km; and (right) intraslab events for M = 6.0, 7.0, and 8.0with Zror = 50
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7.2.2 Response Spectra

Figures 7.19 to 7.22 plots the response spectra are plotted for the 12 areas described previously over
the full period range of 7' = 0.01 to 10.0 sec. Median predicted values of PSA are plotted for M =
7.0, 8.0, and 9.0 and Z7or = 10 km for interface events and for M = 6.0, 7.0, and 8.0 and Zror =
50 km for intraslab events. Both types of events are evaluated for Riyp = 75 and 200 km, Vg3p =
400 and 760 m/sec, and default basin amplification. As expected, the spectra show a relatively
large range in median values as a function of regional area, magnitude, distance, and spectral
period. There is closer agreement in the predicted values for the longer periods of the smaller
magnitude scenarios than for the intermediate-to-higher periods of the larger magnitude scenarios.
Closely associated with this observation is the regional differences in breakpoint magnitude that,
for example, leads to the estimates of PSA for TW having the lowest median values for the larger
magnitude scenarios. Similar observations are noted for the more distant Rryp = 200 km and
V39 = 760 m/sec scenarios.
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Figure 7.19: Plots of PSA response spectra: (left) interface events for M = 7.0, 8.0, and 9.0 with
Zror = 10 km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50
km. For all plots, Rryp = 75 km, Vg35 = 400 m/sec, and 0Z10= 0795 =0.
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Figure 7.20: Plots of PSA response spectra: (left) interface events for M = 7.0, 8.0, and 9.0 with
Zror = 10 km; (right) intraslab events for M = 6.0, 7.0, and 8.0 with Zror = 50 km.
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Figure 7.21: Plots of PSA response spectra: (left) interface events for M = 7.0, 8.0, and 9.0 with
Zror = 10 km; and (right) intraslab events for M = 6.0, 7.0, and 8.0, with Z;or = 50
km. For all plots, Rryp = 75 km, Vg39 = 760 m/sec, and 621y = §Z55 = 0.
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Figure 7.22: Plots of PSA response spectra: (left) interface events for M = 7.0, 8.0, and 9.0 with
Zror = 10 km; and (right) intraslab events for M = 6.0, 7.0, and 8.0, with Z;or = 50
km. For all plots, Rryp = 200 km, Vg3g = 760 m/sec, and 67, g = §Z2.5 = 0.
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7.2.3 Magnitude

The magnitude scaling of ground motion for the 12 areas is dependent on the regional regression
parameters and breakpoint magnitudes. Median ground motions are plotted as a function of mag-
nitude for M = 5.0 — 9.5 for interface events and M = 5.0 — 8.5 for intraslab events to show the
impact of this regionalization on magnitude scaling. Plots are presented in Figures 7.23 to 7.26 for
PSA atT = 0.01,0.2, 1.0, and 3.0 sec, and Zror = 10 km for interface events and Zror = 50 km
for intraslab events. For all plots, Rryp = 75 km, Vs3y = 760 m/sec, and 67, o = 0 Z55 = 0 (the
default basin amplification). Since the magnitude scaling is not dependent on site amplification,
the results are presented only for a single value of V3.

These plots clearly show the regional dependence and importance of the breakpoint mag-
nitudes on magnitude scaling. As noted earlier, TW has the lowest interface breakpoint magnitude
(M = 7.1), and AK and southern SA have the highest (M = 8.6). These regional differences
in breakpoint magnitudes lead to relatively large differences in median ground motions for the
larger magnitude scenarios at all periods. The period-dependent regionalization of the models also
contributes to the observed differences, which leads to the largest predicted ground motions in the
southern SA region for 7" < 1.0 sec and the largest predicted ground motions in the AK region
for the longer 1" = 3.0 sec period. In general, the differences in the median predictions for the
regional ground motions are about a factor of 10 at the larger magnitudes.
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Figure 7.23: Plots of PSA at 7" = 0.01 sec versus magnitude: (left) interface events for Zror = 10
km; and (right) intraslab events for Z;or = 50 km. For all plots, Rriyp = 75 km,
Vg30 = 760 m/sec, and 071 g = 6 Z55 = 0.

81



Interface: T=0.2sec, Rrup=75km, 760m/s Slab: T=0.2sec, Rrup=75km, 760m/s
10

—Global === Alaska — Global === Alaska
0.001 —— Aleutian Cascadia 0.01 —— Aleutian Cascadia
-==-Northern CA&M ~ ——Southern CA -==:Northern CA&M  ——Southern CA
——Japan Pacific = = Japan Phillippine —— Japan Pacific = = Japan Phillippine
~Northern SA =+ ~Southern SA ~Northern SA = * ~Southern SA
Taiwan New Zealand Taiwan New Zealand
0.0001 0.001
5 55 6 65 7 75 8 85 9 95 5 55 6 65 7 715 8 85
Magnitude Magnitude

Figure 7.24: Plots of PSA at ' = 0.2 sec versus magnitude: (left) interface events for Zror = 10
km; and (right) intraslab events for Z;or = 50 km. For all plots, Rryp = 75 km,
Vg30 = 760 m/sec, and 671 g = 6 Z55 = 0.
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Figure 7.25: Plots of PSA at 7' = 1.0 sec versus magnitude: (left) interface events for Zror = 10
km; and (right) intraslab events for Zror = 50 km. For all plots, Rryp = 75 km,
Vg30 = 760 m/sec, and 671 g = 6 Z55 = 0.
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Figure 7.26: Plots of PSA at 7' = 3.0 sec versus magnitude: (left) interface events for Z;or = 10
km; and (right) intraslab events for Z;or = 50 km. For all plots, Rriyp = 75 km,
V30 = 760 m/sec, and 67219 = 6 Zo5 = 0.
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7.2.4 Source Depth

The source-depth term in KBCG20 is applied globally and is not a regionalized feature of the
model. It is also independent of all other predictor variables, which simplifies the plots. For
interface events, median ground motions are plotted as a function of depth to the top of rupture,
ranging from Zyor = 5 — 40 km for M = 8.0, Rryp = 75 km, Vg39 = 760 m/sec, and 67, g =
0755 = 0. For intraslab events, median ground motions are plotted for Zror = 40 — 100 km,
M = 7.0, Rryp = 100 km, Vg3y = 760 m/sec, and 07,y = 0Zs5 = 0 (the default basin
amplification). Results from the global model are presented in Figure 7.27 for PGA and PSA at
7 =0.1,0.2,0.5, 1.0, 2.0, 3.0, and 5.0 sec. Based on these plots, the influence of Zop is observed
to be stronger for the shorter spectral periods than for the longer spectral periods.

Interface, Global, Mag=8 km, Vs30=760 m/s Slab, Global, Mag=7 km, Vs30=760 m/s

——PGA T=0.1sec —PGA T=0.1sec ===-T=0.2sec
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Figure 7.27: Plots of PGA and PSA at 7' = 0.1 — 5.0 sec versus depth to the top of rupture: (left)
interface events for M = 8.0, Rryp = 75 km; and (right) intraslab events for M = 7.0
and Rryp = 100 km. For all plots, Vg39 = 760 m/sec and 07, g = §Z55 = 0.

7.2.5 Site Amplification

The site-amplification term is regionalized in the regression analysis. Site-amplification effects are
shown by plotting response spectra for Vgsg = 400 and 760 m/sec for each of the 12 areas defined
previously in Figures 7.28 to 7.39. Because site amplification does not depend on subduction
event type, spectra are plotted only for interface events for M = 7.0, 8.0, and 9.0, Zror = 10 km,
Rrup =75 km, and 67, o = 6755 = 0 (default basin amplification).

These plots show that site amplification is variable across the different areas. For exam-
ple, in Figure 7.29 for AK, there is amplification at all periods between predicted values of PSA
between Vs3y = 760 and 400 m/sec. In contrast, the amplification between the two Vg3, values is
minimal for both the northern and southern SA areas; see Figures 7.36 and 7.37. The observed site
amplification for JP Pacific Plate and Philippines Sea Plate (see Figures 7.34 and 7.35) are similar
for the shorter periods but increases at longer periods.
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Figure 7.28: Plots of site amplification of PSA response spectra for interface events from the
global model for M = 7.0, 8.0, and 9.0, Z7or = 10 km, Rryp = 75 km, Vg39 = 400
and 760 m/sec,and 67, o = 0255 = 0.
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Figure 7.29: Plots of site amplification of PSA response spectra for interface events from the
Alaska (AK) area for M = 7.0, 8.0, and 9.0, Zror = 10 km, Rryp = 75 km, Vg3 = 400
and 760 m/sec, and 67, g = 0255 = 0.
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Figure 7.30: Plots of site amplification of PSA response spectra for interface events from the
Alaska (AK) Aleutians model for M = 7.0, 8.0, and 9.0, Z7or = 10 km, Rryp = 75
km, Vs3yp = 400 and 760 m/sec, and 67, g = 0 Z5.5 = 0.
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Figure 7.31: Plots of site amplification of PSA response spectra for interface events from the
Cascadia (CASC) area for M = 7.0, 8.0, and 9.0, Zror = 10 km, Rryp = 75 km,
Vg30 = 400 and 760 m/sec, and 671 o = 6 Z>5 = 0.
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Figure 7.32: Plots of site amplification of PSA response spectra for interface events from the
northern Central America and Mexico (CAM) area for M = 7.0, 8.0 and 9.0, Zror =
10 km, Rryp = 75 km, Vg3 = 400 and 760 m/sec, and 67, o = 6 Z55 = 0.
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Figure 7.33: Plots of site amplification of PSA response spectra for interface events from the
southern Central America (CAM) area for M = 7.0, 8.0, and 9.0, Z7or = 10 km,
Rryp = 75 km, Vg35 = 400 and 760 m/sec, and 621, g = 6 Z55 = 0.
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Figure 7.34: Plots of site amplification of PSA response spectra for interface events from the
Japan (JP) Pacific Plate area for M = 7.0, 8.0, and 9.0, Zror = 10 km, Rryp = 75
km, Vs3p = 400 and 760 m/sec, and 67, o = 0 255 = 0.
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Figure 7.35: Plots of site amplification of PSA response spectra for interface events from the
Japan (JP) Philippine Sea Plate area for M = 7.0, 8.0, and 9.0, Z;7or = 10 km,
Rryp = 75 km, Vg35 = 400 and 760 m/sec, and 621 o = 6 Z55 = 0.
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Figure 7.36: Plots of site amplification of PSA response spectra for interface events from the
northern South America (SA) area for M = 7.0, 8.0, and 9.0, Zror = 10 km, Rryp =
75 km, Vg39 = 400 and 760 m/sec, and 67 o = 6 Z>5 = 0.
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Figure 7.37: Plots of site amplification of PSA response spectra for interface events from the
southern South America (SA) area for M = 7.0, 8.0, and 9.0, Zror = 10 km, Rryp =
75 km, Vg39 = 400 and 760 m/sec, and 71 o = 6 Z>5 = 0.
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Figure 7.38: Plots of site amplification of PSA response spectra for interface events from the
Taiwan (TW) area for M = 7.0, 8.0, and 9.0, Zror = 10 km, Rryp = 75 km, Vg35 = 400
and 760 m/sec,and 07, o = 0255 = 0.
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Figure 7.39: Plots of site amplification of PSA response spectra for interface events from the
New Zealand (NZ) area for M = 7.0, 8.0, and 9.0, Zror = 10 km, Rgyp = 75 km,
Vg30 = 400 and 760 m/sec, and 671 o = 6 Z>5 = 0.
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7.2.6 Basin Amplification

Model KBCG20 includes basin-amplification terms for four regions: CASC, JP, TW, and NZ. For
CASQC, there is a further refinement of whether a site is located inside or outside of the Seattle
Basin. Sites within the Seattle Basin are modeled with a constant basin-amplification factor that
is independent of both basin depth and V3o based on the available data but a function of spectral
period. For sites located outside of the Seattle Basin and in JP, the basin-amplification factor is a
function of Z5 5; for NZ and TW, it is a function of Z; . The model dependency for these four
basin zones is shown in Figure 7.40. The basin-amplification factors apply to both interface and
intraslab events in these four regions. Except for the Seattle Basin, the only predictor variable that
basin amplification is dependent on (other than basin depth) is the value of Vygsg in the case of
default basin effects (i.e., for 6719 = 02455 = 0).
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Figure 7.40: Plots of default basin depth as a function of Vg3y: (top) Z 5 for Cascadia (CASC)
and Japan (JP); and (bottom) 7, ; for Taiwan (TW) and New Zealand (NZ).

91



The following figures show the effects of basin amplifications on PSA response spectra.
For CASC, the plots are presented for M = 8.0, Zror = 10 km, Rryp = 100 km, Vg3y = 400
m/sec, and Z55 = 3.0 — 7.0 km. The default value of Z5 5 is 1.34 km for this value of Vg3y. The
basin-amplification ratios (i.e., the spectral ratios of PSA for a given value of Z, ;5 divided by that
for Z55 = 1.34 km) are shown in Figure 7.41. For T' < 0.4 sec, the basin-amplification ratios are
less than 1.0, indicating a decrease in ground motions. For longer periods, the basin-amplification
ratios are greater than 1.0 and are a function of Zs 5 for sites not located in the Seattle Basin. For
the deepest depths (Z55 = 7.0 km), the basin-amplification ratios for sites located outside of the
Seattle Basin approach those located inside the basin as expected, given that all of the Seattle Basin
sites in the database are within the deeper parts of the basin.

Ground-motion simulations conducted as part of the "M9 Project" (Wirth and Frankel,
2019; Frankel et al., 2018; Wirth et al., 2018) have indicated that the amplifications influenced by
the Seattle Basin can be significant, especially in the longer spectral period range from interface
events. Based on the results of these studies and a related USGS workshop (Wirth et al., 2018),
the Seattle Department of Construction and Inspections adopted a requirement (SDCI, 2018) that
all tall building designs utilizing site-specific ground-motion procedures must incorporate basin
effects for those buildings located in the city of Seattle (i.e., within the Seattle Basin). Prior to the
NGA-Sub Project, subduction GMMs did not explicitly model basin amplification but several of
the NGA-Sub GMMs, including KBCG20, now incorporate a basin-amplification term.

The Seattle Basin amplification factors recommended by SDCI (2018) are plotted in Fig-
ure 7.42, along with the basin-amplification factor for Seattle Basin sites from KBCG20. These
results are for M = 8.0, Zror = 10 km, Rryp = 100 km, and V33 = 600 m/sec. This value of
V30 corresponds to the value of Vgsg in the ground-motion simulations used to develop the rec-
ommended amplification factors. The KBCG20 basin amplification term for the Seattle Basin is
independent of Z, 5 as discussed above. Overall, similar amplifications are observed at the longer
spectral period range, although the KBCG20 factors are somewhat lower.

For JP, basin-amplification ratios are shown in Figure 7.43 for the same earthquake sce-
narios used for CASC. In this case, the default value of Z; 5 is 0.26 km. Because of the much
shallower basin depths compared to CASC, ratios are presented for Z5 = 0.5 — 0.7 km. This
region has the same general period dependence of the spectral-amplification ratios as CASC (i.e.,
less than 1.0 for 7' < 0.4 sec and greater than 1.0 for longer periods). For the longer periods, there
is a notable increase in the basin-amplification ratio with increasing values of Zs 5.

For TW, basin-amplification ratios are presented in Figure 7.44 for the same earthquake
scenarios used for CASC. Unlike CASC and JP, the TW basin-amplification term is based on Z;
rather than 75 5. In this case, the default value of Z; ; is 0.097 km. Because of the shallower basin
depths, ratios are presented for Z; o = 0.3 — 0.7 km. The basin-amplification ratios for TW are
greater than 1.0 at all periods. They are approximately constant at a relatively small factor for
T < 0.4 sec and increase at longer periods and deeper depths.

For NZ, basin-amplification ratios are presented for the same earthquake scenarios as
CASC in Figure 7.45. Unlike CASC and JP, the NZ basin-amplification term is based on 7 g
rather than 75 5. In this case, the default value of Z;  is 0.072 km. Because of the shallower basin
depths, ratios are presented for Z; o = 0.3 — 0.7 km. The basin-amplification ratios NZ are greater
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than 1.0 for spectral periods greater than 0.75 sec. For spectral periods between 0.75 sec to about
0.3 sec, the basin-amplification factor decreases. For spectral periods less than about 0.3 sec, the
basin factor is approximately constant.
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Interface Cascadia: M8, Rrup=100km, Vs30=400m/s, Z25=3km
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Interface Cascadia: M8, Rrup=100km, Vs30=400m/s, Z25=7km
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Figure 7.41: Plots of basin-amplification ratios for Cascadia (CASC) with respect to the default
basin depth of 755 = 1.34 km for interface events: (top) Z>; = 3.0 km; (middle)
Zs5 = 5.0 km; and (bottom) Z>; = 7.0 km. For all plots, M = 8.0, Zror = 10 km,
Rryp = 100 km, and Vs33 = 400 m/sec.
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Interface Cascadia: M8, Rrup=100km, Vs30=600m/s
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Figure 7.42: Plots of basin-amplification ratios for Cascadia (CASC) Seattle Basin from KBCG20
and SDCI (2018) for interface events, M = 8.0, Z;or = 10 km, Rryp = 100 km, and
Vg3g = 600 m/sec.
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Interface Japan: M8, Rrup=100km, Vs30=400m/s, Z25=0.5km
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Figure 7.43: Plots of basin amplification ratios for Japan (JP) with respect to the default basin
depth of 75 5 = 0.26 km for interface events: (top) Z> 5 = 0.5 km, (middle) Z> 5 = 0.6
km, and (bottom) Z, 5 = 0.7 km. For all plots, M =8.0, Z;or = 10 km, Rryp = 100
km, and Vs3; = 400 m/sec.
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Interface Taiwan: M8, Rrup=100km, Vs30=400m/s, Z10=0.3km
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Interface Taiwan: M8, Rrup=100km, Vs30=400m/s, Z10=0.7km
2

18

=
o

-
>

=
[N)

_\’M/\—\

Spectral Ratio
-

0.8
0.6
04 | —unity
0.2 | —BCG (210-0.7km/210=0.097km)
0
0.01 0.1 1 10

Period (sec)

Figure 7.44: Plots of basin-amplification ratios for Taiwan (TW) with respect to the default basin
depth of Z; o = 0.097 km for interface events: (top) Z> 5 = 0.3 km, (middle) Z> 5 = 0.5
km, and (bottom) Z, 5 = 0.7 km. For all plots, M = 8.0, Z;or = 10 km, Rryp = 100
km, and Vg37 = 400 m/sec. 97



Interface New Zealand: M8, Rrup=100km, Vs30=400m/s,
710=0.3km
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Figure 7.45: Plot of basin-amplification ratios for New Zealand (NZ) with respect to the default
basin depth of Z; 3 = 0.072 km for interface events: (top) Z>5 = 0.3 km, (middle)
Zs5 = 0.5 km, and (bottom) Z5 5 = 0.7 km. For all plots, M = 8.0, Zror = 10 km,
Rryp = 100 km, Vg39 = 400 m/sec, and Z; o values of (top) 0.3 km, (middle) 0.5 km,
and (bottom) 0.7 km.
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7.3 COMPARISON WITH PUBLISHED MODELS

This section compares predicted ground motions for interface and intraslab events from KBCG20
with those from a selected set of subduction GMMs. As noted earlier in the report, these selected
GMMs consist of those used by the USGS in the development of the 2014 National Seismic Hazard
Maps and two additional GMMs published since these maps were released. They do not represent
a complete and exhaustive suite of available subduction GMMs, which is beyond the scope of this
report. To be consistent with the majority of the GMMs, these comparisons are for forearc regions,
which are either only for forearc regions or do not distinguish between forearc and backarc regions.

The following published models are presented in the comparisons:

Atkinson and Boore (2003, 2008) [AB08]

Atkinson and Macias (2009) [AMO9]

Zhao et al. (2006) [Zea06]

Zhao et al. (2016) [Zeal6]

BCHydro (Abrahamson et al., 2016) [BCH]

BCHydro Update for USGS (Abrahamson et al., 2018) [BCHU]

Model AMO9 is only valid for interface events and where Vg3y = 760 m/sec. The devel-
opment and applicability of these selected GMMs was presented earlier in the report. A selected
set of comparisons is presented that is similar to the previously presented plots for KBCG20. It
is expected that prior to use of the KBCG20 model in any seismic hazard study, similar types of
comparisons should be made and considered based on the region of interest and the site-specific
seismic sources expected to control the seismic hazard.

7.3.1 Attenuation

Figures 7.46 to 7.49 plot the median interface and intraslab event attenuation curves for PGA and
PSA at T' = 0.2, 1.0, and 3.0 sec, Vg39 = 400 and 760 m/sec, and 07,9 = 0Z55 = 0 (the
default basin amplification). For interface events, M = 7.0, 8.0, and 9.0 and Zyor = 10 km, and
for intraslab events, M = 6.0, 7.0, and 8.0 and Zrpor = 50 km, Note that the older GMMs are
not defined as a continuous function of Vs3g; for these comparisons an applicable site category
is selected. In addition, these attenuation curves are shown for distances up to 1000 km, which
falls outside of the recommended distance range for the older GMMSs. They are plotted to these
distances to show what happens when they are extrapolated beyond their recommended distance
range.

KBCG20 predictions are evaluated for the following four geographic regions: Global (blue
line with squares), CASC (green line with circles), JP Pacific Plate (red line with diamonds), and
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JP Philippine Sea Plate (black line with triangles). These four regional predictions are the closest
comparison to the previous models based on their predominate datasets (e.g., Zea06 and Zeal6 for
use in JP) or their development for application in a specific region (e.g., AM09 and BCHU for use
in CASC).

For PGA and T' = 0.2 sec, the attenuation curves are comparable among all of the GMMs
for the smaller magnitude scenarios and for distances of about 60 to 100 km. For larger mag-
nitudes and distances outside of this range, there are notable differences between the attenuation
curves. Similar observations are noted for the longer periods, with a large variation in the rate of
attenuation between AB08 and BCH at larger distances. Also, the smaller breakpoint magnitude
for the KBCG20 JP Philippine Sea Plate area leads to overall lower ground motions for the larger
magnitude scenario at all distances.

Figures 7.50 to 7.53 show similar plots for Vg3p = 760 m/sec. Similar observations are
noted for these comparisons as were found for the Vg3y = 400 m/sec scenarios.
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Figure 7.46: Plots of PGA (7' = 0) versus distance comparing KBCG20 with selected published
models: (left) interface events for M = 7.0, 8.0, and 9.0 with Z;or = 10 km; and
(right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;ror = 50 km. For all plots,

V30 = 400 m/sec and §Z1.o = 6 Z»5 = 0.
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Figure 7.47: Plots of PSA at 7' = 0.2 sec versus distance comparing KBCG20 with selected
published models: (left) interface events for M = 7.0, 8.0, and 9.0 with Z;or = 10
km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50 km. For all

plots, Vg3o = 400 m/sec and 671 g = §Z25 = 0.
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Figure 7.48: Plots of PSA at 7' = 1.0 sec versus distance comparing KBCG20 with selected
published models: (left) interface events for M = 7.0, 8.0, and 9.0 with Z;or = 10
km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50 km. For all

plots, Vg3o = 400 m/sec and 671 g = §Z25 = 0.
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Figure 7.49: Plots of PSA at 7' = 3.0 sec versus distance comparing KBCG20 with selected
published models: (left) interface events for M = 7.0, 8.0, and 9.0 with Z;or = 10
km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50 km. For all

plots, Vg3o = 400 m/sec and 671 g = §Z25 = 0.
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Figure 7.50: Plots of PGA (7' = 0) versus distance comparing KBCG20 with selected published
models: (left) interface events for M = 7.0, 8.0, and 9.0 with Z;or = 10 km; and
(right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;ror = 50 km. For all plots,

V3o = 760 m/sec and 6Z1.o = 6 Z»5 = 0.
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Figure 7.51: Plots of PSA at 7' = 0.2 sec versus distance comparing KBCG20 with selected
published models: (left) interface events for M = 7.0, 8.0, and 9.0 with Z;or = 10
km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50 km. For all

plots, Vg3o = 760 m/sec and 671 g = §Z25 = 0.
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Figure 7.52: Plots of PSA at 7' = 1.0 sec versus distance comparing KBCG20 with selected
published models: (left) interface events for M = 7.0, 8.0, and 9.0 with Z;or = 10
km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50 km. For all

plots, Vg3o = 760 m/sec and 671 g = §Z25 = 0.
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Figure 7.53: Plots of PSA at 7' = 3.0 sec versus distance comparing KBCG20 with selected
published models: (left) interface events for M = 7.0, 8.0, and 9.0 with Z;or = 10
km; and (right) intraslab events for M = 6.0, 7.0, and 8.0 with Z;or = 50 km. For all

plots, Vg3o = 760 m/sec and 671 g = §Z25 = 0.
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7.3.2 Response Spectra

Figures 7.54 to 7.57 compare predicted median PSA response spectra between KBCG20 and the
published GMMSs. The comparisons are made for the same scenarios as in the previous section for
distances of Rryp = 75 and 100 km. In general, the range in the suite of response spectra among
the GMMs falls within a factor of less than about 10 and closer, on average, to a factor of about 3
to 5.
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Figure 7.54: Plots of PSA response spectra comparing KBCG20 with published models: (left)
interface events for M = 7.0, 8.0, and 9.0 with Z7or = 10 km; and (right) intraslab
events for M = 6.0, 7.0, and 8.0 with Zror = 50 km. For all plots, V53, = 400 m/sec,

RRUP =175 km, and (521.0 = 522.5 =0.
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Figure 7.55: Plots of PSA response spectra comparing KBCG20 with published models: (left)
interface events for M = 7.0, 8.0, and 9.0 with Z7or = 10 km; and (right) intraslab
events for M = 6.0, 7.0, and 8.0 with Zror = 50 km. For all plots, V53, = 400 m/sec,

Rruyp =200km,and 671 g = 6255 = 0.
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Figure 7.56: Plots of PSA response spectra comparing KBCG20 with published models: (left)
interface events for M = 7.0, 8.0, and 9.0 with Z7or = 10 km; and (right) intraslab
events for M = 6.0, 7.0, and 8.0 with Zror = 50 km. For all plots, V53, = 760 m/sec,

RRUP =175 km, and (521.0 = 522.5 =0.
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Figure 7.57: Plots of PSA response spectra comparing KBCG20 with published models: (left)
interface events for M = 7.0, 8.0, and 9.0 with Z7or = 10 km; and (right) intraslab
events for M = 6.0, 7.0, and 8.0 with Zror = 50 km. For all plots, V53, = 760 m/sec,

Rruyp =200km,and 671 g = 6255 = 0.
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7.3.3 Magnitude

Figures 7.58 to 7.61 compare the predicted ground motions as a function of magnitude between
KBCG20 and the selected GMMs described previously for PSA at 7' = 0.01, 0.2, 1.0, and 3.0 sec,
interface and intraslab events, Rp;yp = 75 km, Vg3g = 760 m/sec, and 021 o = 0 Z55 = 0 (default
basin amplification). For interface events, Zror = 10 km and for intraslab events, Zror = 50 km.
The magnitude scaling is similar for magnitudes less than the breakpoint magnitudes except for
AMO09 and ABO8.Note: AMO09 was developed using ground-motion simulations based on a limited
range of magnitudes; its extrapolation to the smaller magnitudes used in our comparison is outside
its recommended range. Similarly, the dataset used in the ABO8 model was not as extensive as
the other models for the smaller magnitudes used in our comparison; therefore, its extrapolation is
not well constrained by data. These GMMs are plotted for these smaller magnitudes to show what
happens when they are extrapolated beyond their recommended ranges.
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Figure 7.58: Plots of PSA at 7' = 0.01 sec versus magnitude comparing KBCG20 with published
models: (left) interface events for Z;or = 10 km and (right) intraslab events for
Zror = 50 km. For all plots, Rrip = 75 km, Vg3g = 760 m/sec, and 62, g = § 225 =
0.
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Figure 7.59: Plots of PSA at 7' = (0.2 sec versus magnitude comparing KBCG20 with published
models: (left) interface events for Z;or = 10 km and (right) intraslab events for
Zror = 50 km. For all plots, Rryp = 75 km, Vg3g = 760 m/sec, and 6219 = 0 255 =
0.
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Figure 7.60: Plots of PSA at 7" = 1.0 sec versus magnitude comparing KBCG20 with published
models: (left) interface events for Z;or = 10 km and (right) intraslab events for
Zror = 50 km. For all plots, Rriyp = 75 km, Vg3g = 760 m/sec, and 67, g = § 225 =
0.
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Figure 7.61: Plots of PSA at 7' = 3.0 sec versus magnitude comparing KBCG20 with published
models: (left) interface events for Z7or = 10 km and (right) intraslab events for

Zror = 50 km. For all plots, Rrip = 75 km, Vg3 = 760 m/sec, and 67, g = 6255 =
0.
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7.3.4 Source Depth

Figures 7.62 to 7.65 compare the predicted ground motions as a function of source depth between
KBCG20 and the selected GMMs described previously for PGA and PSA at 7" = 0.2, 1.0, and
3.0 sec, interface M = 8.0, Rrpyp = 75 km, Vg3g = 760 m/sec, and 621 = 6455 = 0 (default
basin amplification) and intraslab events, M = 7.0, Rgryp = 100 km, Vg3p = 760 m/sec, and
0710 = 0Z55 = 0 (default basin amplification). Depths are plotted from Zror = 5 — 40 km for
interface events and from Zror = 40 — 100 km for intraslab events. Unlike KBCG20, none of
the selected GMMs for interface events include source depth as a predictor variable, which is why
they have the same predictions at all values of Zog. For the intraslab events, the previous models
contain a stronger linear function when compared the KBCG20 model which has a saturation for
deeper intraslab events. These comparisons show that there can be a relatively large difference in
source-depth scaling among the various GMMs, especially for deeper intraslab events.
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Figure 7.62: Plots of PGA versus source depth comparing KBCG20 with published models: (left)
interface events and (right) intraslab events. For all plots, M = 8.0, Rryp = 75 km,
Vg30 = 760 m/sec, and 071 g = 6 Z55 = 0.
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Figure 7.63: Plots of PSA at 7" = 0.2 sec versus source depth comparing KBCG20 with published
models: (left) interface events and (right) intraslab events. For all plots, M = 8.0,
Rryp = 75 km, Vg39 = 760 m/sec, and 671 g = 0 Zy5 = 0.
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Figure 7.65: Plots of PSA at T' = 3.0 sec versus source depth comparing KBCG20 with published
models: (left) interface events and (right) intraslab events. For all plots, M = 8.0,
Rryp = 75 km, Vg35 = 760 m/sec, and 6§ 71 g = 0 Z5 5 = 0.
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7.3.5 Site Amplification

Figures 7.66 to 7.68 show response spectral ratios between soft rock and rock comparing KBCG20
with published models. For the KBCG20 model, results are shown for the Global, CASC, and
JP regionalized models since they are most consistent with the data used to develop the other
GMMs. The spectral ratios are shown for interface events, M = 7.0, 8.0, and 9.0, Zror = 10 km,
Rryp = 75 km, and 07, g = 0 Z5.5 = 0 (default basin effects). The ratios are similar for intraslab
events.

For GMMs defined in terms of Vg3, values of 400 and 760 m/sec were used to represent
soft rock and rock, respectively. For the other GMMs, rock-site conditions were defined as either
NEHRP B/C (ABO08) or "rock" (Zea06 and Zeal6), and soft-rock site conditions were defined as
either NEHRP C (ABO8) or "hard soil" (Zea06 and Zeal6). Note that AMO9 is only defined for
Vs30 = 760 m/sec and is not included in the figures.

Except for the long-period ratios from ABOS, the shapes of the spectral ratios are similar
among the GMMs; however, there is a relatively large difference in the amplitudes of the spectral
ratios among many of the models. The periods at which the spectral ratios reach their minimum at
short periods and their maximum at moderate periods also varies among the GMMs.

Interface: Global, M7, Rrup=75km ,Amps
25

PSA Ratio

—5—KBCG(Global)  —=—KBCG(Cas)
——KBCG(lapPac)  =#*=KBCG(JapPhl)
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Figure 7.66: Plots of PSA response spectral ratios between soft rock (Vg3 = 400 m/sec) and
rock (Vssg = 760 m/sec) comparing KBCG20 (Global, CASC and JP) with published
models: interface events, M = 7.0, Zror = 10 km, Rrgyp = 75 km, and 67,9 =
522.5 = 0.

120



Interface: Global, M8, Rrup=75km, Amps

2.5

o 1.
k=
i3
-3
<
3
o
~5—KBCG(Global)  =e—KBCG(Cas)
—+—KBCG(JapPac) ~===KBCG(JapPhl)
0.5 ——ABO8 ——Ze06
i --=-Zel6 - = AM09
BCH-Med BCH-Low
BCH-High ——BCHU-Med
o Il BCHU-Low --=-BCHU-High
0.01 0.1 1 10

Period (sec)

Figure 7.67: Plots of PSA response spectral ratios between soft rock (Vg3 = 400 m/sec) and
rock (Vssg = 760 m/sec) comparing KBCG20 (Global, CASC and JP) with published
models: interface events, M = 8.0, Zror = 10 km, Rrgyp = 75 km, and 67,y =
(5Z2A5 = 0.
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Figure 7.68: Plots of PSA response spectral ratios between soft rock (V539 = 400 m/sec) and
rock (Vs3o = 760 m/sec) comparing KBCG20 (Global, CASC and JP) with published
models: interface events, M = 9.0, Zror = 10 km, Rryp = 75 km, and 62,y =
(522.5 = 0.
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7.3.6 Standard Deviation

In this section, we compared aleatory standard deviations between KBCG20 and the selected
GMMs described previously. Figure 7.69 shows comparisons of between-event (7), within-event
(¢), and total (o) standard deviations as a function of spectral period. Note that not all of the GMMs
separate standard deviations into between-event and within-event terms, in which case they only
appear on the total standard deviation plot.

For spectral periods between about 0.1 and 4 sec, o from KBCG20 is similar to that from
BCHU. This is not surprising because both are based on the NGA-Sub database. However, for
shorter and longer periods, the two GMMs differ, with KBCG20 having smaller values of 0. In
comparison to BCH (the original BCHydro GMM), both the KBCG20 and BCHU total standard
deviations are larger, especially at short periods. The relatively large differences in standard devi-
ations among all of the models, especially for 7 and o, can result in relatively large differences in
probabilistic estimates of ground motions.
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Figure 7.69: Plots of aleatory standard deviations versus spectral period comparing KBCG20
with published models: (top) total standard deviation (¢); (middle) within-event
standard deviation (¢); and (bottom) between-event standard deviation (7)
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8 ENGINEERING APPLICATION GUIDELINES

We recognize that our NGA-Sub ground-motion model is relatively complex due to its geograph-
ical regionalization and the nonuniform density of ground-motion observations in the seven mod-
eled regions. Therefore, in this chapter, we provide guidelines to potential users on how to use
KBCG?20 in seismic hazard and engineering applications. We cover the model’s general limits
of applicability, its application to subduction zones not included in the model, and its specific
application to the Cascadia Subduction Zone.

8.1 MODEL APPLICABILITY

We consider KBCG20 to be applicable for estimating peak ground motion parameters and 5%-
damped pseudo-spectral acceleration (PSA) for subduction interface and intraslab earthquakes.
The range of predictor variables for which the GMM is reliable depends on the region of interest
because of the different numbers of earthquakes, seismographs, and recordings for each of the
seven regions included in the model. We recommend that the user to use the computer program that
is distributed with this report to evaluate the median predictions, between-event and within-event
aleatory variabilities, and within-model epistemic uncertainty described in Chapter 6 for a specific
set of predictor variables (i.e., a specific earthquake scenario). The epistemic standard deviation
will increase (possibly considerably) if one or more of the predictor variables are near or beyond
the limit of their observed values for that region. If the user considers the resulting epistemic
standard deviation to be too large, s/he can decide whether the GMM should be considered reliable
for that particular scenario.

8.1.1 General Applicability

The ranges of variables for which our GMM can be considered generally reliable are as follows:

e Ground-motion parameters:

— Peak parameters: PGA (g), PGV (cm/sec)
— Spectral parameters: PSA (g) at 7' = 0.01 — 10 sec

e Minimum magnitude:
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— All earthquakes: M > 5.0

Maximum magnitude:

— Interface earthquakes: M < 9.5
— Intraslab earthquakes: M < 8.5

Breakpoint magnitude:

— See Regional Applicability section

Source depth:

— Interface earthquakes: Zror < 50 km

— Intraslab earthquakes: Zror < 200 km (except Colombia; see Section 8.1.2, Regional
Applicability).

Closest distance to fault rupture:
— All earthquakes: 10 < Rgyp < 1000 km

Anelastic attenuation:

— See Regional Applicability section

Shear-wave velocity:

— All sites: 150 < Vg9 < 1500 m/sec

Basin (sediment) depth:

— See Regional Applicability section

8.1.2 Regional Applicability

Major aspects of the regional terms for which the GMM can be considered generally reliable are
as follows:

e Magnitude breakpoint:

— Global:

* Interface earthquakes: M Bif = 1.9
* Intraslab earthquakes: Mp g4 = 7.6

— Other regions:

x Interface earthquakes: See Table 8.2, Campbell (2020)
* Intraslab earthquakes: See Table 8.1, Ji and Archuleta (2018)
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e Source depth:
— Colombia intraslab earthquakes: Zror < 150 km
e Attenuation subregions:

— Forearc: Global, AK, CAM, CASC, NZ, JP, SA, and TW
— Backarc: AK, JP, and NZ
— Backarc: Global, CAM, CASC, SA, and TW (same as forearc)

e Basin (sediment) depth:

— CASC,JP: Z35 < 10 km
- NZ, TW: Zl.O < 2.2 km

8.2 EPISTEMIC UNCERTAINTY

8.2.1 Median Ground Motion

As noted previously in this report, KBCG20 was developed for seven regional subduction zones
(plus a global model) for which sufficient data are available in the NGA-Sub database to develop
regionalized constant (amplitude), anelastic attenuation, site-amplification and basin-amplification
terms and, in some cases, sub-regional differences in anelastic attenuation (e.g., forearc versus
backarc). Chapter 6 describes how epistemic uncertainty in the median estimates of ground motion
for these regions, as well as for the global model, can be estimated using 800 samples taken from
the posterior distributions of median ground motion. A computer program written in "R" (statistical
computing and graphics language) is provided as an electronic supplement to this report, that
calculates KBCG20 median estimates of the modeled ground-motion parameters, their aleatory
standard deviations, and their epistemic uncertainty.

As indicated in Figure 6.3, regions with the least amount of data have the largest epistemic
standard deviations at short-to-moderate spectral periods, with CASC having the largest and JP the
smallest. The coalescence of the epistemic standard deviations to a relatively small value at long
periods represents the increased consistency and similarity in long wavelength ground motion,
possibly due to the similarity in the gross tectonic structure of subduction zones globally. The
epistemic uncertainty in the median estimates of ground motion for the KBCG20 global model is
found to be the highest, since it should only be used for those subduction zones with no available
regional terms.

There are other subduction zones located throughout the world—other than the seven ad-
dressed in this study—for which GMMs might be needed to perform a PSHA or other engineering
applications. Some of these subduction zones might have limited ground-motion data and some
no data at all. If ground-motion data are not available—or are not used even if available—the
KBCG20 global median model along with its aleatory standard deviations should be used; how-
ever, epistemic uncertainty should be increased due to the application of the model to a new region
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similar to that recommended in Chapter 12.8 of Gelman and Hill (2006). This requires sampling
regional adjustment coefficients from their joint distribution [Equation 4.13]; see also Chapter 6),
and adding them to the global coefficient values. This additional epistemic uncertainty is included
in the computer program distributed with this report. For the seven explicitly subduction zones
modeled in our GMM, the computer program will give smaller epistemic uncertainty for those
regions with the largest amount of data.

If there are data available for the subduction zone of interest and the user is willing to
compile and process them, the median ground motions predicted from the global model could be
taken as a prior distribution of the median predictions of the new subduction zone and the data
used to develop a posterior distribution, as proposed by Stafford (2019). If the user is not willing
or able to develop a local ground-motion model, an assessment of the applicability of KBCG20
could also be performed by calculating and reviewing residuals with respect to the KBCG20 global
predictions. Note: any statistical approach should be used with caution to ensure that the results
are not contaminated by unintended bias or uncertainty in the local data that are used.

The epistemic uncertainty discussed above and in Chapter 6 represents within-model un-
certainty since it only addresses uncertainty in the median estimates of ground motion due to un-
certainty in the model coefficients. Although one would hope that such within-model uncertainty
would capture the epistemic uncertainty in the predicted ground motions from other GMMs, that
is not necessarily the case (e.g., Al-Atik and Youngs, 2014). The use of additional GMMs, such
as those developed as part of the NGA-Sub project (Bozorgnia et al., 2018) or other published
GMMs, such as those presented in Sections 1.2 and 7.3, could be used to account for additional
between-model epistemic uncertainty not addressed by the KBCG20 within-model uncertainty.
The user should be careful not to double count these two estimates of uncertainty (e.g., Al-Atik
and Youngs, 2014). Stochastic-based and physics-based GMMs can also be used for this purpose.

8.2.2 Breakpoint Magnitude

It is clear from modern empirical subduction interface GMMs (e.g., Abrahamson et al., 2018, 2016;
Zhao et al., 2016b; Morikawa and Fujiwara, 2013) and other literature reviews (Campbell, 2020;
Stewart et al., 2013) that there is a magnitude at which the magnitude scaling rate of ground-motion
parameters (MSR) from subduction interface events must become smaller. This breakpoint mag-
nitude is only controlled by two megathrust events: the 2010 (M8.8) Maule, Chile, earthquake and
the 2011 (M 9.0) Tohoku-oki, Japan, earthquake. The breakpoint magnitude for intraslab earth-
quakes is only slightly better constrained empirically (Abrahamson et al., 2018). This makes the
empirical determination of breakpoint magnitude for both types of earthquakes highly uncertain.

One of the issues facing all of the GMM developers in the NGA-Sub project was what
breakpoint magnitudes should be used. An important feature in KBCG20 is the incorporation of a
regionalized breakpoint magnitude based on the physical attributes of subducting slabs (Archuleta
and Ji, 2018; Ji and Archuleta, 2018) and subduction megathrust interfaces (Campbell, 2020). Both
of these studies are based on the concept that MSR decreases when the rupture width of an event
saturates the thickness of the oceanic slab (in the case of intraslab earthquakes) or the seismogenic
width of the subduction interface (in the case of megathrust earthquakes). The breakpoint mag-
nitudes used in KBCG20 for those subduction zones that were included in the model-as well as
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Table 8.1: Subduction intraslab breakpoint magnitudes.

Subduction Zone Plate Unbending Slab Breakoff

JA18! Beal5? Wharax (km) Mp e Waax (km) Mp sab
Alaska

Alaska Kodiak—Prince William Sound 20-25 7.1-7.3 40-50 7.7-1.9

Aleutian Komandorski—Semidi — — 50-54 7.9
Cascadia

Cascadia Cascadia 9-11 6.3-6.5 17-21 6.9-7.1
CAM

Central America N. Jalisco-Guatemala 11-14 6.6-6.8 22-28 7.2-74

Central America S. EI Salvador—West Panama — — 36 7.6
Japan

Japan Pac. Japan 36-38 7.6 72-76 8.2

Japan Phi. Nankai 17-20 6.9-7.1 33-40 7.5-7.7

Northern Mariana ~ Marianas 38 7.6 76 8.2
New Zealand

New Zealand N. Hikurangi 36-38 7.6 72-75 8.2

New Zealand S. Puysegur 30-31 7.5 60-62 8.0
South America

South America N.  Ecuador—Colombia 9-18 6.3-7.0 17-36 6.9-7.6

South America S. Peru—Central Chile 20-27 7.1-7.4 40-54 7.7-8.0
Taiwan

Taiwan Ryukyu 21 7.1 42 7.7

' JA18, Ji and Archuleta (2018)
2 Beal5, Berryman et al. (2015)

others that are not—are summarized in Table 8.1 for intraslab events (Ji and Archuleta, 2018) and
Table 8.2 for interface events Campbell (2020). Two reference names for each subduction zone
are listed in these tables: those assigned by Ji and Archuleta (2018) and the approximate corre-
sponding subduction zone segments designated by Berryman et al. (2015). The subduction zone
segments designated by each study are not necessarily the same but should be generally similar.

Table 8.1 lists the estimated ranges of slab widths (1, 4x) and breakpoint magnitudes
(M3 siap) for the "plate unbending" and "slab breakoff" scenarios proposed by Ji and Archuleta
(2018).
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Table 8.2: Subduction interface breakpoint magnitudes.

Subduction Zone (JA18) Subduction Zone (Beal5) Warax  Mgpy; M‘rgf; s M??}
Alaska

Alaska Kodiak—Prince William Sound 133-263 8.3-8.9 8.0-8.4 8.9-9.7

Aleutian Komandorski—Semidi 62-123 7.6-83 7.2-79 8.1-8.8
Cascadia

Cascadia Cascadia 68 7.7 7.3 8.2

Central America & Mexico

Central America N. Jalisco—Guatemala 40-58 7.2-76 6.7-71.2 7.6-8.0

Central America S. El Salvador—West Panama 42-68 7.3-777 6.8-73 7.7-8.2
Japan

Japan Pac. Japan 166 8.5 8.1 9.2

Japan Phi. Nankai 64 7.7 7.3 8.1

Northern Mariana Marianas 85 7.9 7.6 8.4

New Zealand
New Zealand N. Hikurangi 130 8.3 7.9 8.9
New Zealand S. Puysegur 97 8.0 7.7 8.5

South America

South America N. Ecuador—Colombia 162 8.5 8.1 9.2

South America S. Peru—Central Chile 178-192 84-8.7 8.1-8.3 9.1-9.3
Taiwan

Taiwan Ryukyu 35 7.1 6.5 7.5

Table 8.2 lists the mean interface widths (W, 4x), mean epistemic breakpoint magnitudes
M B,if), and breakpoint magnitudes corresponding to the epistemic 5% (MSB‘%‘; f) and 95% (M??})
confidence limits for the same subduction zones given in Table 8.1. Ranges are given when mul-
tiple subduction segments from Berryman et al. (2015) correspond to the subduction zones listed
by Ji and Archuleta (2018). Campbell (2020) provides a full listing of breakpoint magnitudes for
all 79 subduction zones characterized in Berryman et al. (2015).

Because of the large uncertainty in breakpoint magnitude, epistemic uncertainty in this
parameter should be an integral part of any seismic hazard analysis that incorporates subduction
zone sources, whether or not they are modeled in KBCG20. KBGC19 used the midpoint between
the "plate unbending" and "slab breakoff" estimates of Ji and Archuleta (2018) listed in Table 8.1.
Ji and Archuleta (2018) did not formally develop means and epistemic standard deviations for their
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estimates of breakpoint magnitude, although Ji (Personal Communication) suggested that estimates
using either method could be considered equally likely. The user should develop a logic tree
from these estimates and other information obtained from the published literature to incorporate
epistemic uncertainty in the value of intraslab breakpoint magnitude in his or her PSHA or other
engineering application.

Campbell (2020) provides both mean estimates and 90% confidence bounds of interface
breakpoint magnitudes for 79 global subduction zones that can be used to capture epistemic uncer-
tainty in this parameter (e.g., Table 8.2). These estimates can be used directly in a seismic hazard
analysis using a logic tree. One method of incorporating uncertainty in interface breakpoint mag-
nitude is to assign the 5% and 95% confidence limits weights of 0.185 each and the mean value a
weight of 0.630. This is the best three-point discrete representation of a normal distribution rec-
ommended by Keefer and Bodily (1983). As noted for CASC in Section 8.3, one should review
the literature on the tectonics, geophysics, and geometry of the subduction zone of interest before
using these estimates, which might indicate that other values should be considered.

8.2.3 Magnitude Scaling Rate (MSR)

Like breakpoint magnitude, there are few empirical data to determine the MSR of ground-motion
parameters for moderate-to-large intraslab earthquakes or large-to-great subduction megathrust
earthquakes. This was particularly true for megathrust events prior to the occurrence of the Maule
and Tohoku-oki earthquakes, when large-magnitude scaling was based primarily on a linear or
quadratic extrapolation of the MSR of M < 8.0 events (Campbell, 2020; Stewart et al., 2013).

There are five GMMs for interface events that have been developed since the occurrence
of the Maule and Tohoku-oki earthquakes. Nonetheless, the large uncertainty in the empirical de-
termination of MSR continues to exist. In their empirical GMM based on Japanese recordings,
Morikawa and Fujiwara (2013) proposed complete saturation of magnitude scaling (i.e., MSR =
0) of PGA and PGV for M > 8.1-8.2, driven entirely by recordings from the Tohoku-oki earth-
quake. Also using Japanese data, Ghofrani and Atkinson (2014) developed a GMM for M > 7.0
earthquakes that has a relatively shallow MSR for magnitudes up to M9.0. They show that their
empirical MSR is similar to that derived from the ground-motion simulations of Atkinson and Ma-
cias (2009). Zhao et al. (2016b) used a breakpoint magnitude of 7.1 in the development of their
GMM for Japanese earthquakes of M > 5.0 based on an empirical study by Zhao and Xu (2012).
They note that their large-magnitude MSR is similar to that derived from the ground-motion sim-
ulations of Gregor et al. (2002) at near-source distances.

Using global earthquakes, Abrahamson et al. (2018) and Abrahamson et al. (2016) used a
large-magnitude MSR for interface events that is consistent with the ground-motion simulations of
Gregor et al. (2002) and Atkinson and Macias (2009). There is more empirical evidence for a break
in MSR for intraslab events than for interface events because of their larger rate of occurrence.
There remains a large degree of uncertainty in determining MSR, even for those regions with a
large number of earthquakes (Abrahamson et al., 2018) . Therefore, any GMM-including ours—that
uses the empirical or physically-based MSRs suggested by the studies summarized above should
properly account for epistemic uncertainty in MSR when used in a PSHA or other engineering
application.
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8.3 CASCADIA SUBDUCTION ZONE

8.3.1 Regional Adjustments to Constant Term

There have been very few significant earthquakes on CASC, which makes the prediction of ground
motion challenging for this subduction zone. There have been no M > 5 interface earthquakes
recorded instrumentally on CASC except at its highly seismic southern end (the Gorda sub-plate
deformation zone located off Cape Mendocino in northern California) and northern end (Explorer
sub-plate deformation zone located off central Vancouer Island). The southern end of CASC was
the location of the April 25, 1992 Petrolia (M7.1), California, earthquake that occurred along the
Gorda deformation zone between the Gorda segment of CASC and the North American plate. The
NGA-Sub database attributes the Petrolia earthquake to shallow crustal thrust faulting within the
overriding North American plate; however, this interpretation is not universal (e.g., Oppenheimer
et al., 1993) and some scientists believe that it was an interface event (e.g., Tanioka et al., 1995b;
Cascadia Region Earthquake Workgroup, 2013).

A comparison of residuals between ground-motion recordings from the Petrolia earthquake
and predicted ground motions from the proposed CASC GMM of KBCG20 indicates that KBCG20
overestimates short-period ground motions and underestimates long-period ground motions. The
overestimation at short periods is in addition the downward adjustment already incorporated in
the CASC regional constant (Figure 4.18). The underestimation at long periods might be due to
the rock-site conditions in the Cape Mendocino area, although many small-to-moderate magnitude
intraslab events in the Puget Sound and northern California regions exhibit the same behavior. It
could also be due to there being no CASC regional adjustment for long-period ground motions.

There have been many more intraslab earthquakes than interface earthquakes on CASC.
They have primarily occurred within the Juan de Fuca Plate in the Puget Sound, Washington,
and Georgia Straight, British Columbia, regions and the Gorda sub-plate in northern California.
The largest and best-recorded of these is the February 28, 2001, Nisqually (M 6.8), Washington,
earthquake. Other smaller, yet still relatively well-recorded, events are the January 10, 2010,
Ferndale (M 6.5), California, earthquake, and two M 6.5 and 6.7 aftershocks of the 1992 Petrolia
earthquake. Although other large earthquakes have occurred in these regions, there are too few
strong-motion recordings to include them in the NGA-Sub database.

We used the Nisqually and Ferndale earthquakes to help constrain our CASC regional
intraslab constant term (Figure 4.18), and because of correlation, the interface constant term (Fig-
ure 4.18) results in smaller predicted short-period amplitudes than predicted by our global GMM.
However, short-period ground motions for these two events are still overestimated and the long-
period ground motions underestimated. Had smaller intraslab events in the NGA-Sub database
been used to adjust the regional constant, an even larger negative adjustment in the global constant
would have been required, leading to even smaller CASC predicted short-period amplitudes. The
short-period amplitudes of the Petrolia aftershocks exhibit a positive bias (underestimation), which
is the opposite of that found for the Petrolia, Nisqually, and Ferndale earthquakes.

The regional downward adjustments to the global short-period constants for CASC events
are consistent with the results presented in Chapter 4 (Figure 4.18). Practically all other GMMs
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that have evaluated CASC ground motions have found reductions in short-period amplitudes and
increases in long-period amplitudes compared to GMMs based on global or Japanese recordings
(e.g., Atkinson and Boore, 2003, 2008; Ghofrani and Atkinson, 2014; Abrahamson et al., 2016,
2018). However, for T' > 0.2 sec, the CASC adjustment in KBCG20 goes to zero even though
the empirical evidence indicates there should be a positive adjustment. The reason for this is
the relatively small standard deviation of the global constant term, which prevents the posterior
distribution from "pushing" the regional constant from its global prior unless there is a lot of data
supporting the adjustment, which is not the case for CASC.

The above discussion emphasizes that, like other subduction zones with little or no ground-
motion data, the application of any GMM to CASC is fraught with uncertainty, notwithstanding the
issue with respect to the appropriate breakpoint magnitude to use as discussed in the next section.
We refer the reader to Section 8.2 for a discussion of how to include appropriate epistemic uncer-
tainty in regional estimates of ground motion for subduction zones with little or no ground-motion
recordings. Given the discrepancy between the short-period residuals of the Petrolia aftershocks
and the Nisqually and Ferndale earthquakes that were used to adjust the global model, it would
appear that the CASC adjustments to the global constant terms are appropriate and consistent with
smaller stress drops and greater attenuation expected for the young, warm, and narrow Cascadia
oceanic slab (e.g. Hyndman, 2013; Wang and Tréhu, 2016; Campbell, 2020).

8.3.2 Selection of Breakpoint Magnitude

As discussed in Campbell (2020), Berryman et al. (2015) estimated a relatively narrow preferred
average seismogenic interface width of 68 km for CASC based primarily on the most likely down-
dip limit of co-seismic rupture defined by the mid-point of the transition zone determined from
geodetic and thermal data. This resulted in a relatively small estimate of mean breakpoint magni-
tude of Mg ;y = 7.7 and epistemic 5% and 95% confidence limits of M3, = 7.3 and M% 75 = 8.2.
respectively.

According to Campbell (2020), a similar interface width and breakpoint magnitude was
derived for the Nankai segment of the Nankai-Ryukyu subduction zone by Berryman et al. (2015),
which is consistent with it being analogous to CASC due to its similar age of subducting oceanic
crust (~10 million years old) and rate of convergence (4-8 cm/yr) (Satake and Atwater, 2007).
Furthermore, Frankel et al. (2018) found that their broadband ground-motion simulations of a
M ~ 9 mega-earthquake on CASC were consistent with predictions from the empirical GMM of
Abrahamson et al. (2016), which has a central breakpoint magnitude of 8.0 at short periods and
decreasing to 7.6 at long periods, which is similar to the mean estimate of breakpoint magnitude
determined by Campbell (2020) and within its epistemic uncertainty bounds. The preferred seis-
mogenic width and resulting breakpoint magnitude for CASC is also consistent with the mean
magnitude and slip estimated by Satake et al. (2003) for the 1700 Cascadia earthquake (Campbell,
2020).

The Cascadia seismogenic interface shallows and widens in the Puget Sound region where
the North American plate bends to a more northwesterly direction. Campbell (2020) suggests
that the most likely seismogenic interface width in this region is ~140 km according to Frankel
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and Petersen (2008); Frankel et al. (2015) revised this to ~170 km based on the inferred 1 cm/yr
locking depth recommended at a regional workshop of experts convened as part of the National
Seismic Hazard Mapping Program. The 200 km maximum seismogenic width used by Frankel
and Petersen (2008) might be considered an upper bound for earthquakes that initiate in the Puget
Sound region given that it represents a rupture width extending to the top of episodic tremor and
slip (ETS) events (Frankel and Petersen, 2008); however, both Hyndman (2013) and Wirth and
Frankel (2019) argue that co-seismic rupture to this depth is not likely given thermal, geologic,
and geodetic constraints from past mega-earthquakes and ground-motion simulations.

Campbell (2020) poses the question of whether an earthquake that originates on the wider
section of the CASC interface in the Puget Sound region will exhibit a larger breakpoint magnitude.
This might be the case if rupture were to extend the full width of the fault before extending along
strike rather than rupturing along the strike before "filling in" the full width of the seismogenic in-
terface in this region. To account for this uncertainty, a larger breakpoint magnitude could be used
for hypocenters located in the Puget Sound region and a smaller one for hypocenters originating
along the narrower sections of the CASC interface.

Alternatively, epistemic uncertainty could be modeled using a single set of breakpoint
magnitudes regardless of hypocenter location. For example per Campbell (2020), if this latter
alternative is used, one possible set of values would be 7.7 (5% confidence limit), 8.0 (mean), and
8.5 (95% confidence limit) with weights of 0.185, 0.630, and 0.185, respectively. The central value
of 8.0 was used in the KBCG20 Cascadia regionalized GMM. We used the breakpoint magnitudes
from the study of Ji and Archuleta (2018) for intraslab events on CASC.

8.3.3 Basin-Depth Model

The basin-depth model in Cascadia is different for sites in the Seattle Basin and other basins. As
seen in Figure 4.7, there is almost no correlation between Z, 5 and Vg3, for the Seattle Basin, with
all sites in the Seattle Basin having an almost constant 7, 5 value of about 7000 m. Thus, we use
a constant value to model the basin amplification for the Seattle Basin. This has the disadvantage
that there is a sharp discontinuity at the boundary of the basin, but there is not enough information
in the database to fully resolve this issue. For other sites in Cascadia, the normal basin-depth model
can be used, which depends on the difference of the observed Z; 5 value from the reference Z, 5
value for a given Vg3q value.

8.4 ALEATORY VARIABILITY

The aleatory variability is described in Chapter 5. The application is straightforward: the value of
the aleatory variability (standard deviation) is a constant for each period and can be calculated as
0% = 72 + ¢%. As with all other parameters of our model, ¢ and 7 are associated with epistemic
uncertainty. Thus, the user should think about whether to include this epistemic uncertainty.Note
that the range of epistemic uncertainty is not large; therefore, its effect on final hazard calculations

is probably small.
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We do not partition the within-event residuals into a systematic site term .5 and within-
event/within-site residual because due to the narrow azimuthal range of the data, potential unmod-
eled path effects can easily be mapped into systematic site terms. If one needs to use a single-
station sigma model in PSHA calculations, one possibility is to use ratios between ¢ and ¢gg from
existing studies [see e.g., Lin et al. (2011) and references therein] to partition ¢ into ¢ss and ¢gog.
Such an approach assumes that these ratios (which will typically be estimated for shallow active
crustal data) are applicable to subduction data as well.

The value of the within-event standard deviation ¢ is estimated during the regression before
taking into account basin effects. Hence, the value of ¢ includes additional uncertainty due to
differences in basin depths. If one includes 7, o of Z5 5 as a predictor, then one should use a lower
value of ¢ to avoid double-counting. The ratios of ¢ with and without basin-depth scaling are
shown in Figure 5.2. Since the values for Cascadia, New Zealand, and Taiwan are based on a
small number of records, we recommend using the ratio for Japan. If the value of Z; y or Z5 5 is
unknown, then one can either use the reference value calculated from Vg3, together with the larger
value of ¢, or include Z; o/Z5 5 with uncertainty together with the smaller value of ¢. The latter
approach is preferred.
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9 Discussion and Conclusions

9.1 MAIN CONCLUSIONS

KBCG20 was developed as part of the NGA-Sub research program using a comprehensive com-
pilation of subduction interface and intraslab ground-motion recordings and metadata available
in the NGA-Sub database. It includes ground-motion scaling terms for magnitude, distance, site
amplification, and basin amplification, with some of these terms being adjustable to accommodate
differences between interface and intraslab events, and differences among seven subduction zone
regions, including Alaska (AK), Central America and Mexico (CAM), Cascadia (CASC), Japan
(JP), New Zealand (NZ), South America (SA), and Taiwan (TW). Some of these regions are fur-
ther divided into subregions to account for differences in anelastic attenuation between forearc
and backarc, and differences in breakpoint magnitude between segments of a larger subduction
zone. We believe that our new GMM, which includes median, aleatory variability, and epistemic
uncertainty models, represents a significant improvement in the understanding and estimation of
subduction ground motions. The Bayesian approach used to develop the model will facilitate the
update of the GMM as new data become available. Some of the more important technical issues
that were addressed in our study and how we addressed them are described in the remainder of this
chapter.

9.2 BREAKPOINT MAGNITUDE

There are only a few subduction zones for which earthquakes larger than the estimated breakpoint
magnitude have occurred. Even fewer of these mega-earthquakes have ground-motion recordings,
which make them among the least sampled in our global empirical database. KBCG20 incorporates
a decrease in ground-motion magnitude-scaling rate (MSR) beyond the breakpoint magnitude for a
particular subduction zone based primarily on ground-motion simulations as implemented in Abra-
hamson et al. (2016, 2018), which make the values of breakpoint magnitude and MSR beyond this
magnitude uncertain. Yet, both of these parameters have a large impact on predicted ground mo-
tions from large intraslab earthquakes and great-to-giant interface events. Although the breakpoint
magnitudes are estimated from scientific studies, there is still a great deal of uncertainty associated
with them [e.g., Tables 8.1 and 8.2; Campbell (2020)]. Figure 4.13 shows that the uncertainty in
the MSR above the breakpoint magnitude—defined by the regression coefficient 65—is relatively
large. Its posterior estimates are similar to its prior estimates because of the large uncertainty in
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its prior values and the paucity of earthquakes that contribute to its estimate. Therefore, epistemic
uncertainty should be incorporated in both the breakpoint magnitude and large-magnitude MSR in
the engineering application of KBCG20.

9.3 ANELASTIC ATTENUATION

Anelastic attenuation of subduction ground motion depends on many factors, including the type
of earthquake (interface or intraslab), the fracturing and density of the crust, the location of the
site with respect to a volcanic arc (forearc or backarc), and the frequency or period of the ground
motion. The KBCG20 anelastic attenuation terms account for many of these factors on a global
and regional scale, although not necessarily in a consistent way because of the non-uniform ge-
ographic distribution of the recordings. The difference in anelastic attenuation between interface
and intraslab earthquakes potentially accounts for the unique travel paths that ground motions from
these two types of events must traverse due to their interaction with the dense oceanic slab; how-
ever, KBGC19 does not find such differences, possibly because of trade-offs between anelastic
attenuation and other terms that involve these two types of earthquakes.

All seven regions had a sufficient number of recordings to model differences in forearc
anelastic attenuation among the regions. The global model used all of these data for its forearc
anelastic attenuation term. Although some regions had enough recordings to distinguish between
the forearc and backarc (AK, CASC, and JP), other regions either did not have enough data to
distinguish between these two attenuation subregions or the data did not indicate that there was
a difference. Although the global model included a backarc anelastic attenuation term in the re-
gression, we recommend that it not be used in a forward prediction unless it is known that the
subduction zone has different anelastic attenuation in the forearc and backarc from, e.g., regional
() estimates. JP is unique in that it has two forearc subregions (the Japan Trench associated with the
Pacific plate and the Nankai Trough associated with the Philippine Sea plate) as well as a backarc
sub-region. Thus, there was sufficient data in JP to distinguish between all three subregions and
account for travel paths that cross the volcanic arc from one sub-region to another.

9.4 SITE AMPLIFICATION

Linear site amplification is modeled using the predictor variable Vs3o. Ideally, V3o should be
measured at every site included in the analysis. Unfortunately, this is not possible because of
the prohibitively large computing costs required to make such measurements. Instead, the NGA-
Sub program relied on existing measurements available in the literature or provided by regional
scientists and engineers (Bozorgnia et al., 2020). As a result, the majority of Vg3 values in the
database are estimated using a variety of geologic, geomorphologic, and topographic proxies. The
use of proxies increases the uncertainty in the value of Vg3, which is generally taken into account
in the Bayesian regression analysis. We do not include a station term in the regression because of
its trade-off with other predictor variables, such as anelastic attenuation within the backarc. If we
had included a station term, the value of the standard deviation of this term (traditionally defined
as ¢g25) would account for such factors, depending on whether Vgs3q is measured or estimated.
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Since we do not include a station term, epistemic uncertainty should be incorporated in Vs if it
is not measured, or if there is some other reason to believe that it is uncertain in the engineering
application of KBCG20.

Another issue related to site amplification is its nonlinearity. As is usually the case, there
are very few recordings with amplitudes high enough to cause observable nonlinear soil effects
in the ground motion. Instead, we adopted the nonlinear site formulation used by Campbell and
Bozorgnia (2014) in their NGA-West2 shallow crustal GMM for both interface and intraslab earth-
quakes and all subduction zone regions. By doing this we inherently make the assumption that a
site will exhibit similar site response for all earthquake sources and geographic regions. This as-
sumption is likely not true, but it is the only means of including nonlinear soil effects in our GMM
at the present time.

9.5 BASIN AMPLIFICATION

An important issue for the design of long-period structures worldwide is the effect of sedimentary-
basin amplification. One example of this is the Puget Sound, Washington, region. Ground-motion
simulations conducted as part of the "M9 Project" (Wirth and Frankel, 2019; Frankel et al., 2018;
Wirth et al., 2018) have shown that long-period ground motions can be significantly amplified at
sites located in the Seattle basin from interface, intraslab, and crustal earthquakes. Based on the
results of these studies and a related USGS workshop (Wirth et al., 2018), the Seattle Department
of Construction and Inspections adopted a requirement (SDCI (2018)) that all tall building designs
utilizing site-specific ground-motion procedures must incorporate basin effects for those buildings
located in the city of Seattle.

Basin-amplification effects for the Seattle basin and other basin and non-basin locations in
the Pacific Northwest are included in KBCG20 using a basin-depth term that utilizes site-specific
estimates of the basin-depth parameter Z, 5. A comparison of the basin-amplification factors for the
Seattle basin estimated by our GMM and those proposed by SDCI (2018) are shown in Figure 7.42.
KBCG20 also includes basin-amplification terms for JP using values Z 5 and for NZ and TW using
values of Z; . There is insufficient information on basin depths for the remaining regions (AK,
CAM, and SA) to include a basin-depth term. A basin-depth term was not included in the global
model because of the site- and region-specific nature of this term.

9.6 EPISTEMIC UNCERTAINTY

KBGC19 is partially non-ergodic because of its regionalization of terms involving the overall am-
plitude of ground shaking (constants), anelastic attenuation, site amplification (terms involving
Vs30), and basin amplification (terms involving Z;, and Z,5). That said, the degree of non-
ergodicity is limited based on available data compiled to date, but there are still several subduction
zone regions around the world with limited or no empirical data at all. Even some of the regions
included in our GMM have very limited usable data (e.g., CASC) due to either a paucity of earth-
quakes for the region or, if there are earthquakes, the paucity of seismographs and recordings.
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Before KBCG20 is used to estimate ground motions for a region not modeled as part of
KBCG20, an analysis of the applicability of the model should be performed. If data are available,
this evaluation can be in the form of a simple residual analysis or a more sophisticated Bayesian
update. It can also include an evaluation of an applicable breakpoint magnitude at which the MSR
is expected to decrease based on the overall tectonic characteristics of the subduction zone (see
Section 8.4). If a regional evaluation or update is not possible, the global model should be used
along with its associated epistemic standard deviation; see Chapter 6. Because of a lack of any
empirical constraints, the epistemic standard deviation associated with the global GMM is larger
than that for any of the modeled regional models. Of course, it is possible to reduce the epistemic
standard deviations for the global and regional models with additional investigations and data.

An important feature of our model is that the within-model epistemic uncertainty is explic-
itly quantified to account for differences in available data for each of the seven modeled subduction
zone regions as well as those regions for which data are unavailable. To capture the epistemic un-
certainty associated with the ground-motion predictions, we developed 800 sets of regression pa-
rameters (coefficients and aleatory standard deviations) through our Bayesian modeling approach.
The 800 sets of coefficients are provided in an electronic supplement to this report. In theory, the
complete set of 800 cases could be used in a PSHA to account for the complete distribution of
epistemic uncertainty, but the necessary effort and computing time to do so is only possible for the
most important studies with sufficient resources. Of course, one could always down-sample the
800 cases in an attempt to capture a realistic estimate of the epistemic uncertainty associated with
the ground-motion predictions, but studies would need to be done to ensure that accuracy is not
being sacrificed.

A computer program distributed as part of this study allows the user to estimate median
ground motions, between-earthquake standard deviations, within-earthquake standard deviations,
and epistemic standard deviations for PGA, PGV, and 5%-damped PSA at periods of 0.01, 0.02,
0.03, 0.05, 0.075, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.75, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, 7.5 and
10 sec. The epistemic uncertainty calculated in this way only applies to KBCG20 (i.e., intra-
model uncertainty). Therefore, we recommend that the user also considers modeling epistemic
uncertainty by employing multiple GMMs, either developed as part of the NGA-Sub program or
available in the literature.
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