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ABSTRACT

A set of global and region-specific ground-motion models (GMMs) for subduction zone earth-
quakes is developed based on the database compiled by the Pacific Earthquake Engineering Re-
search Center (PEER) Next Generation Attenuation - Subduction (NGA-SUB) project. The subset
of the NGA-SUB database used to develop the GMMs includes 3914 recordings from 113 subduc-
tion interface earthquakes with magnitudes varying between 5 and 9.2 and 4850 recordings from
89 intraslab events with magnitudes varying between 5 and 7.8. Recordings in the back-arc region
are excluded, except for the Cascadia region. The functional form of the model accommodates the
differences in the magnitude, distance, and depth scaling for interface and intraslab earthquakes.
The magnitude scaling and geometrical spreading terms of the global model are used for all re-
gions, with the exception of the Taiwan region which has a region-specific geometrical spreading
scaling. Region-specific terms are included for the large distance (linear R) scaling, VS30 scaling,
Z2.5 scaling, and the constant term. The nonlinear site amplification factors used in Abraham-
son et al. (2016) subduction GMM are adopted. The between-event standard deviation piece of
the aleatory variability model is region and distance independent; whereas, the within-event stan-
dard deviations are both region and distance dependent. Region-specific GMMs are developed
for seven regions: Alaska, Cascadia, Central America, Japan, New Zealand, South America, and
Taiwan. These region-specific GMMs are judged to be applicable to sites in the fore-arc region at
distances up to 500 km, magnitudes of 5.0 to 9.5, and periods from 0 to 10 sec. For the Casca-
dia region, the region-specific model is applicable to distances of 800 km including the back-arc
region. For the sites that are not in one of the seven regions, the global GMM combined with the
epistemic uncertainty computed from the range of the regional GMMs should be used.
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1 Introduction

Over the last decade, there has been a large increase in the number of ground-motion record-
ings from subduction zone earthquakes. The full dataset from the Pacific Earthquake Engineering
Research Center (PEER) Next Generation Attenuation - Subduction (NGA-Sub) project includes
over 71,000 recordings from 1880 earthquakes; however, the dataset remains limited for large-
magnitude events (M>8 for interface and M>7 for intraslab) recorded at moderate distances (<100
km) that often control the seismic hazard in subduction zones. We have developed new ground-
motion models (GMMs) for the subduction zone earthquakes based on a subset of NGA-SUB
database by considering the results from finite-fault simulations to constrain the extrapolation of
the model outside the range constrained by the empirical data.

Many of the GMMs that are currently used in seismic hazard studies for subduction zone
earthquakes are fully ergodic GMMs that combined the data from subduction earthquakes around
the world into a single model (e.g. Abrahamson et al., 2016). The ergodic approach assumes that
the variability about the central model that was estimated from the combined set of world-wide data
is applicable to any site in the world. As the ground-motion datasets have grown, it has become
clear that the ergodic assumption does not work well due to significant systematic differences in
the ground-motion scaling for different regions (Atkinson, 2006; Morikawa et al., 2008; Lin et al.,
2011; Anderson and Uchiyama, 2011; Villani and Abrahamson, 2015; Lanzano et al., 2017).

There are systematic differences in the median ground motions for different regions that
can vary by up to a factor of two from the global average. In the last decade, there has been
a move from ergodic GMMs to partially and fully non-ergodic GMMs to address these regional
differences. There are several forms of partially non-ergodic GMMs. One approach removes the
systematic site-specific effects from the aleatory variability (single-station sigma) and keeps the
median unchanged (Renault et al., 2010; BCHydro, 2012; Rodriguez-Marek et al., 2014; Copper-
smith et al., 2014; Geopentech, 2015). The median is later adjusted to the site-specific conditions
using locally recorded data or amplification factors from a site-specific site response study. An-
other partially non-ergodic approach accounts for some of the systematic differences in the median
GMM for different broad regions. This approach was used in the NGA-West2 project for shallow
crustal earthquakes by dividing the global dataset into up to 10 regions (Bozorgnia et al., 2014).
Other studies have developed regional GMMs using data from a single region. This works well for
regions rich in strong-motion data, such as Japan (e.g., Zhao et al., 2016b,a) or the combined region
of Europe and the Middle East (e.g., Kotha et al., 2016); however, this approach can lead to un-
constrained extrapolation of the models for large magnitudes in regions with limited strong-motion
datasets. Another approach develops the GMM for a single region but uses global data to constrain
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the extrapolation to large magnitudes. For example, Phung et al. (2020) used this approach to
develop a GMM for subduction earthquakes in Taiwan using a dataset of Taiwan ground motions
supplemented by ground motions from larger magnitude earthquakes in Japan. Fully non-ergodic
models that account for systematic differences in the source, path, and site effects are beginning to
be developed and should be considered in future updates of the subduction GMMs.

For the development of our subduction GMM, we used the partially non-ergodic approach
that includes region-specific terms that account for the differences in the median ground motion
between broad regions. Using a global dataset allows us to take advantage of the constraints from
the global data and still regionalize the site and path terms with regional coefficients. Our GMM
has region-specific constant terms, linear site amplification, large distance (linear R), and basin-
depth scaling for seven regions: Alaska, Cascadia, Central America (Lat 8N - 20N), Japan, New
Zealand, South America (Lat 38S - 2S), and Taiwan.

A key issue for the Cascadia-specific GMM is that the limited ground-motion data from
intraslab earthquakes in Cascadia are about a factor of two smaller than the ground motions from
comparable intraslab events in other regions. Currently, there is not a physical explanation for
this large reduction in the ground motion for Cascadia compared to other regions. Finite-fault
simulations for Cascadia interface events do not show this large reduction. As discussed in Section
6.2, rather than centering the Cascadia-specific model on the available Cascadia ground-motion
data from intraslab events, we apply an adjustment factor such that the Cascadia model reflects the
average from other regions with similar spectral shapes. There is a similar issue of sparse data for
the Alaska region, and we utilized the same approach to adjust the Alaska-specific GMM. We also
provide a global version our GMM that is applicable to subduction zones around the world that are
not in one of the seven regions modelled in this study.

A second key issue is the regionalization of the GMM for South America. The between-
event residuals from the available data in northern Peru have large negative values, suggesting that
the median ground motion in this region is much lower than other parts of South America. How
should this difference in median ground motions be captured in the GMM? One option is to include
a regional difference in the median with the appropriate epistemic uncertainty. A second option is
to include the difference as part of the aleatory variability for the broader region. We judged that
there were not enough earthquakes from northern Peru and Ecuador to have a well-constrained
regional constant; therefore, we included these earthquakes as part of the South America region.

Under the fully non-ergodic GMM approach, there can be large regional differences in
the ground motion. In regions with sparse data, the non-ergodic approach can still be used, but
with accompanying large epistemic uncertainties in the region-specific terms. With this concept,
the low ground motions observed in Cascadia, Alaska, and northern Peru may simply be regional
differences that should be accepted. In the development of our GMM, we have not implemented a
fully non-ergodic GMM with the appropriate epistemic uncertainties. Therefore, we choose not to
center the regional models for Cascadia, Alaska, and northern Peru on the sparse available data.
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2 Dataset Selection

The NGA-SUB database includes recordings from seven different regions: Alaska, Cascadia, Cen-
tral America, Japan, New Zealand, South America, and Taiwan as described by Stewart (2020).
The full dataset includes over 71,000 three-component recordings. The October 18, 2018, version
of the NGA-SUB dataset was used for this study. The main criteria used for selecting the subset of
data are discussed under two main headings: (1) selection criteria for earthquakes and (2) selection
criteria for recordings.

Data selection for GMM development is an iterative process. After the initial selection is
made, preliminary regression analyses are performed and, by visual inspection of the residuals,
outlier data are identified and evaluated. Based on the evaluation of the outlier data, the data
selection criteria are modified, and the process is repeated.

2.1 SELECTION CRITERIA FOR EARTHQUAKES

The GMM is developed for two event types: interface and intraslab earthquakes. The NGA-SUB
database includes six event classifications for earthquakes in subduction zones, as shown in Table
2.1. For interface events, we selected only Class 0 events. For intraslab events, we selected both
Class 1 (intraslab events) and Class 5 (intraslab events from lower part of a double seismic zone).
We excluded the shallow events in the overriding plate (Class 2), mantle events (Class 3), and
outer-rise events (Class 4) because these events are not representative of the sources that typically
control seismic hazard in subduction zones. In addition, the events that are unclassified or classified
with low confidence are considered unreliable and were removed.

To reduce the potential for errors in the identification of interface and intraslab earthquakes,
unusually shallow intraslab events (depth to top of rupture, ZTOR, less than 20 km) and unusually
deep interface events (ZTOR > 50 km) were excluded.

For all regions, the minimum magnitude of 5 is used. The minimum of three recordings
per event (after all of the selection criteria have been met) is applied to improve the reliability of
estimates of the event terms. The Cascadia region is an exception: we included Cascadia events
with less than three recordings due to the small number of earthquakes in Cascadia in the database
and the importance of this region for seismic hazard applications in the Pacific Northwest.

Figure 2.1 shows the distribution of between-event residuals for PGA with ZTOR from a
preliminary model without basin-depth scaling. Seven intraslab events (identified by the box in
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Figure 2.1) have large negative event terms and shallow hypo-central depths. At short spectral
periods, the intraslab events have much larger ground motions than the interface earthquakes, so
these large negative between-event residuals could be explained by these shallow earthquakes be-
ing interface events that were misclassified as intraslab events. Because it is difficult to distinguish
between interface and intraslab events at these shallow depths, we consider it likely that these
events were misclassified; therefore, we removed them from the selected dataset.

2.2 SELECTION CRITERIA FOR RECORDINGS

To avoid potential bias in the ground motions, the following selection criteria are applied:

1. Remove recordings with multiple event flag equal to 1 (time window of the recording in-
cludes more than one earthquake);

2. Remove recordings with late P-trigger;

3. Remove recordings that are missing key metadata (magnitude, distance, or site condition);

4. Remove stations that are not free-field (GMX first letter N, Z, and F);

5. Remove downhole recordings with instrument depth greater than 2 m;

6. Remove recordings with rupture distance (RRUP ) greater than Rmax ;

7. Remove ground motions from the “TW” network for Taiwan region due to an apparent bias;
and

8. Remove recordings from the Tohoku earthquake with RRUP > 200 km

The first five criteria were included to have reliable data representative of free-field con-
ditions. The sixth item (Rmax limit) is included to avoid biasing the data due to censored ground
motions at large distances. Censoring can occur when there are missing recordings (not triggered
or not above the noise level) that would have shown lower ground motions than the recorded
ground motions. The procedure for estimating Rmax is described in the NGA-SUB database report
(Stewart, 2020). The recordings with RRUP > Rmax are removed to avoid a bias towards larger
ground motions at large distances. This criterion has the largest effect on the Taiwan dataset.

The seventh item is related to the TW network in Taiwan, which leads to systematically
lower ground motions than the other networks for the recordings from the same earthquake, sug-
gesting that there is an issue with the gains or with the instrument responses for this network.
Figure 2.2 compares the residuals for the “CWB” and “TW” networks from a preliminary re-
gression analysis. Given the apparent bias from the TW network, all of the recordings from this
network were excluded. The data from TW network represents about 10% of the recordings in
Taiwan dataset.

The eighth selection criterion (200-km limit for the recordings of Tohoku earthquake) is
imposed because the large-distance attenuation of short-period ground motions from the Tohoku
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earthquake is much steeper than the large-distance attenuation of the other M>8 Japanese subduc-
tion earthquakes in our dataset; see Figure 2.3. A potential cause of the steeper attenuation could
be that the distance to the closest point on the rupture (RRUP ) may not reflect the distance to the
asperities that generate the strong ground motion for very large earthquakes; however, using the
closest distance to an asperity in place of RRUP did not remove the faster attenuation observed in
the Tohoku recordings. We also checked the distance dependence of the within-event residuals for
PGA from the M8.8 2010 Maule, Chile, earthquake (shown in Figure 2.3) and did not observe a
strong trend of the residuals with distance for this large interface event.

The difference in the large-distance attenuation is likely due to the regional differences in
the path effects within the Japan region, but the functional form of our GMM does not account for
event-specific large-distance scaling. Including the large-distance data from Tohoku earthquake
would cause the event term for this earthquake to be much more negative to be able to match the
average residual over all distances. In that case, the event term would represent the path effects,
but not the source effects. The key issue is that the regression approach used in Chapter 4, with
a random effect for the earthquake, assumes that the attenuation is similar for all events. If the
event-specific attenuation is very different, then using an event term that is a constant shift at all
distances is not an appropriate statistical approach.

In addition to the criteria listed above, recordings and earthquakes were removed if they
appeared as large outliers by visual inspection. The large outliers are likely due to errors in the
reported gains of the instruments or errors in the meta data (magnitude and distance). The project’s
budget prohibited tracking down the causes of the outliers, and they were simply removed from
our subset.

For regions other than Cascadia, the rupture distance range was limited to 500 km. This
range captured most of the distances that contribute to the hazard, but avoided some of the poten-
tially strong path-specific effects at larger distances. To capture the large-distance scaling in the
eastern Washington and western Idaho regions, data out to a distance of 800 km from the Cascadia
region (except for two northern California earthquakes) were included. The large-distance data
from the northern California events that are part of our Cascadia subset were excluded because
they represent very different path effects from those in the Washington/Oregon region.

The back-arc stations were excluded because the attenuation in the back-arc varies greatly
among regions. There is very strong back-arc attenuation in parts of Japan that is not seen in other
regions. Within the Japan region, the back-arc effects have large variations for different areas, so
the back-arc attenuation will depend on the ray path lengths within different sub-regions of Japan.
The NGA-SUB dataset provided the lengths of the rays paths in the different subregions in Japan
that could be used in a GMM, but the model becomes overly complex if these parameters are
included. To properly model these effects, the path effects should be modelled using the method
of Dawood and Rodriguez-Marek (2013). This approach can be used to adjust the region-specific
GMM to include path effects as shown by Kuehn et al. (2019). For our GMM, we chose to limit
the GMM applicability to fore-arc sites to avoid the complexities of the back-arc path effects.
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2.3 SELECTED DATASET

The number of earthquakes and number recordings in the NGA-SUB database and in the selected
subset for each region are provided in Table 2.2. A large percentage of the data in the NGA-SUB
dataset were not included in our subset of data: only 11% of earthquakes and 12% of the recordings
are included. The event class selection (Class 0, 1, and 5 only) had a significant effect, requiring
removal of over 25,000 recordings. The 500-km upper limit on distance and the M5 lower limit
on magnitude removed an additional 19,000 recordings. This left a subset of just under 34,000
recordings, Criteria 1–10 (excluding theRmax limit) removed about 7000 recordings, and theRmax

limit removed an additional 12,000 recordings. Restricting the sites to the fore-arc (except for
Cascadia) removed an additional 3500 recordings. For Cascadia, we excluded earthquakes that
are in Northern California and which are not clearly associated with the interface or intraslab, and
may be more representative of crustal earthquakes. This removed an additional 270 recordings.
Of the total of 10,921 recordings that met our selection criteria, an additional 2150 did not include
enough recordings per event or were identified as questionable recordings and were removed. The
final selected subset consists of 8764 recordings from 202 earthquakes.

As noted above, nearly 90% of the data in the full dataset were excluded. Figures 2.4
and 2.5 compare the magnitude distance distribution of the selected data and the excluded data.
The excluded data includes recordings from large magnitude events at moderate distances. While
the NGA-SUB project put in considerable effort to compile the ground-motion database, there is
a need for additional review and correction of the metadata and ground motions so that a larger
percentage of the recordings are considered reliable and can be used in future updates of subduction
GMMs.

The truncation of the data at Rmax is a simple but severe approach to address the censoring
of small ground motions. As noted, almost 12,000 recordings were removed due to the Rmax limit.
A regression approach that uses a truncated distribution should be considered in the future to allow
the data beyond Rmax to be included in the regression.

The pseudo spectral acceleration (PSA) values for the selected recordings are only used
in the regression analysis for spectral frequencies greater than 1.25 times the high-pass corner
frequency used in the record processing to avoid a bias in the PSA values due to the filtering
(Abrahamson and Silva, 1997). This requirement produces a dataset that varies as a function of
period. The period dependence of the number of earthquakes and number of recordings used in the
regression analysis is shown in Figure 2.6.

The magnitude-distance distribution of the selected dataset for short periods is given in Fig-
ure 2.7. The majority of the data in our dataset are from Japan. There is good coverage for magni-
tudes 6.0–8.2 for interface earthquakes and for magnitudes 5.0 –7.3 for intraslab earthquakes. The
distribution of the VS30 of the recordings by region is shown in Figure 2.8. There is good coverage
of the VS30 between 200 m/sec and 750 m/sec with 80% of the data being in this range. The num-
ber of usable recordings drops off rapidly for rock sites: less than 5% of the data has VS30 > 1000
m/sec and less than 1% of the data has VS30 > 1300 m/sec.

The NGA-SUB dataset includes multiple alternative methods for defining Class 1 (main-
shocks) and Class 2 (aftershocks) events based on the size of the separation distance between
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events and how the separation distance is computed. This classification is only for use with GMMs
to account for potential differences in the ground motions from smaller events (aftershocks) occur-
ring close to larger magnitude events (mainshocks) in both space and time. A detailed description
of the mainshock/aftershock classification scheme is given in Stewart (2020). The classification is
provided for separation distances of 10 km, 20 km, 40 km, and 80 km. We selected the classifica-
tion based on closest distance from the Class 1 rupture plane to the potential Class 2 rupture plane,
denoted RCLOSEST P2P , being less than 20 km. That is, if RCLOSEST P2P is less than 20 km for an
event that occurs close in time, then the latter event is considered a Class 2 event. We selected the
20-km distance limit based on a preliminary evaluation of the between event residuals that showed
that strongest correlation using this distance limit.

2.4 BASIN DEPTH AND CORRELATION WITH VS30

Two parameters have been used in the NGA-W2 GMMs to model the basin-depth effects: the
depth to VS = 1.0 km/sec, denoted by Z1.0 and the depth to VS = 2.5 km/sec, denoted by Z2.5. For
our subduction GMM, we selected the Z2.5 parameter over the Z1.0 parameter because the basins
in the Seattle region are deep-rock basin, and the basin effects for these basins are not captured by
the Z1.0 parameter. The NGA-SUB database only includes Z2.5 values for the Japan and Cascadia
regions.

As is common in ground-motion datasets, the Z2.5 values in NGA-SUB database are cor-
related with the VS30 values. Figure 2.9 shows the correlation of Z2.5 and VS30 values for the
Cascadia and the Japan regions. As a result of this correlation, the scaling with VS30 scaling will
include some of the basin-depth scaling. To account for this correlation, we developed models for
the median basin depth as a function of the VS30. For Cascadia, the median Z2.5 for a given VS30 is
given by Equation 2.1:

ln(Z2.50ref CAS(m)) =


8.52 for VS30 < 200m/sec
8.52 − 0.88 ln(VS30/200) for 200m/sec < VS30 < 570m/sec
7.6 for VS30 > 570m/sec

(2.1)

For Japan, the the median Z2.5 for a given VS30 is given by Equation 2.2:

ln(Z2.50ref JP (m)) =


7.3 for VS30 < 170m/sec
7.3 − 2.066 ln(VS30/170) for 170m/sec < VS30 <= 800m/sec
4.1 for VS30 > 800m/sec

(2.2)
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Table 2.1: Event classes.

Event Class Index Event Class Description

0 Subduction interface event

1 Subduction intraslab event

2 Shallow crustal/overriding plate event

3 Mantle event

4 Outer rise event

5 Intraslab, lower double seismc zone event

-999 Unknown

-888 Interface event with small confidence

-777 Intraslab event with small confidence

-666 Shallow crustal/overriding plte events with small confidence

-444 Outer rise event with small confidence

Table 2.2: Dataset by region for the selected subset.

Full Dataset Selected Dataset
Region Region Number Number Number Number
Number Name Eqk Rec Eqk Rec

1 Alaska 142 3,026 16 257

2 Cascadia 35 2,143 6 177

3 Central America 272 2,648 14 74

4 Japan 227 40,717 72 5,053

5 New Zealand 227 4,309 30 440

6 South America 849 5,994 51 660

7 Taiwan 78 12,503 13 2,103

Total 1880 71,340 202 8,764
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Figure 2.1: Distribution of the event terms from preliminary analysis for the intraslab events
with magnitude and depth to the top of the rupture.

Figure 2.2: Distribution of the residuals from preliminary analysis for events in the Taiwan
dataset that includes data from the TW and CWB seismic networks.
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Figure 2.3: Comparison of the distance dependence of the within-event residuals for the 2011
Tohoku earthquake with the residuals for two other large magnitude interface
earthquakes.
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Figure 2.4: Magnitude-distance distribution for recordings in Regions 1-3 that are excluded
(left panels) compared to those that are included in the selected subset (right
panels).
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Figure 2.5: Magnitude-distance distribution for recordings in Regions 4–7 that are excluded
(left panels) compared to those that are included in the selected subset (right
panels).
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Figure 2.6: Number of earthquakes and number of recordings in the selected subset by pe-
riod.
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Figure 2.7: Magnitude-distance distribution for the selected subset for PGA. Top row is for
interface earthquakes. Bottom row is for intraslab earthquakes.
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Figure 2.8: Complementary cumulative distribution of VS30 by region.
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3 Functional Form for the Median

The functional form for the proposed model is based on the functional form used in the 2016
BCHydro GMM (Abrahamson et al., 2016) with modifications to include the regionalization for
the constant, linear R scaling, VS30 scaling, and Z2.5 scaling. The backarc scaling term included in
the 2016 BCHydro model is removed because the selected dataset excluded the stations located in
the backarc region, except for Cascadia.

The base model is given by:

ln (PSA(g)) = a1 + (a2 + a3(M − 7)) ln(Rrup +HFF (M))

+ a6RRUP + fmag(M,F ) + FfZTOR(ZTOR)

+ fsite(PGA1000, VS30) + Ffslab(RRup)

+ fbasin(Z
′

2.5) + FASa15

(3.1)

in which:
PSA(g) = RotD50 of the 5%-damped spectral acceleration

M = moment magnitude

RRUP = rupture distance (km)

F = event type (0 for interface and 1 for intraslab)

ZTOR = depth to top of rupture (km)

VS30 = time-averaged shear-wave velocity over the top 30 m (m/sec)

PGA1000 = median peak acceleration (g) for VS30 = 1000 m/sec

Z2.5 = depth to VS=2.5 km/sec (m)

FAS = 0 for earthquake Class 1 (mainshock) and FAS=1 for earthquake Class 2 (after-

shock)

The finite-fault term, HFF (M), is adopted from the 2016 BCHydro model and is given by

HFF (M) = C4exp ((M − 6)a9) (3.2)
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3.1 MAGNITUDE SCALING

For shallow crustal earthquakes, there is a break in the slope of the magnitude scaling (at aboutMW

= 6.5 for California) due to the limits on the maximum rupture width of earthquakes resulting from
the limited seismogenic thickness of the crust (about 15 km). In subduction zones, the maximum
rupture width can be much larger than that for shallow crustal earthquakes; therefore, the break in
the magnitude scaling is expected to occur at larger magnitudes. The 2016 BCHydro model used
a period-dependent break in the scaling for large magnitudes (M7.6 to M8.0) for the interface and
assumed that the break in the magnitude scaling is period-independent at MW=7.5 for intraslab
events because there was no quantitative data to constrain that value.

Archuleta and Ji (2018) conducted a suite of numerical finite-fault simulations for intraslab
earthquakes to constrain the break in the magnitude scaling for intraslab events. The simulation
results showed that the break in the magnitude scaling depends on the thickness of the slab. Using
a relation between the thickness and the age of the slab, an estimate of the break points in the mag-
nitude scaling for intraslab events in different subduction zones around the world was developed.
We adopted the region-dependent magnitude break points for intraslab events from Archuleta and
Ji (2018), which are listed in Table 3.1.

Recently, Campbell (2020) used the concept of the break in the magnitude scaling being
related to the down-dip width of the subduction interface to estimate the region-specific break
in the magnitude scaling for interface earthquakes. We agree with the general concept of this
approach, but there are no accompanying finite-fault simulations to calibrate the break point in the
magnitude scaling. Therefore, we use region-independent break points similar to those from the
2016 BCHydro GMM for interface earthquakes, which are based on numerical simulations and the
ground motions from the 2010 Maule and 2011 Tohoku earthquakes.

To account for the break in the magnitude scaling, a bi-linear functional form is used with
different small-to-moderate magnitude scaling for intraslab and interface events, but with the same
large magnitude scaling:

fmag(M) =

{
(a4 + Fa45)(M − C1) + a13(10 −M)2 for M ≤ C1

a5(M − C1) + a13(10 −M)2 for M > C1
(3.3)

in which C1 is the break point in the magnitude scaling. To allow the break point for the large-
magnitude scaling to differ for interface and intraslab events, the C1 term in Equation 3.1 and
Equation 3.3 is given by:

C1 = FC1s + (1 − F )C1i (3.4)

in which C1s is the break point for intraslab events, and C1i is the break point for interface events.

A preliminary regression showed stronger magnitude scaling for intraslab events. There-
fore, Equation 3.3 allows for a difference in the magnitude scaling between intraslab and interface
events (a45 term) for magnitudes less than C1. This is a major change from the 2016 BCHydro
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model, which had used the same magnitude scaling for intraslab and interface events. As a re-
sult of weaker magnitude scaling for interface events, the C1 values for interface earthquakes are
increased by about 0.2 magnitude units to maintain the same amplitude of the ground motion for
large magnitudes to be consistent with the Tohoku and Maule data. The period-dependent magni-
tude break points for interface events range from 8.2 at short periods to 7.8 at long periods.

3.2 INTRASLAB SCALING

In addition to difference in the magnitude scaling shown in Equation 3.3, the model for intraslab
events includes a difference in the geometrical spreading and constant terms compared with the
terms for interface events:

fslab(RRup) = a10 + a4(C1s − ∆C1s,reg − 7.5) + a14ln(Rrup +HFF (M)) (3.5)

The a10 and a14 terms represent the differences in the constant term and the geometrical spreading
for intraslab events and interface events, respectively. The ∆C1s,reg is the difference between the
region-specific C1s and the global C1s of 7.5. The a4(C1s − ∆C1s − 7.5) term is an additional
constant that leads to a continuous function above and below M = C1.

3.3 DEPTH SCALING

For intraslab earthquakes, the 2016 BCHydro model used a linear scaling with ZTOR without any
additional depth scaling for depths greater than 120 km. As part of preliminary analysis, the ZTOR

dependence of the short-period event terms was evaluated for different depth limits on the scaling.
This evaluation showed that there is stronger depth scaling for ZTOR < 50 km than for ZTOR > 50
km. The steeper magnitude scaling for intraslab events with ZTOR values less than 50 km may
be related to some earthquakes in the 20–50 km depth range being misclassified. As discussed
earlier, the intraslab events have much larger short-period ground motions than interface events for
the same magnitude and distance, so the event terms for interface events that are misclassified as
intraslab events would be large negative values. With these large negative residuals, the intraslab
events at depths of 20–30 km have similar ground motions as interface events, which is consistent
with the interpretation that they have been misclassified.

Because the depth scaling at shallow depths may reflect the misclassification of events as
well as a depth effect, we modeled the depth scaling with two slopes: one for depths less than 50
km and one for depths greater than 50 km. The depth scaling is modeled using a tri-linear model
with a break in slope at ZTOR = 50 km and a second break at ZTOR = 200 km beyond which there
is no additional depth scaling.

fZTOR
(ZTOR) =


a8(ZTOR − 50)F for ZTOR ≤ 50 km
a11(ZTOR − 50)F for 50 ≥ ZTOR ≤ 200 km
a11(150)F for ZTOR > 200 km

(3.6)
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We also evaluated the case where we used 100 km for the second break point; although
this option improved the fit to the event terms for ZTOR < 100km, it resulted in larger negative
event terms for depths greater than 100 km. Using the limit on the depth scaling of 200 km led to
a balance of the fit to the event terms for depths less than 100 km and the event terms for depths
greater than 100 km.

3.4 SITE-RESPONSE SCALING

The linear site-amplification effects were modeled using a linear dependence on the ln(VS30) with
no additional scaling for VS30 > 1500 m/sec. The 1500 m/sec limit on the linear site factor is set
due to lack of data for VS30 > 1500 m/sec and possible kappa effects (i.e., reduced damping) that
could change the site factor at short periods for hard-rock sites.

For the nonlinear site-response effects, we adopted the nonlinear site amplification scaling
in the 2016 BCHydro model, which uses the PGA1000 as the strength of shaking parameter. The
site-response function of the proposed model is given in Equation 3.7. The Vlin term denotes the
shear-wave velocity above which the site response becomes linear, and the V ∗S term sets the limit
of the extrapolation of the linear (VS30) scaling as shown in Equation 3.8.

fsite =

 a12ln
(

V ∗S
Vlin

)
− b ln(PGA1000 + c) + b ln

[
PGA1000 + c

(
V ∗S
Vlin

)n]
for VS30 < Vlin

(a12 + bn) ln
(

V ∗S
Vlin

)
forVS30 ≥ Vlin

(3.7)

V ∗S =

{
1500 for VS30 >1500 m/sec
VS30 for VS30 ≤ 1500 m/sec (3.8)

The nonlinear site-response terms, b(T ), n, and c, are taken directly from the 2016 BCHydro
GMM. An initial evaluation of the within-event residuals versus the PGA1000 showed that adopted
nonlinear site-amplification scaling is consistent with the nonlinear site effects in the new dataset.
The applicability of the assumed nonlinear site terms to the subduction data is further evaluated
using the residuals from the final model in Section 4.3.

3.5 BASIN-DEPTH SCALING

The depth to VS=2.5 km/sec, Z2.5 (in m), is used for the basin-depth parameter. In the GMM, the
basin-depth scaling uses the normalized basin depth parameter, Z ′2.5, defined by:

Z
′

2.5 =
Z2.5 + 50

Z2.5ref + 50
(3.9)
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in which Z2.5ref (in m) is the median Z2.5 for a given VS30 (Equations 2.2 and 2.1). This normalized
parameter is used to account for the correlation between VS30 and Z2.5. The Z ′2.5 term centers the
basin-depth scaling so that the basin scaling that is implicit in the VS30 scaling is addressed.

The basin-depth scaling is modeled as a linear function of the logarithm of the normalized
basin-depth parameter with a lower limit for low values of Z ′2.5. For the Japan region, the basin-
depth scaling is given by:

fbasin JP =

{
a41ln(Z

′
2.5) for ln(Z

′
2.5) > −2

0 otherwise
(3.10)

For the Cascadia region, the data show an increase in the long-period ground motion for basin
depths greater than Z2.5ref , but they do not show a decrease for basin depths less than Z2.5ref .
Therefore, the basin-depth model for Cascadia is set to zero for Z ′2.5 < 1.

fbasin CAS =

{
a39ln(Z

′
2.5) for ln(Z

′
2.5) > 1

0 otherwise
(3.11)

3.6 REGIONALIZATION OF THE BASE MODEL

For each region, we allow for three region-specific terms: large distance (linear R) scaling (a6),
linear site-amplification scaling (a12) and the constant term (a1). Table 3.1 shows the region-
specific coefficients associated with each region. For the distance and VS30 terms, the coefficients
are adjustments that are added to the global coefficients. Dummy variables, FRi are used to indicate
the region: FRi = 1 for region i and 0 otherwise. The regionalized terms are denoted with a prime:

a′6 = a6 + FR1a24 + FR2a25 + FR3a26 + FR4a27 + FR5a28 + FR6a29 + FR7a30 (3.12)

a′12 = a12 + FR1a17 + FR2a18 + FR3a19 + FR4a20 + FR5a21 + FR6a22 + FR7a23 (3.13)

Because we developed the global constant at the end of the regression, using the average of the
ground motion from the region-specific models, the regional constants are not added to the global
constant:

a′1 = FR1a31 + FR2a32 + FR3a33 + FR4a34 + FR5a35 + FR6a36 + FR7a37 (3.14)

There is an additional regional term included for the Taiwan region. The distance scaling
for Taiwan region is weaker than the distance scaling for other regions. This may be related to the
limited distance range in the Taiwan dataset, due in part to the small dimension of the Taiwan island
that limits the sampling of the distance attenuation. It may also be related to the severe truncation
of the Taiwan dataset due to the Rmax limits. If the global geometrical-spreading term is used,
then the region-specific linear R term for Taiwan becomes a positive value, which is non-physical
and would lead to increasing median ground motions with distance when the GMM is extrapolated
to very large distances. Therefore, we use a region-specific geometrical-spreading term combined
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with a small negative linear R term for Taiwan. The region-specific geometrical-spreading term is
given by:

a′2 = a2 + a16FR7 (3.15)
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Table 3.1: Region-specific terms.

Region C1s VS30 Linear R Constant Z2.5 Geometrical
add to a12 add to a6 replaces a1 spreading

add to a2

Alaska 7.9 a17 a24 a31 - -

Cascadia 7.1 a18 a25 a32 a39 -

Central America 7.4 a19 a26 a33 - -

Japan 7.6 a20 a27 a38 a41 -

New Zealand 8.0 a21 a28 a35 - -

South America 7.5 a22 a19 a36 - -

Taiwan 7.7 a23 a30 a37 - a16

23



24



4 Regression Analysis

The random-effects model was used for the regression analysis following the procedure described
by Abrahamson and Youngs (1992). A single random effect for the earthquake is used:

ln(PSAes) = µ(Me, Res, ...) + δBe + δWes (4.1)

in which δBe is the between-event residual, δWes is the within-event residual, and µ(Me, Res, ...)
is the mean ground motion in natural log units.

The regression is performed in a number of steps to arrive at a smooth model. The co-
efficients are smoothed to either lead to smooth spectral shape or to constrain the model to be
consistent with basic seismological constraints. Tables 4.1 and 4.2 list the parameters that were
estimated by the regression in each step and those that were smoothed and then held fixed in the
following step.

4.1 FIXED COEFFICIENTS

In the 2016 BCHydro model, several terms related to the scaling for large magnitudes were con-
strained based on analytical modeling and judgment, including the magnitude dependence of the
geometrical-spreading term (a3), the linear magnitude term for large magnitudes (a5),and the finite-
fault terms (a9 and C4). The NGA-SUB dataset does not include a significant increase in the large
magnitude data from subduction earthquakes when compared to the dataset used to develop the
2016 BCHydro model. There is new information on ground motions from finite-fault simulations
for M9 megathrust earthquakes along the Cascadia subduction zone from the M9 project (Frankel
et al., 2018). In general, the ground motions from the M9 project are consistent with the large-
magnitude scaling in the BCH2016 model. Given the consistency with M9 project results with
the 2016 BCHydro GMM and the lack of new empirical data from large interface events, the con-
straints used in the 2016 BCHydro model are maintained in the current model. The constrained
terms are listed in Table 4.3.

As noted in Section 3.4, the coefficients of nonlinear site response model (b(T ), n, c) are
also fixed to the values from the 2016 BCHydro model.
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4.2 SMOOTHING OF THE COEFFICIENTS

4.2.1 Step 1

In Step 1, the linear magnitude scaling for M < C1 is evaluated. The quadratic magnitude term,
a13, is set to zero because the scaling for M > 5 should be linear for short periods that correspond
to frequencies above the source corner frequency. A period-independent a4 term is set based on
the estimated values at the short periods. Figure 4.1 shows the constant value of a4 that is set based
on the estimated values for periods less than 0.15 sec. In later steps, the steeper magnitude scaling
for longer periods is modeled by the quadratic term (10 −M)2. This approach of separating the
short-period linear magnitude term from the quadratic scaling at longer periods makes it easier to
constrain the magnitude scaling to avoid oversaturation for M < 10 by requiring the a13 term to
be negative. It also leads to a smoother spectral shape.

4.2.2 Step 2

In Step 2, the global additional linear magnitude scaling for intraslab events, a45, is evaluated. The
same approach from Step 1 is used: the a45 term is estimated only for the short periods. Figure 4.1
shows the smoothed combined linear magnitude term for intraslab events (a4 + a45).

4.2.3 Step 3

In Step 3, the global quadratic magnitude term, a13, is evaluated. Figure 4.3 shows the point
estimates of a13 and the smoothed model. As noted earlier, the a13 terms are constrained to be
less than or equal to zero to force monotonically increasing median ground motion with magnitude
(i.e., oversaturation is not allowed). In particular, the short-period values of the smoothed a13 are
set to zero. At long periods, the quadratic term is similar to the 2016 BCHydro model.

4.2.4 Step 4

In Step 4, the global geometrical-spreading term for interface events, a2, is evaluated. The esti-
mated a2 values are shown in Figure 4.4. We do not include the dip in the estimated a2 values
between 0.02 and 0.1 sec even though the amplitude of the dip is much greater than the standard
error of the estimates; including it may lead to unrealistic spectral shapes at short periods if the
model is extrapolated to short distances. For example, the spectral values at short periods can drop
below the PGA, producing a dip in the response spectrum.

For periods up to 2 sec, the geometrical spreading for interface events is similar to the 2016
BCHydro model. At long periods (T>3 sec), the geometrical spreading is set to a constant value
because there is no physical basis for the geometrical spreading becoming steeper (more negative
a2) at long periods, as shown in the estimated values. This suggests that other terms are trading off
with the geometrical spreading for interface events at long periods.
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4.2.5 Step 5

In Step 5, the global geometrical-spreading term for intraslab events, a14, is evaluated. The a14
term is the difference in the geometrical-spreading terms for intraslab events and interface events.
Therefore, the sum of a2 +a14 is used for the smoothing of the a14 coefficients rather than smooth-
ing the a14 term by itself.

The estimated and smoothed a14 + a2 values are shown in Figure 4.5. For intraslab events,
the geometrical spreading continues to increase at long periods, which is consistent with the ex-
pected behavior. Compared to the 2016 BCHydro model, the geometrical spreading for intraslab
events is much steeper at long periods. This likely reflects an improved dataset from intraslab
events at long periods in terms of the amount of data and the data processing. Another differ-
ence is at very short periods (0.03 to 0.1 sec), the smoothed model follows the steeper geometrical
spreading at the short periods, whereas, the 2016 BCHydro model did not allow steeper slopes at
short periods.

4.2.6 Step 6

In Step 6, the global linear R term, a6 is evaluated. To allow better constraint on the linear R term,
the distance used for the regression is increased to 500 km for all regions except for Cascadia,
which was increased to 800 km because of the emphasis on the applicability of the GMM to the
Cascadia region. This increased distance range was used for all subsequent steps.

The estimated and smoothed a6 values are shown in Figure 4.6. The estimated a6 terms
are very smooth, so the main smoothing applied is to the long-period values (T > 5 sec). As with
the geometrical spreading, a reduction of the linear R term with increasing period does not make
physical sense for the global model. Therefore, the smoothed a6 model is constant for periods
greater than 5 sec.

4.2.7 Step 7

In Step 7, we smoothed the two ZTOR scaling terms, a8 and a11. The estimated and smoothed terms
are shown in Figure 4.7. The slope for the 20–50 km range (a8) shows a sharp drop in the 1–2 sec
range. To avoid a large effect on the spectral shape with small changes in depth, we imposed a
more gradual period dependence on a8. For the 50–200 km depth range, the estimated a11 values
are fairly smooth with period; therefore, only minor smoothing is needed.

4.2.8 Step 8

In Step 8, the regional linear R terms are evaluated. Because the regional linear R terms are
modeled as an adjustment to the global linear R term, we applied the smoothing to the sum of the
global and regional terms, Figure 4.8 shows the total regional R term for each region. A constraint
on the GMM is that the coefficient on the linear R term is negative to avoid the model leading to
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increasing ground motion with distance at some very large distance range. This constraint was met
for all of the regions except for Taiwan.

The large positive linear R term for Taiwan indicates that the global geometrical-spreading
term is not applicable to the Taiwan region. This is likely related to the limited distance range in
the Taiwan data and the severe reduction in data due to the Rmax limit. To force a positive linear
R term for Taiwan, a region-specific geometrical spreading term is needed for Taiwan.

The period dependence of the Cascadia, Japan, and South America linear R terms are
similar and are close to the global model. For the New Zealand and Central America regions,
the linear R terms at short periods are much larger (less negative) than the linear R terms for the
global model. At intermediate periods (0.1 sec < T < 1 sec), the linear R terms decrease from
the values at short periods. This trend of stronger attenuation at intermediate periods compared to
short periods does not make physical sense, and it indicates that the global geometrical spreading
is not applicable to these two regions; however, for the distance range of interest, the current set
of coefficients will lead to appropriate distance scaling and will not cause problems if extrapolated
to very large distances. At long periods (T> 1 sec), the linear R terms become similar to the
global model. Given the larger standard error for the coefficients for these two regions, we used
the average for these two regions to develop the smoothed model of the linear R term.

4.2.9 Step 9

In Step 9, the region-specific geometrical spreading is estimated for the Taiwan region (a16). The
region-specific linearR term for Taiwan (a30) is strongly correlated with the geometrical spreading
term. Therefore, we fixed a30 such that the total linear R term is 0.001. That is a30 = −0.001−a6.

With the linear R term for Taiwan held fixed, the a16 term is estimated and smoothed.
Again, the smoothing is done on the total geometrical spreading term (a16 + a2). Figure 4.9 com-
pares the Taiwan region-specific geometrical spreading coefficients with the global geometrical-
spreading coefficients. There is a very large difference in the geometrical spreading for Taiwan
and for the global model. We think that this large difference reflects a trade off between the event
terms and the geometrical spreading due to the small distance ranges sampled for many of the
earthquakes in Taiwan: if the data from individual earthquakes sample small distance ranges, the
data can be fit equally well by different combinations of event terms and distance attenuation (i.e.,
both the distance slope and the intercept cannot be resolved). As discussed earlier, the higher
ground motions at larger distances may also be related to the incomplete sampling of the ground
motions at large distances in the Taiwan region.

4.2.10 Step 10

In Step 10, both the event-type term, a10, and the global VS30 scaling term, a12, are evaluated. The
event-type term is related larger short-period ground motions from intraslab events as compared to
interface events for the same magnitude and distance. Because the functional form of the model
does not include a term to center it on the average distance, the a10 term reflects the change in the
intercept at short distances and not the absolute level of the difference between the ground motion

28



for intraslab events and interface events. That is, the value of the a10 coefficient by itself does
not indicate the difference between the amplitude of the ground motion for intraslab and interface
events.

The estimated and smoothed global VS30 coefficient, a12, are shown in Figure 4.10. The
period dependence of the a12 values is similar to that in the 2016 BCHydro model. As majority of
the data are from Japan, this term is representative of the VS30 scaling in Japan. Because the dataset
used to develop the 2016 BCHydro model was also dominated by Japanese data, the agreement in
the VS30 scaling is expected.

4.2.11 Step 11

With the global VS30 scaling fixed, we then estimated the regional VS30 coefficients. As with the
other regional terms, the regional coefficients were added to the global coefficient and the sum was
smoothed for each region, as shown in Figure 4.11.

The VS30 parameter is not a fundamental parameter of the site amplification; however, in
natural deposits, it is often correlated with the deeper VS profile that does control the linear site
amplification. Because the correlation between the VS30 and the deeper VS profile depends on the
depositional environment, there can be regional differences in the relation between the VS30 and
the site amplification. The region-specific VS30 terms in the GMM are intended to capture the
differences in the depositional environments for the seven regions.

For the Japan and New Zealand regions, the shape of the period dependence of VS30 terms
are similar to the shape of the global model. Only light smoothing is applied to the VS30 terms for
these two regions.

For the Cascadia region, the general shape of the linear VS30 scaling is similar to the global
model, but the amplitudes are different. The Cascadia model has VS30 scaling similar to the global
model for periods greater than 0.2 sec, but much stronger VS30 scaling (more negative value of
a12 + bn) at periods less than 0.2 sec. The stronger scaling at short periods could indicate that
there are shallow-soil sites with a strong impedance contrast that lead to site resonances at the
shorter periods, which is not seen in the regions with more gradual gradients in the VS profiles for
soil sites. The standard errors of the estimates are much larger for Cascadia then for most other
regions due to the smaller number of data points for this region. We smoothed the VS30 scaling for
Cascadia so that it followed the global model for periods greater than 0.5 sec. For shorter periods,
the smoothed model followed the estimated scaling.

For the Taiwan region, the general shape of the linear VS30 scaling is also consistent with
the global model, but in the intermediate period range (0.2 - 1.0 sec), the scaling is much weaker
(less negative terms). For Taiwan, there is a large number of sites to constrain the VS30 scaling;
therefore, only minor smoothing is applied.

For Central America, the standard errors of the estimated coefficients are large, but the
general shape of the linear VS30 scaling is consistent with the global model for periods less than
3 sec. Given the large standard errors, we assumed that the global VS30 scaling applies to Central
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America (a19=0). Given that the Alaska region has a similar issue, we assumed that the global VS30
scaling applies to Alaska (a17=0).

For South America, the shape of the linear VS30 scaling is very different from the global
model. It is almost flat with period, with small standard errors. If the VS30 values in the dataset are
correct, this indicates that the softer soil sites are not associated with deeper sediment depths as
seen in the other regions. The other possible explanation is that the VS30 values for this region are
not reliable. Most of the VS30 values for this region were estimated from a proxy model (Stewart,
2020). We considered the nearly period-independent VS30 scaling to be an artifact of trade offs
with other parameters. Therefore, we set the region-specific adjustment for South America (a22)
to be equal to the adjustment for the New Zealand region (a21) based on the shape of the New
Zealand VS30 scaling being similar to the global model but with a smaller amplitude that is closer
to the South America results than the global model.

4.2.12 Step 12

The basin-scaling terms for the Cascadia region (a39) and the Japan region (a41) are added into
the regression at this step. These terms were not included in the regression in the previous steps
because they are only available for the two regions.

The estimated Cascadia basin terms are shown in the upper frame of Figure 4.12. There
is increased amplification (positive values of a39) at long periods as expected, but there is also
increased amplification at short periods (T<0.05 sec) Without a physical reason for this behavior,
we choose to set the basin term to zero for periods less than 0.2 sec and return to fit the center of
the data for periods of greater than 0.75 sec. For long periods, there is a drop in the basin terms for
periods of 2.5–3.0 sec. This reduction in basin amplification was not seen in the M9 simulations
(discussed later in Section 6.6). We smoothed through this drop and through the peak at 5–6 sec.

The estimated Japanese basin terms are shown in the lower frame of Figure 4.12. For
Japan, the basin effects are seen at both long periods (amplification with larger basin depth) and
at the short period (attenuation with larger basin depth). The attenuation at short periods likely
reflects additional damping for the deep-soil sites as compared to typical soil sites in Japan. The
basin terms for Japan are very smooth with period, so no smoothing was applied.

4.2.13 Step 13

The Class 1 / Class 2 term for the difference in the ground motion from aftershocks and mainshocks
was added to the regression in this step. The estimated (a15) terms are shown in Figure 4.13. The
ground motions from the Class 2 events (aftershocks) are 5–15% lower than from the Class 1
events (mainshocks). There is a trend of increasing a15 with period, but to keep this the model
simple, we modeled a15 as a constant, independent of period.
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4.2.14 Step 14

In Step 14, the regional constant terms (a31 − a37) are evaluated. The coefficient are smoothed
at long periods (T>2 sec) so that the spectral displacement varies smoothly with period without
bumps in spectra. No smoothing was required for the short periods.

4.2.15 Step 15

The global constant is computed from the five regional models that were not adjusted (Central
America, Japan, New Zealand, South America, and Taiwan). Specifically, the median ground
motion from the five regions is computed for two events in the range well constrained by the data:
a M6.5 intraslab event and a M7.0 interface event both with ZTOR = 50 km, RRUP = 100 km, VS30
= 400 m/sec, and a Z2.5 = Z2.5ref . The geometric mean of the median PSA for the five regions is
computed for each scenario. The constant for the global model is set based on the geometric mean
ground motions for these two events:

a1(T ) = 0.5 (ln(PSA1(T ) − PSAG1(T )) + 0.5 (ln(PSA2(T ) − PSAG2(T )) (4.2)

in which PSA1 and PSA2 are the geometric mean ground motions for the two scenarios, and
PSAG1 and PSAG2 are the median ground motions from the global model for these two scenarios
computed with a1 = 0. Note that using the average of the regional constants will not give the
same result because the magnitude and distance scaling have curvature so that the differences in
the intercepts do not represent the differences at all magnitudes and distances.

The final model coefficients for the global model are listed in Tables 4.4 and 4.5. The
coefficients for the regional terms are listed in Tables 4.6, 4.7, 4.8, and 4.9.

4.3 RESIDUALS

In this section, examples of the residuals are shown for T = 0.2 sec and for T = 2 sec. A full set of
residuals for all 24 periods are shown in Appendix A.

4.3.1 Between-Event Residuals

The magnitude dependence of the between-event residuals for the interface and intraslab events are
shown for PSA at T = 0.2 sec and T = 2 sec in Figures 4.14 and 4.15, respectively. There is no clear
trend in magnitude for either the interface or the intraslab events, indicating that the magnitude
scaling is consistent with the available recorded data. For the two largest interface events (M8.8
Maule and M9.1 Tohoku), the event terms are balanced around zero. The event terms at all 24
periods for these two large magnitude earthquakes are shown in Figure 4.16. The event terms are
reasonably centered around zero for periods up to 2 sec. At longer periods, the event terms from
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the Maule earthquake are reduced, and the average of the event terms from the two earthquakes
are negative, indicating that the long-period motions for these two events are overestimated by the
GMM.

The depth dependence of the between-event residuals are shown in Figure 4.17. For the
interface earthquakes, there is a trend of increasing δB for ZTOR values of 25–50 km for the
short-period ground motion, but not for the long-period ground motion. We choose not to model
this trend as it could be a results of misclassification of the event types as discussed earlier. For
the intraslab events, the between-event residuals do not show a trend with depth for any spectral
period.

4.3.2 Within-Event Residuals

The distance scaling is evaluated by checking the distance dependence of the within-event resid-
uals shown in Figures 4.18 and 4.19. The residuals are separated by magnitude bin to check
the magnitude-dependent geometrical spreading and the magnitude-dependent finite-fault terms as
well as the large-distance scaling. The within-event residuals are centered around zero for the full
distance range for all of the magnitude bins.

The VS30 dependence of the within-event residuals is shown in Figures 4.20 and 4.21. To
check the region-specific VS30 scaling, the residuals are separated by region. For all of the regions,
there are no trends in the residuals with VS30, even for the South America region, which had the
VS30 scaling set to the VS30 scaling from the New Zealand region (see Step 11). This indicates that
there are trade-offs between the VS30 scaling for South America and other parameters in the model.

The basin-depth dependence of the within-event residuals for Cascadia and Japan are
shown in Figure 4.22 for T = 2 sec and T = 5 sec. For Cascadia, the data is sparse, but the
residuals from the available data are centered around zero. For Cascadia, the basin scaling is only
applied for the deep basins (Z2.5 > Z2.5ref ). The lack of a trend in the residuals for the smaller
values of Z2.5 shows that there is no basin scaling seen in the Cascadia data outside of the deep
basins.

For the Japan data, the model captures the scaling for Z2.5 values from 10 to 2000 m, which
represents most of the data, but it underestimates the basin effects in Japan for deep basins with
Z2.5 greater than 2000 m. This is a result of using a simple linear scaling with ln(Z ′2.5). To fit the
Japan data for Z2.5 >2000 m, there would need to be curvature in Z ′2.5 dependence of the basin
effect term.

The nonlinear site response model is evaluated by plotting the within-event residuals for
short-period ground motion as a function of the PGA1000 value. Figure 4.23 shows the PSA(T
= 0.2) within-event residuals for the softer site conditions (VS30 <270 m/sec). The residuals for
a spectral period of T = 0.2 sec are shown because the nonlinear site effects will be stronger
in the short-period range due to increased damping. The lack of trends in the residuals at the
larger PGA1000 values indicate that the assumed nonlinear site factors, based on analytical model-
ing using RVT-based equivalent-linear analysis, captures the trends in this dataset in a reasonable
manner.
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Table 4.1: Steps for smoothing the coefficients.

Step
1 2 3 4 5 6 7

a1 Global const - - - - - - -

a2 Global GS interface E E E S F F F

a3 Global mag-dep GS F F F F F F F

a4 Global mag M< C1 (interface) S F F F F F F

a5 Global mag M≥ C1 F F F F F F F

a6 Global linear R E E E E E S F

a8 Global ZTOR slope 1 E E E E E E S

a10 Global slab term E E E E E E E

a11 Global ZTOR slope 2 E E E E E E S

a12 Global VS30 E E E E E E E

a13 Global quadratic mag - - S F F F F

a14 Global slab GS E E E E S F F

a15 Aftershock/mainshock - - - - - - -

a16 Regional GS Taiwan - - - - - - -

a17 - a23 Regional VS30 - - - - - - E

a24 - a30 Regional linear R - - - - - - E

a31 - a37 Regional constants E E E E E E E

a39; a41 Regional Z2.5 - - - - - - -

a45 Global mag M< C1 (slab) - S F F F F F

E = estimated, F = fixed, S=smoothed
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Table 4.2: Steps for smoothing the coefficients (continued).

Step
8 9 10 11 12 13 14 15

a1 Global const - - - - - - - S

a2 Global GS interface F F F F F F F F

a3 Global mag-dep GS F F F F F F F F

a4 Global mag M< C1 (interface) F F F F F F F F

a5 Global mag M≥ C1 F F F F F F F F

a6 Global linear R F F F F F F F F

a8 Global ZTOR slope 1 F F F F F F F F

a10 Global slab term E E S F F F F F

a11 Global ZTOR slope 2 F F F F F F F F

a12 Global VS30 E E S F F F F F

a13 Global quadratic mag F F F F F F F F

a14 Global slab GS F F F F F F F F

a15 Aftershock/mainshock - - - - - S F F

a16 Regional GS Taiwan - S F F F F F F

a17 - a23 Regional VS30 - - - S F F F F

a24 - a30 Regional linear R S F F F F F F F

a31 - a37 Regional constants E E E E E E S F

a39; a41 Regional Z2.5 - - - - S F F F

a45 Global mag M< C1 (slab) F F F F F F F F

E = estimated, F = fixed, S=smoothed
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Table 4.3: Constrained coefficients for large magnitude scaling.

Coeff Term Value

a3 Global magnitude-dependent geometrical spreading 0.1

a5 Global linear magnitude for M > C1 0.0

a9 Finite-fault term magnitude scaling 0.4

C4 Finite-fault term reference distance 10 km
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Table 4.4: Coefficients for the global model.

Period
(sec) c1i a1 a2 a3 a4 a5 a6 a7 a8

0.01 8.20 4.596 -1.450 0.1 0.73 0.000 -0.0043 3.210 0.0440

0.02 8.20 4.678 -1.450 0.1 0.73 0.000 -0.0043 3.210 0.0440

0.03 8.20 4.773 -1.450 0.1 0.73 0.000 -0.0044 3.210 0.0440

0.05 8.20 5.029 -1.450 0.1 0.73 0.000 -0.0046 3.210 0.0440

0.075 8.20 5.334 -1.450 0.1 0.73 0.000 -0.0047 3.210 0.0440

0.10 8.20 5.455 -1.450 0.1 0.73 0.000 -0.0048 3.210 0.0440

0.15 8.20 5.376 -1.425 0.1 0.73 0.000 -0.0047 3.210 0.0440

0.20 8.20 4.936 -1.335 0.1 0.73 0.000 -0.0045 3.210 0.0430

0.25 8.20 4.636 -1.275 0.1 0.73 0.000 -0.0043 3.210 0.0420

0.30 8.20 4.423 -1.231 0.1 0.73 0.000 -0.0042 3.210 0.0410

0.40 8.20 4.124 -1.165 0.1 0.73 0.000 -0.0040 3.210 0.0400

0.50 8.20 3.838 -1.115 0.1 0.73 0.000 -0.0037 3.210 0.0390

0.60 8.20 3.562 -1.071 0.1 0.73 0.000 -0.0035 3.210 0.0380

0.75 8.15 3.152 -1.020 0.1 0.73 0.000 -0.0032 3.210 0.0370

1.0 8.10 2.544 -0.950 0.1 0.73 0.000 -0.0029 3.210 0.0350

1.5 8.05 1.636 -0.860 0.1 0.73 0.000 -0.0026 3.210 0.0340

2.0 8.00 1.076 -0.820 0.1 0.73 0.000 -0.0024 3.210 0.032

2.5 7.95 0.658 -0.798 0.1 0.73 0.000 -0.0022 3.210 0.031

3.0 7.90 0.424 -0.793 0.1 0.73 0.000 -0.0021 3.130 0.03

4.0 7.85 0.093 -0.793 0.1 0.73 0.000 -0.0020 2.985 0.029

5.0 7.80 -0.145 -0.793 0.1 0.73 0.000 -0.0020 2.818 0.028

6.00 7.80 -0.320 -0.793 0.1 0.73 0.000 -0.0020 2.682 0.027

7.5 7.80 -0.556 -0.793 0.1 0.73 0.000 -0.0020 2.515 0.026

10.0 7.80 -0.860 -0.793 0.1 0.73 0.000 -0.0020 2.300 0.025
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Table 4.5: Coefficients for the global model (continued.)

Period
(sec) a9 a10 a11 a12 a13 a14 a15 a45

0.01 0.400 3.210 0.0070 0.900 0.000 -0.46 -0.1 0.34

0.02 0.400 3.210 0.0070 1.008 0.000 -0.46 -0.1 0.34

0.03 0.400 3.210 0.0070 1.127 0.000 -0.46 -0.1 0.34

0.05 0.400 3.210 0.0070 1.333 0.000 -0.46 -0.1 0.34

0.075 0.400 3.210 0.0070 1.565 0.000 -0.46 -0.1 0.34

0.1 0.400 3.210 0.0070 1.679 0.000 -0.46 -0.1 0.34

0.15 0.400 3.210 0.0070 1.853 0.000 -0.46 -0.1 0.34

0.2 0.400 3.210 0.0062 2.022 0.000 -0.46 -0.1 0.34

0.25 0.400 3.210 0.0056 2.181 0.000 -0.46 -0.1 0.34

0.3 0.400 3.210 0.0051 2.281 -0.002 -0.46 -0.1 0.34

0.4 0.400 3.210 0.0043 2.379 -0.007 -0.47 -0.1 0.34

0.5 0.400 3.210 0.0037 2.339 -0.011 -0.48 -0.1 0.34

0.6 0.400 3.210 0.0033 2.217 -0.015 -0.49 -0.1 0.34

0.75 0.400 3.210 0.0027 1.946 -0.021 -0.50 -0.1 0.34

1 0.400 3.210 0.0019 1.416 -0.028 -0.51 -0.1 0.34

1.5 0.400 3.210 0.0008 0.394 -0.041 -0.52 -0.1 0.34

2 0.400 3.210 0.0000 -0.417 -0.050 -0.53 -0.1 0.34

2.5 0.400 3.210 0.0000 -0.725 -0.057 -0.54 -0.1 0.34

3 0.400 3.130 0.0000 -0.695 -0.065 -0.54 -0.1 0.34

4 0.400 2.985 0.0000 -0.638 -0.077 -0.54 -0.1 0.34

5 0.400 2.818 0.0000 -0.597 -0.088 -0.54 -0.1 0.34

6 0.400 2.682 0.0000 -0.561 -0.098 -0.54 -0.1 0.34

7.5 0.400 2.515 0.0000 -0.530 -0.110 -0.54 -0.1 0.34

10 0.400 2.300 0.0000 -0.486 -0.127 -0.54 -0.1 0.34
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Table 4.6: Coefficients for the regional linear VS30 scaling.

Period
(sec) a17 a18 a19 a20 a21 a22 a23

0.01 0.000 -0.200 0.000 0.000 0.040 0.040 0.000

0.02 0.000 -0.200 0.000 0.000 0.040 0.040 0.000

0.03 0.000 -0.200 0.000 0.000 0.040 0.040 0.000

0.05 0.000 -0.200 0.000 0.000 0.040 0.040 0.000

0.075 0.000 -0.200 0.000 0.000 0.060 0.060 0.000

0.10 0.000 -0.200 0.000 0.000 0.100 0.100 0.000

0.15 0.000 -0.186 0.000 -0.055 0.135 0.135 0.069

0.20 0.000 -0.150 0.000 -0.105 0.170 0.170 0.140

0.25 0.000 -0.140 0.000 -0.134 0.170 0.170 0.164

0.30 0.000 -0.120 0.000 -0.150 0.170 0.170 0.190

0.40 0.000 -0.100 0.000 -0.150 0.170 0.170 0.206

0.50 0.000 -0.080 0.000 -0.150 0.170 0.170 0.220

0.60 0.000 -0.060 0.000 -0.150 0.170 0.170 0.225

0.75 0.000 -0.047 0.000 -0.150 0.170 0.170 0.217

1.0 0.000 -0.035 0.000 -0.150 0.170 0.170 0.185

1.5 0.000 -0.018 0.000 -0.130 0.170 0.170 0.083

2.0 0.000 -0.010 0.000 -0.110 0.170 0.170 0.045

2.5 0.000 -0.005 0.000 -0.095 0.170 0.170 0.026

3.0 0.000 0.000 0.000 -0.085 0.170 0.170 0.035

4.0 0.000 0.000 0.000 -0.073 0.170 0.170 0.053

5.0 0.000 0.000 0.000 -0.065 0.170 0.170 0.072

6.0 0.000 0.000 0.000 -0.060 0.170 0.170 0.086

7.5 0.000 0.000 0.000 -0.055 0.170 0.170 0.115

10.0 0.000 0.000 0.000 -0.045 0.170 0.170 0.151
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Table 4.7: Coefficients for the regional linear Rterm.

Period
(sec) a24 a25 a26 a27 a28 a29 a30

0.01 0.0015 0.0007 0.0036 -0.0004 0.0025 0.0006 0.0033

0.02 0.0015 0.0006 0.0036 -0.0005 0.0025 0.0005 0.0033

0.03 0.0015 0.0006 0.0037 -0.0007 0.0025 0.0005 0.0034

0.05 0.0011 0.0006 0.0039 -0.0009 0.0026 0.0004 0.0036

0.075 0.0011 0.0004 0.0039 -0.0009 0.0026 0.0003 0.0037

0.10 0.0012 0.0003 0.0039 -0.0008 0.0026 0.0003 0.0038

0.15 0.0013 -0.0002 0.0037 -0.0009 0.0022 0.0001 0.0037

0.20 0.0013 -0.0007 0.0031 -0.0010 0.0018 -0.0001 0.0035

0.25 0.0013 -0.0009 0.0027 -0.0011 0.0016 -0.0003 0.0033

0.30 0.0014 -0.0010 0.0020 -0.0009 0.0014 -0.0002 0.0032

0.40 0.0015 -0.0010 0.0013 -0.0007 0.0011 0.0000 0.0030

0.50 0.0015 -0.0011 0.0009 -0.0007 0.0008 0.0002 0.0027

0.60 0.0015 -0.0012 0.0006 -0.0007 0.0006 0.0002 0.0025

0.75 0.0014 -0.0011 0.0003 -0.0007 0.0004 0.0002 0.0022

1.0 0.0013 -0.0008 0.0001 -0.0008 0.0002 0.0001 0.0019

1.5 0.0014 -0.0004 -0.0001 -0.0008 0.0001 0.0000 0.0016

2.0 0.0015 0.0002 0.0000 -0.0007 0.0002 0.0000 0.0014

2.5 0.0014 0.0004 0.0000 -0.0007 0.0002 -0.0002 0.0012

3.0 0.0014 0.0007 0.0003 -0.0007 0.0004 -0.0002 0.0011

4.0 0.0014 0.0010 0.0007 -0.0006 0.0006 -0.0002 0.0010

5.0 0.0014 0.0013 0.0014 -0.0004 0.0008 -0.0001 0.0010

6.0 0.0014 0.0015 0.0015 -0.0003 0.0011 0.0000 0.0010

7.5 0.0014 0.0017 0.0015 -0.0002 0.0014 0.0001 0.0010

10.0 0.0014 0.0017 0.0015 -0.0001 0.0017 0.0002 0.0010
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Table 4.8: Coefficients for the regional constants.

Period
(sec) a31 a32 a33 a34 a35 a36 a37

0.01 3.7783 3.3468 3.8025 5.0361 4.6272 4.8044 3.5669

0.02 3.8281 3.4401 3.9053 5.1375 4.6958 4.8943 3.6425

0.03 3.8933 3.5087 4.0189 5.2699 4.7809 5.0028 3.7063

0.05 4.2867 3.6553 4.2952 5.6157 5.0211 5.2819 3.9184

0.075 4.5940 3.9799 4.5464 6.0204 5.3474 5.6123 4.2207

0.10 4.7077 4.1312 4.6138 6.1625 5.5065 5.7668 4.3536

0.15 4.6065 4.2737 4.5290 5.9614 5.5180 5.7313 4.3664

0.20 4.1866 3.9650 4.1656 5.3920 5.1668 5.2943 4.0169

0.25 3.8515 3.6821 3.9147 5.0117 4.8744 5.0058 3.7590

0.30 3.5783 3.5415 3.7846 4.7057 4.6544 4.7588 3.5914

0.40 3.2493 3.3256 3.5702 4.2896 4.3660 4.3789 3.3704

0.50 2.9818 3.1334 3.3552 3.9322 4.0779 4.0394 3.1564

0.60 2.7784 2.9215 3.0922 3.6149 3.8146 3.7366 2.9584

0.75 2.4780 2.5380 2.6572 3.1785 3.4391 3.2930 2.6556

1.0 1.9252 1.9626 2.1459 2.5722 2.8056 2.6475 2.0667

1.5 0.9924 1.3568 1.3499 1.6499 1.8546 1.6842 1.3316

2.0 0.4676 0.8180 0.8148 1.0658 1.3020 1.1002 0.7607

2.5 0.0579 0.4389 0.3979 0.6310 0.8017 0.6737 0.3648

3.0 -0.1391 0.1046 0.1046 0.3882 0.5958 0.4126 0.1688

4.0 -0.3030 -0.1597 -0.2324 0.0164 0.3522 0.0097 -0.0323

5.0 -0.4094 -0.2063 -0.5722 -0.2802 0.1874 -0.2715 -0.1516

6.0 -0.5010 -0.3223 -0.8631 -0.4822 -0.1243 -0.4591 -0.2217

7.5 -0.6209 -0.4223 -1.1773 -0.7566 -0.3316 -0.6822 -0.3338

10.0 -0.6221 -0.5909 -1.4070 -1.0870 -0.6783 -0.9173 -0.5441

40



Table 4.9: Coefficients for the regional geometrical-spreading term for Taiwan and the basin-
depth scaling.

Period
(sec) a16 a39 a41

0.01 0.090 0 -0.029

0.02 0.090 0 -0.024

0.03 0.090 0 -0.034

0.05 0.090 0 -0.061

0.075 0.090 0 -0.076

0.10 0.090 0 -0.049

0.15 0.090 0 -0.026

0.20 0.084 0 -0.011

0.25 0.080 0.101 -0.009

0.30 0.078 0.184 0.005

0.40 0.075 0.315 0.04

0.50 0.072 0.416 0.097

0.60 0.070 0.499 0.145

0.75 0.067 0.6 0.197

1.0 0.063 0.731 0.269

1.5 0.059 0.748 0.347

2.0 0.059 0.761 0.384

2.5 0.060 0.77 0.397

3.0 0.059 0.778 0.404

4.0 0.050 0.79 0.397

5.0 0.043 0.799 0.378

6.0 0.038 0.807 0.358

7.5 0.032 0.817 0.333

10.0 0.024 0.829 0.281

41



Figure 4.1: Step 1. Smoothing of linear magnitude term, coefficient a4.

Figure 4.2: Step 2. Smoothing of linear magnitude term, coefficient a45.
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Figure 4.3: Step 3. Smoothing of quadratic magnitude term, coefficient a13.

Figure 4.4: Step 4. Smoothing of the geometrical spreading term for interface events, coeffi-
cients a2.
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Figure 4.5: Step 5. Smoothing of the geometrical spreading term for intraslab events, coeffi-
cient a2 + a14.
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Figure 4.6: Step 6. Smoothing of the linear R term for the global model, coefficient a6.
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Figure 4.7: Step 7. Smoothing of the shallow (20–50 km) depth scaling term (a8) and the
deep (50–200 km) depth scaling term (a11) for the global model.
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Figure 4.8: Step 8. Smoothing of the regional linear R term (a) Cascadia, Japan, and South
America regions, coefficients a25, a27, and a29; (b) Central America and New
Zealand regions, coefficients a26 and a28; and (c) Alaska and Taiwan, coefficients
a24 and a30.
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Figure 4.9: Step 9. Smoothing of the regional geometrical-spreading term for the Taiwan
region, coefficient a16.
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Figure 4.10: Step 10. Smoothing of global intraslab constant term, a10, (top) and the global
linear VS30 term, a12 (bottom).
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Figure 4.11: Step 11. Smoothing of regional linear VS30 terms ( coefficients a17 − a23). (a)
Cascadia and Taiwan; (b) Japan and New Zealand; and (c) Central America
and South America.
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Figure 4.12: Step 12. Smoothing of basin depth terms. (a) Cascadia, coefficient a39; and (b)
Japan, coefficient (a41).
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Figure 4.13: Step 13. Smoothing of aftershock/mainshock (class 1 / class 2) term (a15).

51



Figure 4.14: Between-event residuals versus magnitude for T = 0.2 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure 4.15: Between-event residuals versus magnitude for T = 2 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes
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Figure 4.16: Between-event residuals for the two large interface events: Maule, Chile, and
Tohoku, Japan.
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Figure 4.17: Between-event residuals versus source depth. Top frame: T = 0.2 sec. Bottom
frame: T = 2 sec
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Figure 4.18: Within-event residuals versus distance forT = 0.2 sec.
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Figure 4.19: Within-event residuals versus distance for T = 2 sec.
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Figure 4.20: Within-event residuals versus VS30 for T = 0.2 sec.

58



Figure 4.21: Within-event residuals versus VS30 for T = 2 sec.
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Figure 4.22: Within-event residuals versus basin depth. Top frame: T = 2 sec. Bottom
Frame: T=5 sec.
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Figure 4.23: Within-event residuals for PSA (T = 0.2) as a function of PGA1000 for soil
sites. (a) Soft-soil sites with 110< VS30 < 180 m/sec; and (b) soil sites with 180
< VS30 < 270 m/sec
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5 Aleatory Variability

The aleatory variability model is developed for the two aleatory components: between-event vari-
ability, τ , and the within-event variability, φ. The δBe and the δWes of Equation (4.1) can be
treated as independent, and the total standard deviation, σ, is given by:

σ =
√
τ 2 + φ2 (5.1)

Nearly all of the data used in the regression is in the linear range for the site response: in
our subset, the median PGA1000 with the event term for soil sites is less than 0.1g for over 95% of
the data and less than 0.2g for over 98% of the data. The effect of nonlinear site response on this
small fraction of the data would change τ by less than 0.01 natural log units. Therefore, we assume
that both the φ and the τ computed from the data apply to the weak motion. We denote this by
using the subscript ”LIN” for low strain range for the φ and the τ computed from the regression.

5.1 ALASKA REGION DATA

In our data selection, we found the ground-motion data and meta-data from the Alaska region to
be less reliable than the data from the other six regions. As part of the data selection process, large
outliers were identified and removed; however, smaller errors (less than a factor of 5) were difficult
to identify by visual inspection. These errors are assumed to average out for the median GMM,
but they will inflate the standard deviations. We do not have the confidence in the variability of the
data from Alaska region; therefore, these data were excluded from the development of the aleatory
variability model.

5.2 TAU MODEL

The period dependence of τLIN for each region (except for Alaska) is presented in Figure 5.1 (left
panel). For three regions (Central America, Japan, and South America), there is a large increase
in τLIN in the 0.075–0.2-sec period range; he other three regions do not show this large increase
in τLIN at short periods. To account for this regional difference, the τ values were averaged and
smoothed as a function of period for two groups (regions with and without the increase at short
periods), as shown in Figure 5.1 (right panel). The increase in the τLIN at short periods has been
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observed in other datasets as well and has been called the ”bump in tau.” There is no clear physical
reason for the variability in the source term to have a large increase around T = 0.1 sec. It is more
likely that a regional site effect (e.g., regional differences in κ) is being mapped into the source
term. A regional difference in κ that affects most of the recordings in a single earthquake would
manifest itself in the short-period δBe terms. Therefore, we removed the short-period increase
from the between-event variability (τLIN ) and include it as part of the within-event variability (φ)
that applies to those three regions with the observed increase in τLIN (Central America, Japan,
and South America). This transfer simplified the τ term significantly: the average τ is computed
for the period range of 0.3 to 10 sec, and this constant value is extended to the shorter periods as
shown in Figure 5.1 (right panel). The resulting model for τ at low strains is period independent:
τLIN = d0.

5.3 PHI MODEL

A common approach for developing GMMs that includes regional differences is to model the
differences in the median but use the combined data to develop an aleatory variability model that is
applied to all regions (e.g. Gregor et al., 2014). We followed this approach for the τLIN model, but
we varied from it and incorporated regional differences into the φLIN(T ) model. The variations of
unsmoothed φLIN values for the six regions are shown in Figure 5.2. The φ values of Japan and
South America regions show an increase at short periods (0.075 to 0.3 sec), which is similar to the
increase observed in τLIN values for these two regions. This supports the interpretation that the
bump in τ is due to a regional site effect. In contrast, the φLIN values for Cascadia, New Zealand,
and Taiwan are nearly constant for T ¡ 3 sec. The φLIN values for Central America fall between
these two groups, but it is closer to the Cascadia, New Zealand, and Taiwan group. We separated
the within-event variability terms for different regions into two groups: Group 1 includes Cascadia,
Central America, New Zealand, and Taiwan; Group 2 includes Japan and South America.

An initial evaluation of φLIN for both groups showed that there is a strong distance depen-
dence of φLIN for distances greater than 200 km. Figure 5.3 shows the period dependence of φ1

(average for Group 1) and φ2 (average for Group 2) for four distance bins. We attribute the increase
in φLIN at larger distances to regional path effects that are not included in our partially non-ergodic
GMM. A non-ergodic GMM with path terms should remove this distance dependence of φLIN .
There are several methods for modeling non-ergdoic path terms (Anderson and Uchiyama, 2011;
Dawood and Rodriguez-Marek, 2013; Kuehn et al., 2019) that will significantly reduce the φLIN

at large distances; note, fully non-ergodic path effects are beyond the scope of this study.

For the three regions with the short-period increase in τLIN , the difference in the com-
puted between-event variance and the period-independent between-event variance (τ 2LIN = d20) is
included in the φ2

LIN term. Therefore, the resulting φLIN model has three parts: φ2
1 is the within-

event variance for regions without increased variability at short periods (Group 1, Cascadia, New
Zealand, and Taiwan); φ2

2 is the additional within-event variance for regions with increased vari-
ability at short periods (Group 2, Japan and South America); and φ2

3 is the additional variance from
the increase in τLIN at short periods that is being included in the φLIN model for Central America,
Japan, and South America.
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The models for the within-event standard deviation for each region are given in Table
5.1. For the regions without the increase in variability at short periods (Group 1), the standard
deviation of the within-event residuals is denoted as φ1. To model the observed increase in φ1 with
distance, a simple tri-linear model for the variance, φ2

1, with a constant at short and long distances,
is connected by a linear function:

φ2
1(RRup, T ) =


d1(T ) for RRUP < 150

d1(T ) + d2(T )
(

RRup−150
300

)
for 150 ≤ RRUP ≤ 450

d1(T ) + d2(T ) for RRUP > 450

(5.2)

The distance cutoff values of 150 km and 450 km are selected based on an evaluation of the φ1 for
different distance ranges. The coefficients, d1 and d2, are period dependent and are listed in Table
5.2.

The increase in the φLIN at short periods for the Japan and South America regions, shown
in Figure 5.2, is limited to a narrow band of periods. This narrow-band shape is modeled as an
asymmetrical trapezoid shape and peaked in the period range of 0.075–0.2 sec; it is given by the
function f2(T ):

f2(T ) =



1 − α for T ≤ T1
1 − α ln(T/T2)

ln(T1/T2)
for T1 < T ≤ T2

1 for for T2 < T ≤ T3
ln(T )
ln(T3)

for T3 < T < T4
0 for T ≥ T4

(5.3)

The α term scales the amplitude of the increased variance at short periods. An α value of unity
indicates that the increase in the variance at very short periods (i.e. PGA) is zero. An example of
the normalized shape of the f2(T ) function is shown in Figure 5.4 .

The additional variance is modeled by scaling the normalized shape, f2, by an amplitude,
Aphi. Figure 5.3 shows that there is a distance dependence to the amplitude of the additional
variance to be added to base model variance, φ2

1. The amplitude is modeled by a simple tri-linear
function of distance with a transition at a distance of 225 km:

Aphi(RRup) =


d3 for RRUP < 225

d3 + d4
(
RRUP−225

225

)
+ d5

(
RRUP−225

225

)2
for 225 ≤ RRUP ≤ 450

d3 + d4 + d5 for RRUP > 450

(5.4)

The added variance, φ2
Add, is given by

φ2
Add(RRUP , T ) = Aphi(RRUP )f2(T ) (5.5)

As shown in Figure 5.3, for distances less than 200 km, the φ2 at the PGA does not have an
increase relative to the value at T = 1 sec (Figure 5.3 ), so α = 1 for this distance range. At larger
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distances, the φ2 at the PGA is increased relative to the value at T = 1 sec, so α < 1 for the larger
distances. The α term for φ2 is modeled by a distance-dependent function with smaller values at
distances greater than 250 km.

α =


1 for RRUP ≤ 250

1 − 0.0036(RRUP − 250) for 250 < RRUP ≤ 450
0.28 for 450 < RRUP

(5.6)

The third part of the φLIN model is the increase in the between-event variability at short
periods seen in the τLIN values but which is modeled as within-event variability. The variance that
is moved from τLIN to φLIN applies to a narrow period range, and the same form of the asymmetric
trapezoid given in Equation 5.3 is used to model this narrow-band shape. For event terms, there is
no distance dependence, so the amplitude of additional variance at short periods is modeled by a
constant, d3, with d4 = 0 and d5 = 0. The α term is constant for φ3.

The resulting φLIN models are distance dependent and region dependent. The models are
shown in Figure 5.5 for rupture distances of 100 km and 400 km for the three groups of regions.

5.4 NONLINEAR SITE EFFECTS ON THE ALEATORY VARIABILITY

The nonlinear response of the soil depends on amplitude of the input motion, which is affected
by both the δB and δW terms. As a result, the effect of the δB term on the surface motion
will be amplitude dependent, so the τ will also be amplitude dependent (Al-Atik and Abrahamson,
2010). Therefore, nonlinear site effects affect both the within-event and the between event standard
deviations.

The between event residual is a constant shift that applies to all recordings in an earthquake,
so some nonlinear effects could be included in τ ; however, as noted earlier, the vast majority of
the data used in the regression is in the linear range. In addition, we constrained the nonlinear
site effect based on results from analytical site-response modeling, and we removed the median
nonlinear effect from the data prior to the regression. Therefore, the event terms are for linear site
response, and the τ from the regression will not be affected by nonlinear site effects.

We note others assume that nonlinear site effects only affect the φ term and not the τ term.
For example, Stewart et al. (2017) assume that the τ from the regression includes some nonlinear
effects because the event terms are computed from both soil and rock sites. Therefore, they do not
modify τ for nonlinear site effects. In applications, this implies that the soil behaves differently
for larger than average input motions due to a positive within-event residuals (treated as nonlinear)
or due to a positive between-event residual (treated as linear). In our approach, the nonlinear soil
response is based on the level of the input motion regardless of the cause of the larger input motion
(within-event residual or between-event residual).

The nonlinear effects on the standard deviation are related to the variability of the input
motion, but the φ term reflects both the variability of the input motion and the variability of the site
amplification. To estimate the nonlinear effects on the standard deviation, we need to separate the
φ into the variability of the input motion, φ2

B, and the variability of the site amplification, φamp.
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φ2
LIN(T ) = φ2

B(T ) + φ2
amp (5.7)

Based on analytical site response calculations for a large number of site conditions, Abrahamson
and Silva (2008) estimated φamp = 0.3 for all periods. We assume that this value of φamp applies to
the subduction data.

The φ term with nonlinear site effects then is estimated using simple propagation of errors:

φ2
NL(T ) =φ2

LIN(T ) +

(
∂fsite(T )

∂lnPGA

)2

φ2
B(PGA)

+ 2

(
∂fsite(T )

∂lnPGA

)
φB(PGA)φB(T ) ρW (PGA, T )

(5.8)

The partial derivative term is computed from Equation 3.7 and is given by:

∂fsite(T )

∂lnPGA
=


0 for VS30 > VLIN

bPGA1000

(
−1

PGA1000+c
+ 1

PGA1000+c
(

VS30
VLIN

)n

)
for VS30 ≤ VLIN

(5.9)

The ρW (PGA, T ) is the correlation coefficient between the normalized within-event residuals for
PGA and PSA(T ) for the same recording.

The τ term with nonlinear site effects has a similar form except that all of the between-
event variability is associated with the input motion:

τ 2NL(T ) =τ 2LIN(T ) +

(
∂fsite(T )

∂lnPGA

)2

τ 2LIN(PGA)

+ 2

(
∂fsite

∂lnPGA

)
τLIN(PGA)τLIN(T ) ρB(PGA, T )

(5.10)

in which ρB(PGA, T ) is the correlation coefficient for the normalized between-event residuals.
The smoothed correlation coefficients, ρW (PGA, T ) and ρB(PGA, T ) are listed in Table 5.4.
Because the use of these terms are for the nonlinear site effects, the ρW (PGA, T ) is computed for
rupture distances less than 200 km.

An example of the effect of the nonlinear site response on φ and τ is shown in Figure
5.6 for a soil site with VS30=270 m/sec and PGA1100 = 0.15g, corresponding to a a magnitude 7
intraslab earthquake with ZTOR = 60 km and RRUP = 85 km based on our global model; the φ1

model (e.g., Cascadia model) is used in this comparison. There is a significant reduction in both
the φ and τ for periods less than 0.3 sec, with the largest effect at T = 0.1 sec.
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5.5 SIGMA MODEL

The total σLIN for the linear range is computed using Equation 5.1. The τLIN model is a period-
independent constant for all regions and all distances. The φLIN model is period dependent, region
dependent, and distance dependent. The resulting period dependence of the σLIN model for the
different regions are shown in Figure 5.7 for rupture distances of 100 km and 400 km. An example
of the amplitude dependence of the effect of the nonlinear site response on the σNL is shown in
Figure 5.8 for a soil site with VS30=270 m/sec.

As noted in Section 5.1, we did not develop an aleatory variability model for the Alaska
region. For seismic hazard applications, we recommend setting the φLIN for the Alaska region to
the same φLIN category as the Cascadia region based on the spectral shapes being similar for the
two regions. For applications of the global model to regions other than the seven regions listed in
Table 5.1, we recommend using the φ1 and φ3 models with equal weight.
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Table 5.1: Region-dependent within-event standard deviation models.

Region φLIN Model

Alaska
Cascadia φ1(RRup, T )

New Zealand
Taiwan

Central America
√
φ2
1(RRup, T ) + φ2

3(RRup)f3(T )

Japan
√
φ2
1(RRup, T ) + φ2

2(RRup)f2(T ) + φ2
3(RRup)f3(T )

South America
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Table 5.2: Coefficients for the φ1 model.

Period (sec) d1 d2

0.01 0.325 0.137

0.02 0.325 0.137

0.03 0.325 0.137

0.05 0.325 0.137

0.075 0.325 0.137

0.10 0.325 0.137

0.15 0.325 0.137

0.20 0.325 0.137

0.25 0.325 0.137

0.30 0.325 0.137

0.40 0.325 0.137

0.50 0.325 0.137

0.60 0.325 0.137

0.75 0.325 0.137

1.0 0.325 0.137

1.5 0.312 0.113

2.0 0.302 0.096

2.5 0.295 0.082

3.0 0.289 0.072

4.0 0.280 0.055

5.0 0.273 0.041

6.0 0.267 0.030

7.5 0.259 0.017

10.0 0.250 0.000
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Table 5.3: Coefficients for the τLIN , φ2, and φ3 models.

Coefficient τLIN Model φ2 Model φ3 Model

d0 0.47 - -

T1 - 0.03 0.03

T2 - 0.075 0.075

T3 - 0.2 0.1

T4 - 1.0 0.3

d3 - 0.109 0.242

d4 - 0.062 0

d5 - 0.470 0

α - eq (5.6) 0.42
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Table 5.4: Inter-period correlation of δW and δB with PGA.

Period (sec) ρW ρB

0.01 1 1

0.02 0.99 0.99

0.03 0.99 0.99

0.05 0.97 0.985

0.075 0.95 0.98

0.10 0.92 0.97

0.15 0.9 0.96

0.20 0.87 0.94

0.25 0.84 0.93

0.30 0.82 0.91

0.40 0.74 0.86

0.50 0.66 0.8

0.60 0.59 0.78

0.75 0.5 0.73

1.0 0.41 0.69

1.5 0.33 0.62

2.0 0.3 0.56

2.5 0.27 0.52

3.0 0.25 0.495

4.0 0.22 0.43

5.0 0.19 0.4

6.0 0.17 0.37

7.5 0.14 0.32

10.0 0.1 0.28
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Figure 5.1: (a) Comparison of the between-event standard deviation by region; and (b) aver-
age φ for regions with and without the increase at short periods.

Figure 5.2: Comparison of the within-event standard deviation by region.
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Figure 5.3: Distance dependence of the within-event standard deviation terms. (a) φ1 model
for Cascadia, Central America, New Zealand, and Taiwan; and (b) φ2 model for
Japan and South America.

Figure 5.4: Example of the normalized narrow-band function f2(T ) used for the φ2
2 and φ2

3

terms. T1 = 0.03 sec, and T2 = 0.075 sec
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Figure 5.5: Comparison of the within-event standard deviation φLIN aleatory standard de-
viation models. (a) Distance = 100 km; and (b) Distance = 400 km.
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Figure 5.6: Example of the effect of the nonlinear site response on the components of the
standard deviation for a soil site with VS30 = 270 m/sec and PGA1100 = 0.15g.
The φLIN is based on the φ1 model (e.g., Cascadia region).
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Figure 5.7: Comparison of the total σLIN aleatory standard deviation models. (a) Distance
= 100 km; and (b) distance = 400 km.
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Figure 5.8: Example of the PGA1100 dependence of σ for a soil site with VS30 = 270 m/sec.
The φLIN is based on the φ1 model (e.g., Cascadia).
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6 Model Results and Comparisons

6.1 COMPARISON OF REGIONAL MODELS WITH OBSERVATIONS

As a check of the regionalized coefficients, the median estimates of the region-specific GMMs
are compared to the recorded ground motions at the center of the data for each region. First, the
mean magnitude, mean VS30 and geometric mean distance were computed for each region and each
event type, as shown in Table 6.1. The ranges about the central values were set at plus/minus 0.5
magnitude units and factors of 0.5 and 2 for the mean distance and VS30. The geometric mean
of the PSA values within the selected range were computed by giving equal weights to each data
point (recording). Because the data are given equal weights, the average may be different than the
regression model, which uses the weights based on the random-effects approach.

As shown in Figure 6.1, the average spectra at the center of the data for intraslab events
were compared with the median spectra for the region-specific GMMs. There are too few data
from Cascadia and Alaska regions in our subset for this type of comparison, so these regions were
excluded from Figures 6.1 and 6.2. Overall, there is good agreement between the model for each
region and the average spectrum for the center of the data for periods less than 1 sec. At long
periods, the noted differences are likely the result of the reduced number of recordings that are
reliable at the longer periods, which changes the sampling of magnitude and distance.

Figure 6.2 compares the average spectra at the center of the data for interface earthquakes
with the median spectra for the region-specific GMMs; because there are too few interface data
from Taiwan, only four regions are shown in this figure. Overall, there is good agreement between
the model for each region and the spectrum for the center of the data for the full period range
except for the long periods (T>2 sec) for South America.

From these comparisons, we conclude that the region-specific terms in the proposed GMM
are consistent with the recordings in the center of the data.

6.2 ADJUSTMENT OF CASCADIA AND ALASKA REGION-SPECIFIC MODELS

A key issue for the Cascadia model is that the Cascadia-specific GMM estimated by the regression
leads to very low ground motions at short periods compared to the global model. The Cascadia
subset in our selected dataset is very sparse. There are only six earthquakes in the Cascadia region
in the selected subset, two of which have only one recording. Only two of the events in the subset
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(2001 M6.8 Nisqually and 1999 M5.8 Satsop earthquakes) are well-recorded. Figure 6.3 compares
the median spectrum for M8 and M9 interface earthquakes at a distance of 100 km and for M7
and M8 intraslab earthquakes at a distance of 100 km and a depth of 50 km for the global and
the region-specific models. The short-period ground motions for the Cascadia model from the
regression are factors of 2–3 lower than the global model, and they fall below the median spectra
of all the other regions. At long periods (2 to 5 sec), the Cascadia model from the regression
becomes similar to the global model.

The median estimates from the Cascadia-specific model are compared with the median
spectrum for three finite-fault simulations for an M9 Cascadia interface earthquake (Gregor et al.,
2002, 2006; Atkinson and Macias, 2008; Frankel et al., 2018) in Figure 6.4. The comparison is
made for a non-basin site at a rupture distance of 110 km. The ground motions from the finite-fault
simulations vary significantly, but all of them are much larger at all period than the ground motions
from the Cascadia-specific model from the regression.

The finite-fault simulations were not developed independent of the empirical ground-motion
data from subduction earthquakes. There are model parameters used in the simulations that were
calibrated with the available empirical ground-motion data, so having similar levels of the short-
period ground motions from the Cascadia-specific simulations compared to the global empirical
models is not an independent constraint on ground-motion amplitudes; however, it does show that
the Cascadia-specific rupture geometry can lead to ground motions similar to the global models.
That is, the narrower down-dip width of the Cascadia interface zone does not necessarily limit the
amplitude of the ground motions at short periods.

With the limited empirical ground-motion data for Cascadia, and without a sound physical
basis for the large reduction in the short-period ground motions in Cascadia as compared to other
regions, we judged that the very low short-period ground motions given by the the Cascadia-
specific model from the regression should not be used for seismic hazard studies. Therefore,
we applied an adjustment to the Cascadia model so that the ground-motions for an M7 intraslab
earthquake and an M8 interface earthquake—both with ZTOR = 50 km, a rupture distance of 100
km, and a VS30 of 400 m/sec for Cascadia-specific model—are consistent with the geometric mean
of the response spectra from the three regions with the lowest ground motions: Central America,
New Zealand, and Taiwan. The resulting adjustment terms are listed in Table 6.2 and are shown
in Figure 6.5 as a function of period. The increase corresponds to about a factor of 2 at short
periods as shown in Figures 6.3 and 6.4. At short periods, the response spectrum from the adjusted
Cascadia model is similar to the spectrum from the (Atkinson and Macias, 2008) simulations, but
it remains lower at all periods compared to the other two finite-fault simulation results.

The Cascadia adjustment factor is applied to both intraslab events and interface events;
therefore, it is applied to the predictions for the well-recorded Nisqually intraslab earthquake as
well. The period dependence of the Nisqually event terms before and after the adjustment is
shown in Figure 6.6. For periods less than 1 sec, the adjusted event terms are below the 16th
percentile (-0.47) of the between-event residuals. Therefore, there is an implicit assumption that
the Nisqually earthquake experienced short-period ground motions that were well-below average
(i.e., large negative event term) for our adjusted-Cascadia model.

The Alaska-specific model from the regression also leads to very low ground motions at
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short periods as compared to the other regions. There are 16 earthquakes from Alaska region in
our selected dataset, but only two of them have magnitudes greater than 6, and most of the data is
at distances greater than 200 km. We do not have the confidence that the low ground motions from
these events will be representative of the ground motions from future larger magnitude earthquakes
in Alaska. Therefore, we have applied the same scaling approach used for Cascadia to the Alaska-
specific model. The Alaska adjustment terms are listed in Table 6.2 and then compared to the
Cascadia adjustment terms in Figure 6.5. The spectra for the adjusted Alaska-specific ground-
motion predictions are compared to the spectra for other regions in Figure 6.3.

These adjustments to the Cascadia and Alaska regions are based on our subjective judg-
ment. As more ground-motion data are collected and finite-fault simulations with thre-dimensional
crustal models conducted for the these regions, these adjustment factors should be re-evaluated.

6.3 MAGNITUDE SCALING

The magnitude scaling for the global model for subduction interface and intraslab earthquakes is
compared to the 2016 BCHydro model in Figure 6.7 (left panel). In the 2016 BCHydro model, the
slopes of the magnitude scaling were the same for interface and intraslab events, but the current
model allows for the differences in magnitude scaling for subduction interface and intraslab earth-
quakes. For intraslab events, the slope of the magnitude scaling of the global GMM is similar to
the magnitude slope for the 2016 BCHydro model; whereas, the global model has a weaker mag-
nitude scaling for interface events than the magnitude scaling of the 2016 BCHydro model. The
slopes of the magnitude scaling are region independent, both for the interface and intraslab events,
but there are region-specific magnitude break points for the large magnitude scaling for intraslab
events, as shown in Figure 6.7 (right panel). The New Zealand region has the oldest slab and the
largest magnitude break point (M8). The Cascadia region has the youngest slab and the smallest
magnitude break point (M7.1).

Figure 6.8 compares the magnitude scaling from the Cascadia region for interface earth-
quakes to the magnitude scaling from the finite-fault simulations for Cascadia (Gregor et al., 2006;
Atkinson and Macias, 2008). The model predictions are normalized to be equal for M7.5 to isolate
the magnitude scaling of the models from other effects on the ground motion. The slope at large
magnitudes (above the break point) in the 2016 BCHydro model was set using these two sets of
simulations; therefore, the large-magnitude slope of the new GMM remains consistent with the
slope from the two simulation-based models as expected. The magnitude scaling for Cascadia is
also shown using the mean (M7.7) magnitude break point from the Campbell (2020) model com-
pared to using the magnitude break points in the model (M8.2 for PGA and M8.0 for T = 2 sec).
The M7.7 break point leads to a scaling that is similar to the Atkinson and Macias (2008) simu-
lations; however, using the lower break point in the magnitude scaling would cause the Cascadia
model to fall even further below the simulation results in terms of amplitudes. As we have ad-
justed the Cascadia model to increase the ground motions for large interface earthquakes, reducing
it using the M7.7 break point would be counter productive.
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6.4 DISTANCE SCALING

Figure 6.9 compares the short-period distance scaling for the global interface and global intraslab
models to the distance scaling for 2016 BCHydro model in . At a distance of 100 km, the M7
intraslab short-period ground motions are about a factor of 3 larger than the interface ground mo-
tions. Compared with the 2016 BCHydro model, the distance attenuation in the global model is
steeper for both event types.

Examples of the regional differences in the distance scaling for interface and intraslab
earthquakes are shown in Figure 6.10. The geometrical-spreading term is the same for all regions
except for Taiwan; therefore, the distance slopes at distances less than 150 km are similar for other
six regions. The Taiwan region has weaker attenuation with distance, resulting from the inclusion
of the additional geometrical spreading term (a16). At large distances, the region-specific linear R
terms lead to very different slopes, with the Japan and South America regions having the strongest
attenuation.

6.5 DEPTH SCALING

Our GMM includes the depth scaling only for the intraslab events. The depth scaling for short
periods (T = 0.2 sec) is compared with the 2016 BCHydro model in Figure 6.11. Our model has
a very strong depth dependence for depths of 20–50 km: there is a factor of two increase for each
15 km increase in depth. For depths greater than 50 km, there is a more gradual depth scaling with
a factor of two increase for a change in depth of 120 km. The depth-independent ground motion
for the same scenario from the interface earthquakes is also shown in this figure. At a depth of 20
km, the interface ground motion is similar to the intraslab ground motion. This supports the idea
that the steeper depth scaling from 20–50 is a result of misclassification of deep interface events as
shallow intraslab events.

6.6 BASIN DEPTH SCALING

Basin-depth scaling for T = 3 sec for the Cascadia region is compared to the basin-depth scaling
in the three-dimensional finite-fault simulations from the M9 Project in Figure 6.12. For the M9
Project results, the geometric mean of the response spectra from the simulated ground motions
for sites with rupture distances between 100 and 120 km and Z2.5 values in a specified range was
computed from all 30 realizations of the rupture (Frankel et al., 2018). Due to the correlation of
the VS30 and the Z2.5, some of the basin scaling is captured in the VS30 scaling. To account for
this correlation, the amplitudes were normalized by the spectral values for the Z2.5ref at the given
VS30. The normalized basin factors are shown as a function of Z2.5 in Figure 6.12 for VS30 = 600
m/sec, which is the VS30 for the M9 Project simulations. For this VS30 value, Z2.5ref is equal to
2000 m. To be consistent with this Z2.5ref value, the simulations were normalized by the median
response spectral values for sites with Z2.5 between 1500 m and 2500 m. Figure 6.12 shows that
basin scaling in the Cascadia-specific GMM is similar to the basin scaling from the M9 project for
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deep basin sites, but the simulations show a reduction for sites with Z2.5 < 2000 m that is not seen
in the available empirical data.

6.7 EPISTEMIC UNCERTAINTY FOR THE GLOBAL MODEL

The global model can be used for seismic hazard applications in regions other than the seven re-
gions included in this study. In this case, epistemic uncertainty should be added to the global model
based on the range of the median ground motions from the five regions with estimated regional
terms: Central America, Japan, New Zealand, South America, and Taiwan. In a site-specific appli-
cation, the epistemic uncertainty in the regional constant can be developed based on the standard
deviation of the median ground motion from the five regional models for the controlling source.

A generic epistemic uncertainty, representing the epistemic uncertainty due to unknown
regional constants, is given below and is based on the standard deviation of the median ln(PSA)
values for an M8 interface earthquake and a VS30 of 400 m/sec for rupture distances between 50
and 500 km.

Cepistemic = e1 + e2
Rrup

100
+ e3

(
Rrup

100

)2

(6.1)

The coefficients for the equation 6.1 are given in Table 6.3. TheCepistemic term represents epistemic
uncertainty in the constant and should be added to the constant term for the global model. To avoid
overly large uncertainty if the model is extrapolated outside the 50–500 km distance range, the
RRUP used in equation 6.1 should be limited to a minimum of 50 km and a maximum of 500 km.
For distances less than 50 km, use the Cepistemic value for 50 km, and for distances greater than
500 km use the Cepistemic value for 500 km.

Table 6.1: Scenarios for the center of the data for the full dataset and for regions.

Interface Intraslab
Mag RRUP VS30 Mag RRUP VS30 ZTOR

Region (km) (m/sec) (km) (m/sec) (km)

Global 6.7 120 400 6.4 140 400 50

Central America 7.5 53 434 6.5 88 476 50

Japan 6.9 146 354 6.6 177 372 70

New Zealand 6.8 111 485 5.8 117 329 50

South America 6.6 137 665 6.3 291 691 150

Taiwan 6.8 87 422 6.2 120 424 45
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Table 6.2: Adjustment terms for Cascadia and Alaksa.

Period (sec) Alaska Cascadia

0.01 0.487 0.828

0.02 0.519 0.825

0.03 0.543 0.834

0.05 0.435 0.895

0.075 0.410 0.863

0.10 0.397 0.842

0.15 0.428 0.737

0.20 0.442 0.746

0.25 0.494 0.796

0.30 0.565 0.782

0.40 0.625 0.768

0.50 0.634 0.728

0.60 0.581 0.701

0.75 0.497 0.685

1.0 0.469 0.642

1.5 0.509 0.325

2.0 0.478 0.257

2.5 0.492 0.211

3.0 0.470 0.296

4.0 0.336 0.232

5.0 0.228 0.034

6.0 0.151 -0.037

7.5 0.051 -0.178

10.0 -0.251 -0.313

82



Table 6.3: Coefficients for epistemic uncertainty for the global model.

Period (sec) e0 e1 e2

0.01 0.550 -0.270 0.050

0.02 0.550 -0.270 0.050

0.03 0.550 -0.270 0.050

0.05 0.560 -0.270 0.050

0.075 0.580 -0.270 0.050

0.1 0.590 -0.270 0.050

0.15 0.590 -0.270 0.050

0.2 0.570 -0.270 0.050

0.25 0.530 -0.224 0.043

0.3 0.490 -0.186 0.037

0.4 0.425 -0.126 0.028

0.5 0.375 -0.079 0.022

0.6 0.345 -0.041 0.016

0.75 0.300 0.005 0.009

1 0.240 0.065 0.000

1.5 0.230 0.065 0.000

2 0.230 0.065 0.000

2.5 0.230 0.065 0.000

3 0.240 0.065 0.000

4 0.270 0.065 0.000

5 0.300 0.065 0.000

6 0.320 0.065 0.000

7.5 0.350 0.065 0.000

10 0.350 0.065 0.000
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Figure 6.1: Comparison of the response spectra for intraslab events using the regionalized
GMM with equally-weighted data from the center of the data for the region.
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Figure 6.2: Comparison of the response spectra for interface events using the regionalized
GMM with equally-weighted data from the center of the data for the region.

85



0.001

0.01

0.1

1

10

0.01 0.1 1 10

P
S

A
 (

g
)

Period (sec)

Alaska adjusted

Cascasdia_Adjusted 

Central America

Japan

New Zealand

South America

Taiwan

Global

Cascadia - not adjusted

BCHydro (2016)

M7, slab

0.001

0.01

0.1

1

10

0.01 0.1 1 10

P
S

A
 (

g
)

Period (sec)

M8, slab

0.001

0.01

0.1

1

10

0.01 0.1 1 10

P
S

A
 (

g
)

Period (sec)

M8, Interface

0.001

0.01

0.1

1

10

0.01 0.1 1 10

P
S

A
 (

g
)

Period (sec)

M9, Interface

Figure 6.3: Comparison of the response spectra for seven regions.
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Figure 6.8: Comparison of the large-magnitude scaling for interface earthquakes for the Cas-
cadia GMM with the scaling from finite-fault simulations for Cascadia for a rup-
ture distance of 110 km, VS30 = 760 m/sec, and Z2.5 = 500–2000 m.
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Figure 6.9: Comparison of the distance scaling for interface and intraslab events for the
global model and the 2016 BCHydro model for M = 7, VS30 = 400 m/sec, and
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Figure 6.11: Comparison of theZTOR scaling between the global model and the 2016 BCHy-
dro model.
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7 Model Application Guidelines

The applicability of the GMM to a specific site or a specific seismic source depends on the de-
cisions made in the development of the GMM. The key decisions that we have made in model
development and the technical basis for these decisions are summarized below. These key deci-
sions should be considered in evaluating the applicability of our subduction GMM to a specific site
for seismic hazard studies.

If local ground-motion data is used to evaluate candidate GMMs for application to a region,
we recommend that the median and aleatory variability models be evaluated separately. In some
cases, the median model will be consistent with the data, but the standard deviation model is not
consistent (or vice versa). Treating the median and sigma separately allows for the best parts of
the alternative models to be identified.

7.1 DATASET DECISIONS

The ground-motions recorded at the stations located in the back-arc region were removed from the
subset of the data used in model development, except for the Cascadia region. The ground motions
from back-arc stations were removed because most of the back-arc recordings are from Japan. The
Japanese ground-motion dataset has a strong back-arc effect that attenuates the short-period ground
motions, but this effect is much weaker in the available back-arc data from other subduction zones.
In addition, the Japanese data show that there are large differences in the amount of the additional
back-arc attenuation for different parts of Japan. For seismic hazard applications in which the site
is located in the back-arc region, available local back-arc ground-motion data should be evaluated
to determine if there is high back-arc attenuation in the region as observed in the strong motions
from Japan. Our GMM is not applicable for sites located in the back-arc of regions with strong
back-arc attenuation.

The large-distance attenuation of the M9.1 Tohoku earthquake is very different from the
large-distance scaling for the other M>8 interface earthquakes in Japan: there is a much steeper
attenuation of the short-period ground motions for distances more than 200 km. If an event has
very different distance attenuation compared with the other events, then the between-event residual
will depend on the average distance in the data and will not represent the differences in the source
effects.

With the limitation of our regression approach that does not include event-specific distance
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attenuation, we did not want the large-distance data from the Tohoku earthquake to degrade the
model at the short distances (less than 200 km) that often dominate the hazard in subduction zones.
A model with event-specific distance slopes or non-ergodic path terms would solve this issue and
allow the large distance Tohoku data to be included in the regression without degrading the fit at
the shorter distances.

For eight earthquakes from northern Peru and Ecuador (latitudes between 2N to 7S), the
average short-period between-event residual is about -0.7, indicating that the median ground mo-
tion from these earthquakes are about a factor of 2 lower than the ground motions in southern Peru
and Chile. This large regional difference is calculated based on only eight earthquakes. We judged
that there were not enough earthquakes from northern Peru and Ecuador to have a well-constrained
regional constant; therefore, we included these eight earthquakes as part of the South America Re-
gion. If additional ground-motion data are collected for the latitude range 2N to 7S that also show
a large reduction in short-period ground motions, then a scale factor should be applied to our South
America GMM to account for this difference. This could also affect the estimate of the aleatory
variability for the South America region.

7.2 MEDIAN GMM DECISIONS

We used region-independent magnitude break points in the large-magnitude scaling for subduction
interface earthquakes. An alternative approach would use the region-dependent break points pro-
posed by Campbell (2020). If finite-fault simulations confirm the relation between the magnitude
break point and the down-dip width of the interface proposed by Campbell (2020), then these break
points should be incorporated into our GMM. This adjustment may easily done by changing the
C1 values and adjusting the constant as described by Abrahamson et al. (2016).

One of the key points in the proposed GMM is the large adjustment applied to the median
Cascadia and Alaska GMMs estimated in regression as discussed in Section 6.2. Currently, there
is very little information to constrain this adjustment. With the available information, we consider
the adjusted models to be better predictors of the expected ground motions from future large sub-
duction earthquakes in these regions than the models estimated in regression. If a physical reason
for a large reduction in the ground motions in these two regions with respect to other regions is
found in the future, then these adjustments should be revised or removed. In future updates of
the subduction GMMs, an improved approach would be to use a fully non-ergodic GMM with
estimation of the epistemic uncertainty of the non-ergodic terms.

7.3 ALEATORY VARIABILITY DECISIONS

We considered the increase in between-event variability at short periods observed for Central
America, Japan, and South America to be part of the within-event variability and transferred this
increase to the φ model. This is not a standard approach used in ground-motion characterization;
however, we think that it is more likely that the short-period increase in aleatory variability is
caused by a regional site term than by a source term.
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We modeled the within-event variability with a distance dependence: at large distances (>
300 km), the φ values increase significantly. We consider these large standard deviations to be
due to spatial differences in the path terms (linear R term) within a broad region with systematic
and repeatable effects rather than aleatory variability. For sites located a large distances from
subduction zones, the local ground-motion data should be evaluated to determine the path effects
if the subduction zone is a significant contributor to the seismic hazard. If the path effects from
local data are used to adjust the median model, then the increase in φ at large distances is not
needed. An example of this type of adjustment to the large distance scaling is given in Geopentech
(2015).

The Alaska region has the largest percentage of data that were identified as being outliers
by visual inspection. It is likely that there are other incorrect data in this region that were not
identified. Therefore, we did not consider the variability from the Alaska data to be reliable. We
recommend using the Cascadia φ model for application to Alaska. If the quality of the dataset for
the Alaska region is improved, this assumption should be checked.

7.4 MODEL APPLICATION

The GMM developed in this study is intended to replace the 2016 BCHydro model (Abrahamson
et al., 2016). Based on the constraints applied to the magnitude scaling, the model is considered
to be applicable to M6 to M9.5 for interface earthquakes and M5 to M8 for intraslab earthquakes.
The applicable distance range is 500 km for sites in the fore-arc region with the exception that the
Cascadia model is applicable to 800 km, including the back-arc. If the global GMM is used in a
seismic hazard analysis, there should be additional epistemic uncertainty in the median to capture
the range of the median ground motions as discussed in Section 6.7.

For the Cascadia and Alaska regions, we provided subjective adjustment factors that in-
crease the ground motions from the regression to be more consistent with the scaling for other
regions. To reflect the lower ground motions in the current dataset for these two regions, the
region-specific models using the regression coefficients in Table 4.8 without adjustments can be
used as alternative models to capture the epistemic uncertainty in this adjustment, which is similar
to the Cascadia-specific alternative model given in Abrahamson et al. (2016).
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Appendix A: Residual Plots

This appendix contains a complete set of plots of the between-event and within-event residuals for
24 periods.
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Figure A.1: Between-event residuals versus magnitude for T = 0.01 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.

102



Figure A.2: Between-event residuals versus magnitude for T = 0.02 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.3: Between-event residuals versus magnitude for T = 0.03 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.4: Between-event residuals versus magnitude for T = 0.05 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.5: Between-event residuals versus magnitude for T = 0.075 sec. Top frame: inter-
face earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.6: Between-event residuals versus magnitude for T = 0.10 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.7: Between-event residuals versus magnitude for T = 0.15 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.8: Between-event residuals versus magnitude for T = 0.2 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.9: Between-event residuals versus magnitude for T = 0.25 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.10: Between-event residuals versus magnitude for T = 0.3 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.11: Between-event residuals versus magnitude for T = 0.4 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.12: Between-event residuals versus magnitude for T = 0.5 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.13: Between-event residuals versus magnitude for T = 0.6 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.14: Between-event residuals versus magnitude for T = 0.75 sec. Top frame: inter-
face earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.15: Between-event residuals versus magnitude for T = 1.0 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.16: Between-event residuals versus magnitude for T = 1.5 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.17: Between-event residuals versus magnitude for T = 2.0 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.

118



Figure A.18: Between-event residuals versus magnitude for T = 2.5 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.19: Between-event residuals versus magnitude for T = 3.0 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.20: Between-event residuals versus magnitude for T = 4.0 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.21: Between-event residuals versus magnitude for T = 5.0 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.22: Between-event residuals versus magnitude for T = 6.0 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.23: Between-event residuals versus magnitude for T = 7.5 sec. Top frame: interface
earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.24: Between-event residuals versus magnitude for T = 10.0 sec. Top frame: inter-
face earthquakes. Bottom frame: intraslab earthquakes.
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Figure A.25: Between-event residuals versus source depth. Top frame: T = 0.01 sec. Bottom
frame: T = 0.02 sec.

126



Figure A.26: Between-event residuals versus source depth. Top frame: T = 0.03 sec. Bottom
frame: T = 0.05 sec.
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Figure A.27: Between-event residuals versus source depth. Top frame: T = 0.075 sec. Bottom
frame: TT = 0.10 sec.
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Figure A.28: Between-event residuals versus source depth. Top frame: T = 0.15 sec. Bottom
frame: T = 0.20 sec.
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Figure A.29: Between-event residuals versus source depth. Top frame: T = 0.25 sec. Bottom
frame: T = 0.30 sec.

130



Figure A.30: Between-event residuals versus source depth. Top frame: T = 0.40 sec. Bottom
frame: T = 0.50 sec.
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Figure A.31: Between-event residuals versus source depth. Top frame: T = 0.60 sec. Bottom
frame: T = 0.75 sec.
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Figure A.32: Between-event residuals versus source depth. Top frame: T = 1.0 sec. Bottom
frame: T = 1.5 sec.

133



Figure A.33: Between-event residuals versus source depth. Top frame: T = 2.0 sec. Bottom
frame: T = 2.5 sec.
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Figure A.34: Between-event residuals versus source depth. Top frame: T = 3.0 sec. Bottom
frame: T = 4.0 sec.
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Figure A.35: Between-event residuals versus source depth. Top frame: T = 5.0 sec. Bottom
frame: T = 6.0 sec.
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Figure A.36: Between-event residuals versus source depth. Top frame: T = 7.5 sec. Bottom
frame: T = 10.0 sec.
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Figure A.37: Within-event residuals versus distance for T = 0.01 sec.
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Figure A.38: Within-event residuals versus distance for T = 0.02 sec.

139



Figure A.39: Within-event residuals versus distance for T = 0.03 sec.
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Figure A.40: Within-event residuals versus distance for T = 0.05 sec.
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Figure A.41: Within-event residuals versus distance for T = 0.075 sec.

142



Figure A.42: Within-event residuals versus distance for T = 0.10 sec.
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Figure A.43: Within-event residuals versus distance for T = 0.15 sec.
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Figure A.44: Within-event residuals versus distance for T = 0.20 sec.
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Figure A.45: Within-event residuals versus distance for T = 0.25 sec.
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Figure A.46: Within-event residuals versus distance for T = 0.30 sec.
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Figure A.47: Within-event residuals versus distance for T = 0.40 sec.
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Figure A.48: Within-event residuals versus distance for T = 0.50 sec.
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Figure A.49: Within-event residuals versus distance for T = 0.60 sec.
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Figure A.50: Within-event residuals versus distance for T=0.75 sec.
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Figure A.51: Within-event residuals versus distance for T = 1.0 sec.
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Figure A.52: Within-event residuals versus distance for T = 1.5 sec.
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Figure A.53: Within-event residuals versus distance for T = 2.0 sec.
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Figure A.54: Within-event residuals versus distance for T = 2.5 sec.
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Figure A.55: Within-event residuals versus distance for T = 3.0 sec.
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Figure A.56: Within-event residuals versus distance for T = 4.0 sec.
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Figure A.57: Within-event residuals versus distance for T = 5.0 sec.
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Figure A.58: Within-event residuals versus distance for T = 6.0 sec.
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Figure A.59: Within-event residuals versus distance for T = 7.5 sec.
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Figure A.60: Within-event residuals versus distance for T = 10.0 sec.
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Figure A.61: Within-event residuals versus VS30 for T = 0.01 sec.
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Figure A.62: Within-event residuals versus VS30 for T = 0.02 sec.
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Figure A.63: Within-event residuals versus VS30 for T = 0.03 sec.
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Figure A.64: Within-event residuals versus VS30 for T = 0.05 sec.
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Figure A.65: Within-event residuals versus VS30 for T=0.075 sec.
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Figure A.66: Within-event residuals versus VS30 for T = 0.10 sec.
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Figure A.67: Within-event residuals versus VS30 for T = 0.15 sec.

168



Figure A.68: Within-event residuals versus VS30 for T = 0.20 sec.
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Figure A.69: Within-event residuals versus VS30 for T = 0.25 sec.
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Figure A.70: Within-event residuals versus VS30 for T = 0.30 sec.
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Figure A.71: Within-event residuals versus VS30 for T = 0.40 sec.
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Figure A.72: Within-event residuals versus VS30 for T = 0.5 sec.
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Figure A.73: Within-event residuals versus VS30 for T = 0.6 sec.
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Figure A.74: Within-event residuals versus VS30 for TT = 0.75 sec.
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Figure A.75: Within-event residuals versus VS30 for T = 1.0 sec.
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Figure A.76: Within-event residuals versus VS30 for T = 1.5 sec.
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Figure A.77: Within-event residuals versus VS30 for T = 2.0 sec.
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Figure A.78: Within-event residuals versus VS30 for T = 2.5 sec.
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Figure A.79: Within-event residuals versus VS30 for T = 3.0 sec.
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Figure A.80: Within-event residuals versus VS30 for T = 4.0 sec.
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Figure A.81: Within-event residuals versus VS30 for T = 5.0 sec.

182



Figure A.82: Within-event residuals versus VS30 for T = 6.0 sec.
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Figure A.83: Within-event residuals versus VS30 for T = 7.5 sec.
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Figure A.84: Within-event residuals versus VS30 for T = 10.0 sec.
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Figure A.85: Within-event residuals versus basin depth. Top frame: T = 0.01 sec. Bottom
frame: T=0.02 sec.
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Figure A.86: Within-event residuals versus basin depth. Top frame: T = 0.03 sec. Bottom
frame: T = 0.05 sec.
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Figure A.87: Within-event residuals versus basin depth. Top frame: T = 0.075 sec. Bottom
frame: T = 0.10 sec.
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Figure A.88: Within-event residuals versus basin depth. Top frame: T = 0.15 sec. Bottom
frame: T = 0.20 sec.
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Figure A.89: Within-event residuals versus basin depth. Top frame: T = 0.25 sec. Bottom
frame: T = 0.30 sec.
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Figure A.90: Within-event residuals versus basin depth. Top frame: T = 0.40 sec. Bottom
frame: T = 0.50 sec.
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Figure A.91: Within-event residuals versus basin depth. Top frame: T = 0.60 sec. Bottom
frame: T = 0.75 sec.
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Figure A.92: Within-event residuals versus basin depth. Top frame: T = 1.0 sec. Bottom
frame: T = 1.5 sec.
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Figure A.93: Within-event residuals versus basin depth. Top frame: T = 2.0 sec. Bottom
frame: T = 2.5 sec.
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Figure A.94: Within-event residuals versus basin depth. Top frame: T = 3.0 sec. Bottom
frame: T = 4.0 sec.
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Figure A.95: Within-event residuals versus basin depth. Top frame: T = 5.0 sec. Bottom
frame: T = 6.0 sec.
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Figure A.96: Within-event residuals versus basin depth. Top frame: T=7.5 sec. Bottom
frame: T = 10.0 sec.
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