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stress drop) increased as well. We also included cohesion 

of 1 MPa on the fault. 

To define the initial shear stress !0 on the fault, we first 

generated a random stress field using a Van Karman auto-

correlation function with lateral and vertical correlation 

lengths of 50 km and 10 km, respectively. The random 

stress field was then accommodated into the depth-

dependent frictional strength profile in such a way that the 

minimum shear stress represented reloading from the re-

sidual shear stress after the last earthquake, and such that 

the maximum shear stress reached the failure stress [15]. 

The initial shear stress ! 0 generally increases with depth, 

despite the random component. The shear stress was ta-

pered linearly to zero at the surface from a depth of 2 km. 

Rupture was initiated by adding a small stress increment to 

a circular area near the nucleation patch, located ~20 km 

from the northern end of the fault. We used a spatial dis-

cretization of 100 m and a temporal discretization of 6.25 

ms. The extent of the rupture model included 40-km-wide 

zones between the fault and the PML absorbing bounda-

ries on the sides and 24 km on the bottom. This discretiza-

tion of the rupture model is adequate for good numerical 

resolution, as demonstrated by previous work [14][39] 

[41]. 

The size of the computational domain was 629 ! 80 ! 

40 km
3
 (~2 billion nodes).  The dynamic rupture was gen-

erated by dSrcG and PetaSrcP on NICS Kraken using 

2160 cores during 7.5 hours, simulating 250 seconds of 

rupture. The moment rate time histories were defined on 

881,475 subfaults with 108,000 time steps (2.1 TB). The 

source was further partitioned into 526 spatially separate 

grids. In addition to the spatial locality, we enabled tempo-

ral locality by splitting the source into 36 loops (each re-

sponsible for 3000 time steps) to reduce memory require-

ments. 

The final slip (Fig. 19a) reached 7.8 m on the fault and 

5.7 m on the surface, with an average slip of 4.5 m and a 

total seismic moment of 1.0 ! 10
21

 Nm (Mw = 8.0). These 

values are in general agreement with worldwide observa-

tions from magnitude ~8 events (e.g., [43]). Peak slip rates 

were generally larger at depth, where they exceed 10 m/s 

(0-2 Hz) in a few patches (Fig. 19b).  The rupture propa-

gated both at sub-Rayleigh and super-shear speed until it 

reached the opposite end of the fault after 135 seconds 

(Fig. 19c).  A large ~100 km patch of super-shear rupture 

velocity was located between 30 and 130 km along-strike, 

and smaller patches near 250 km, 500 km, and 540 km. 

B. Wave Propagation 

The spontaneous-rupture source was then inserted onto 

a 47-segment approximation of the southern SAF after 

applying temporal interpolation and a 4
th

-order low-pass 

filter with a cut-off frequency of 2 Hz. The source was 

imbedded in a 810 km ! 405 km ! 85 km volume ex-

tracted from the SCEC CVM 4 (see Fig. 20) using the 

Universal Transversal Mercator (UTM) projection. The 

volume was discretized into 436 billion 40-m
3
 cubes using 

a minimum S-wave velocity (Vs) of 400 m/s.  

P-wave and S-wave velocities and density values were 

stored on this mesh, while quality factors (specifying ane-

lastic attenuation) were calculated on-the-fly (from an ap-

proximate empirical relationship - Qs = 50 Vs where Vs is 

 
Fig. 19.  Mw8’s source model obtained from spontaneous rupture simulation (left at NW, right at SE). (a) Final slip (b) horizontal peak slip rate, and (c) 

rupture velocity normalized by the local shear-wave velocity. In (c), the yellow areas are dominated by sub-Rayleigh rupture velocities, while red and 

blue patches indicate areas where the rupture propagates at super-shear speed. The black contours show the rupture time in intervals of 1 second. 

 
Fig. 20.  Perspective view of the M8’s 810 x 405 x 85 km model domain 

for central and southern California, and northern Baja California. Sedi-

mentary basins are revealed by cutaway of material with S-wave velocity 

less than 2.5 km/s (as defined by the SCEC CVM 4).  Depth below the 

surface is indicated by the red/yellow color scale.  

810 km

405 km

85 km
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in units of km/s, and Qp = 2Qs). M8 mesh was pre-

partitioned into 223,074 files on Jaguar using PetaMeshP. 

An alternative procedure (in case of hardware file system 

failure) used direct contiguous MPI-IO imbedded into the 

solver to directly read the single 4.8 TB mesh file by 

21,600 readers, redistributing the partitioning to each 

process at solver time. For the final production run, we 

used the first approach to read in the pre-partitioned mesh 

files in 4 minutes. To avoid file contention, we limited the 

number of synchronous file open requests to 650 (maxi-

mum 670 OSTs on Jaguar) and as a result, achieved an 

aggregate read performance of 20 GB/s. The simulation of 

360 seconds of wave propagation took 24 hours on Jaguar 

using 223,074 cores, sustained 220 Tflops, and produced 

4.5 TB of surface synthetic seismograms. M8 consumed 

thirty times the computational resources that were required 

by each of the ShakeOut-D simulations (see section 6). 

Checkpointing was not activated during the M8 produc-

tion simulation to avoid additional potential stress to the 

file system writing the 49 TB checkpoint files at each time 

step. M8 saved the ground velocity vector at every 20
th

 

time step on an 80 m by 80 m grid (4.5 TB). Outputs were 

aggregated at run-time and written every 20K time steps to 

minimize I/O overhead. In total, M8 consumed 581 MB of 

memory per core, with 285 MB by the solver, 46 MB by 

buffer aggregation of outputs, 22 MB by the Earth model, 

 
Fig. 21.  PGVHs derived from M8 superimposed on the regional topography. N46E component seismograms are added at selected locations, with their 

peak velocities (cm/s) listed along the traces. 

• M8 
• 360 s of ground motion 
• 436 billion cubic elements 
• spontaneous rupture 
• minimum Vs = 400 m/s 
• frequency: 0 - 2 Hz

a*er Cui et al. (2010)

• Basin effects (PGV =1 - 4 m/s) 
• Directivity and super-shear effects 
• Plastic behaviour around the fault zone 
• How might this picture change if nonlinearity is taken into account?



both sedimentary and crystalline rocks (e.g., JOHNSON

et al., 1996).

Other observations have been made from these

resonant bar experiments. TENCATE and SHANKLAND

(1996) reported that stopping and waiting at a point

on the resonance curve result in the resonance curve

‘‘creeping’’ to some new equilibrium value between

the upward and downward curves. Indeed, if the

resonance sweep is done slowly enough, the upward

and downward resonance curves merge. Figure 2

shows just such a slowly made resonance curve for a

Fontainebleau sandstone; upward-going data points

are the circles, and downward-going are the pluses.

Within the error bars (omitted for clarity) the curves

overlap; TENCATE et al. (2004) show a similar plot for

a Berea sandstone (in Fig. 3 of that paper). Doing a

resonance sweep experiment very slowly eliminates

the slow dynamics effects in resonance curves. Both

these results are reminiscent of the disappearing

hysteresis loop observed in slow quasi-static stress-

strain experiments done at millistrain levels (CLAYTOR

et al., 2009) mentioned earlier.

4. Slow Dynamics: Conditioning and Recovery
Experiments

Slow dynamics, as originally defined, consists of

both the conditioning and recovery phases induced by

a small-amplitude, sinusoidal acoustic drive. Condi-

tioning and recovery of several different samples

Figure 1
A family of swept resonance curves, frequency versus strain, for a
0.30-m-long, 25.4-mm-diameter (i.e., industry standard 1 in cores)

bar of Vosges sandstone for 14 different drive levels. Blue curves
are taken going up in frequency; red curves are taken going down
in frequency. Upward and downward going curves overlap at low

drive levels and begin to separate at strains of around 10–6. The

second lowest longitudinal mode is shown here

Figure 2
A single up/down resonance curve for a Fontainebleau sandstone

sample, 25.4 mm diameter and 0.33 m long, mounted in an

environmental chamber to minimize effects of temperature. The
frequency ‘‘sweep’’ was performed by stepping the frequency,

waiting 8 h for the rock to ‘‘equilibrate,’’ and then taking a

measurement. As in Fig. 1, blue data are taken going up in
frequency; red data are taken going down. Errors bars have been

omitted for clarity. However, within the error bars, the two curves

are essentially identical. Rate effects have been eliminated in this

measurement

Figure 3
Resonance frequencies plotted as a function of time for a Berea

sandstone bar 25.4 mm diameter and 0.35 m long. At time t = 0, a
(conditioning) strain of 10–6 was applied for 1,000 s (*15 min)

and then turned off for the same period of time (recovery) and

repeated twice more. Resonance frequency was tracked throughout

the experiment with a very small strain frequency sweep

2214 J. A. TenCate Pure Appl. Geophys.

TenCate (2011)

Vosges sandstone

following the convention by TenCate et al. [2004], where
L is the length of the bar and ü is the acceleration. Even
though the peak strain near the resonance frequency is
only about 1.6 ! 10"10, the shape of the resonance curve
is clear with only minimal noise obscuration: a
Lorentzian curve is an extremely good fit to the data as
shown by the solid line. (Error bars are not shown for
clarity.) With computer control and long-term temperature
stability due to the isolation chamber, this experimental
setup permits long enough times to take data over a large,
and an order of magnitude lower, range of strains not
studied previously.

3. Data Analysis

[28] The basic quantities measured in a resonance expe-
riment are frequency f and calibrated accelerometer voltage
V, which is automatically converted into acceleration ü . It is
convenient to translate the acceleration to a strain variable in
order to make the comparison of different samples with
different lengths easier. As stated in section 2, we employ
the convention ! = ü /(4pLf 2). These measurements lead to
resonance curves as shown, e.g., in Figure 1. The task now
is to determine the peaks of the resonance curves, tracking
the shift of the resonance frequency as a function of the
strain as displayed in Figure 3.
[29] In this paper we use a statistical analysis based on a

nonparametric Gaussian process to model the strain ! as a
function of the driving frequency f. The flexibility of the
Gaussian process model for strain allows for estimation of
the resonance frequency and resulting strain ( f *, !*) with-
out assuming a parametric form for the dependence of strain
on driving frequency. Drawbacks of using a parametric
model can include understated uncertainties regarding res-
onance quantities ( f *, !*) and excessive sensitivity to
measurements far away from the actual resonance frequency.
The nonparametric modeling approach avoids both of these
possible pitfalls.

[30] For a given experiment, observations (fi, !i), i =
1, . . ., n are taken. The observed strain is modeled as a
smooth function of frequency plus white noise d:

!i ¼ z fið Þ þ di; i ¼ 1; . . . ; n; ð1Þ

where the smooth function z( f ) is modeled as a Gaussian
process and each di is modeled as an independent N(0, s2)
deviate. The Gaussian process model for z( f ) is assumed to
have an unknown constant mean m and a covariance
function of the form

C z fið Þ; z fj
! "# $

¼ s2
zr

"jfi"fj j2 : ð2Þ

The model specification is completed by specifying prior
distributions for the unknown parameters s2, m, sz2, and r.
After shifting and scaling the data so that the fi’s are
between 0 and 1, and the !i’s have mean 0 and variance 1,
we fix m to be 0 and assign uniform priors over the
positive real line to s"2 and sz"2, and a uniform prior over
[0, 1] to r.
[31] The resulting analysis gives a posterior distribution

for the unknown function z( f ) which we take to be the
resonance curve. This posterior distribution quantifies the
updated uncertainty about z( f ) given the experimental
observations. We use a Markov chain Monte Carlo
(MCMC) approach to sample realizations from the posterior
distribution of z( f ) over a dense grid of points in the
neighborhood of the resonance frequency f * [Banerjee et
al., 2004]. From each of these MCMC realizations of z( f )
the resonance frequency f * and the corresponding maxi-
mum strain !* = z( f *) are recorded. This creates a posterior
sample of pairs ( f *, !*) which are given by the dots in
Figure 4a. Figures 4b and 4c show the posterior uncertainty
for f * and !* separately with histograms of these posterior
samples. We use the posterior mean as point estimates for f *
and !*. In the paper we use error bars that connect the 5th

Figure 2. Low-amplitude drive resonance curve for
Fontainebleau sandstone. The solid curve is a Lorentzian
fit to the data points.

Figure 3. Resonance frequency shift Df as a function of
the effective strain ! for the three samples shown in Figure 1.
The reference center frequencies are the same used for
Figure 1.
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components (as in the case of Berea: 85% quartz, 8%
feldspar, plus small quantities of other minerals). Most of
these materials are quite porous and their behavior changes
dramatically under the influence of environmental effects,
such as temperature [see, e.g., Sheriff, 1973] or humidity
[see, e.g., Gordon and Davis, 1968; O’Hara, 1985; Zinszner
et al., 1997; Van den Abeele et al., 2002]. This sensitivity to
the environment makes controlled studies difficult, as the
experiments must be carried out in such a way that these
effects are demonstrably under control.
[5] Another difficulty in measuring the frequency

response of sandstones arises from the brittleness of rocks.
If the samples are driven too hard, microcracks can be
induced and the resulting behavior of the material can
change dramatically. In addition, driving can also induce
long-lived nonequilibrium macrostates that relax back over
a long period of time (approximately hours). Thus it is
important to ensure, by repeating a given drive protocol on
the same sample and verifying that the material response
does not change from one experiment to the next, that the
samples have not been altered from their original condition
and the environment is unchanged over the set of observa-
tions. The experiments described in this paper were carried
out in this way. Furthermore, the very low strain values
ensured that sample damage rarely occurred.
[6] One goal of this work is to clarify, using new

and existing data, conflicting observations in the literature,
and to present a description of the ‘‘state of the art’’ at low-
strain amplitudes. Here we restrict ourselves mainly to the
question of dynamic nonlinearity and do not take up the
equally important question of the nature of loss mechanisms
and their connection and interaction with the nonlinear
(compliant) behavior underlying the frequency shift.
[7] In the past, several different groups have carried

out resonant bar experiments. Gordon and Davis [1968]
investigated a large suite of crystalline rocks, including
Quartzite, Granite, and Olivine basalt, at strains between
10!9 < ! < 10!3. Their main objective was to measure
the loss factor Q!1 (or the internal friction f in their
terminology) as a function of strain and the ratio of stress
and strain. In order to cover the large strain range
they divided their experiments in two components:
for 10!9 < ! < 10!5 they used the driven frequency
method, driving the rocks at very high frequencies, and
for 10!5 < ! < 10!3 they made direct measurements of the
stress-strain curve. Their main findings were the following.
[8] 1. The loss factor is quite insensitive to the strain

amplitude, diverging from a constant value only at high
strains. At these high strains they conclude that this increase
in Q!1 is the result of internal damage.
[9] 2. Q!1 is highly structure sensitive; that is, it is

sensitive to the details of the microstructure of the rock.
[10] 3. Q!1 increases as the temperature increases. They

conclude that this increase is due to grain-interface
displacement, and therefore alteration of the internal
structure of the rock.
[11] 4. At large strains they find static hysteresis with

end-point memory.
[12] Following up on Gordon and Davis [1968],

McKavanagh and Stacey [1974] and Brennan and Stacey
[1977] performed another set of stress-strain loop
measurements on granite, basalt, sandstone, and concrete.

Figure 1. Resonance curves for (a) acrylic, (b) Berea, and
(c) Fontainebleau at different drives. Acrylic is a linear
material used as a control in the experiments. Nonlinearity
is evidenced in Berea and Fontainebleau samples by the
shift in the peak of the resonance curves. The reference
center frequency is 2150 Hz for acrylic, 2765 Hz for Berea,
and 1155.98 Hz for Fontainebleau.
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Nonlinear rock behavior (resonance experiments)
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Nonlinear rock behavior (triaxial tests)
manuscript submitted to JGR: Solid Earth

Figure 1. The schematic diagram of the geometry of sample and the position of the transduc-

ers. (a) The general view of the experimental setting of the sample. (b) The cross-section of the

sample.
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Figure 2. The distorted hexahedral mesh of the model for SEM. The green region is the

rock model. The yellow part represents the surrounding low-velocity material. The mesh size is

approximate to 0.3 mm.
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Figure 3. The four models tested in this study and their synthetic waveform (a) cylindri-

cal model with free-boundary, (b) side-cut cylindrical model with free-boundary, (c) cylindrical

model with surrounding silicone jacketing model and (d) side-cut cylindrical model with sur-

rounding silicone jacketing model.
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Figure 4. The input wavelet of the rock experiment (top) and the numerical modeling (bot-

tom). In order to avoid the noise of the experimental wavelet, we use the filtered wavelet as the

input.
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Figure 11. Evolution of VP and VS of (a) dry and (b) wet data. The black and red circle rep-

resent the numerical simulated best-fit results of VP and VS , respectively. The diamond shapes

are the results from Zaima and Katayama (2018), which are calculated from the hand-picked first

arrivals.
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Zaima and Katayama (2018)

Aji granite

Lai et al. (2021)

• Recording wavefield 
• Different confining pressure 
• FWI (Lai et al., 2021)
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Soil nonlinear behavior (lab data)

Effects of Liquefaction 

Ishihara (1985) – Cyclic simple shear test 

Effective 

stress high 
Stiffness 
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Effective 

stress low 

to very low 

Stiffness 

low to 

very low 

Phase transformation behavior well established by laboratory tests 

• Pore pressure effects 
• Stiffness decreases 
• Material dilatancy 
• Development of large deformations

Kramer (2011)

Liquification-172002 book July 14, 2008 11:3

Figure 16. Response of Sacramento River sand to undrained cyclic triaxial
loading (test from Boulanger and Truman 1996).

For standard cyclic simple shear tests, ru is instead computed on
the basis of the vertical effective consolidation stress (σ ′

vc):

ru = "u
σ ′

vc
(8)

The maximum possible value for ru is again 1.0 when the total vertical
stress is held constant, as in a standard cyclic simple shear test.

The ru = 1.0 condition is often called “initial liquefaction.”
There are, however, advantages to using the more explicit phrase
“excess pore pressure ratio of 100%,” because the term “liquefaction”
has also been used in the literature to describe other specific field and
laboratory conditions, as discussed subsequently in this monograph.
It is also worth noting that ru values above 100% can develop if the
mean total stress increases, such as can occur under the more general
loading conditions produced in the field, in centrifuge models, or in
numerical models. In such cases, it is more useful to focus directly on
the values of effective stress rather than on excess pore pressure ratios.

Several features of the behavior in Figure 16 are worth not-
ing. The ru increased progressively throughout cyclic loading until
ru = 1.0 was reached after about 27 cycles of loading. The axial
strains (εa) remained relatively small (a fraction of 1%) until p ′ ap-
proached zero and ru approached 100%, after which the axial strains
increased to about 2% in less than 2 additional cycles of loading.
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Idriss and Boulanger (2006)
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Characterizing nonlinear soil behaviour
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• Hyperbolic model envelope 
• Different processes depending on stress-strain state 
• Material degradation to pore pressure effects and rupture 
• The challenge is to understand the physical processes when 

only the envelope behaviour is known

Effects of Liquefaction 

Ishihara (1985) – Cyclic simple shear test 
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Phase transformation behavior well established by laboratory tests 
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Fig. 3.3 Definition of loss coefficient. 
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(a) Kelvin model (b) Maxwell model 

Fig. 3.4 Typical viscoelastic model. 



Questions
• What are the physical changes of the medium during an 

earthquake? 

• Are these changes elastic (recoverable) or nonlinear (damage)? 

• How can we detect and deduce the physical processes during 
cyclic loading? 

• Where does nonlinear behavior takes place (is it a deep or a 
shallow phenomenon - crust, soil)? 

• Why is this important for monitoring geological structures before, 
during and after an earthquake crisis?



What about observations? 
(using ambient seismic noise)

temporal evolution of the crust is then tracked by
computing cross-correlation functions at different
dates for the same receiver pair and measuring the
changes between the correlation functions (7–9).

Tomonitor variations in seismic velocity along
the SAF at Parkfield, we usedmore than 5 years of
continuous seismic noise data recorded by 13 short-
period seismological stations of the Berkeley High
Resolution Seismic Network (HRSN) (10). These
stations are installed in boreholes at depths of 60 to
300 m, thus reducing locally generated noise and
effects of temperature variations and precipitation
(Fig. 1). We analyzed data from January 2002 to
October 2007, spanning the times of two major
earthquakes that occurred within a 100-km radius
of Parkfield: the moment magnitude (Mw) = 6.5
San Simeon earthquake of 22 December 2003,
whose epicenter was located 60 km west of Park-
field, and the Mw = 6.0 Parkfield earthquake of
28 September 2004. For every possible pair com-
bination of stations, we computed the daily cross-
correlation of seismic noise by using the procedure
of (11), yielding 91 × 2140 days = 194,740 cross-
correlation and auto-correlation time functions. A
reference Green function (RGF) was computed
for each station pair by stacking the daily cross-
correlations for the entire 2140-day period (12).
The velocity changes were then determined by
measuring time delays between the RGF and 30-
day stacks of cross-correlation functions in the
frequency range from 0.1 to 0.9 Hz (9, 12, 13)
(Fig. 2B). If the medium experiences a spatially
homogeneous relative seismic velocity change,
Dv/v, the relative travel time shift (Dt/t) between a
perturbed and reference Green function is indepen-
dent of the lapse time (t) at which it is measured
and Dv/v = −Dt/t = constant. Therefore, when com-
puting a local time shift, Dt, between the reference
and a chosen cross-correlation function in a short
window centered at time t, we would expect that
Dt should be a linear function of t. By measuring
the slope of the travel time shiftsDt as a function of
time t, we then estimated the relative time pertur-
bation (Dt/t), which is the opposite value of the
medium's relative velocity change (Dv/v). The 30-
day stacked correlations shown in Fig. 2A exhibit
variations because of the seasonal pattern of the
location of noise sources (14, 15). Because these
seasonal variations mainly affect the direct waves,
we did notmake differential timemeasurements for
these waves. We also investigated the accuracy of
the station clocks by analyzing the temporal sym-
metry of the correlation functions (16) and correct-
ing for the detected errors (12). Lastly, following
(9), we averaged the measured time shifts for each
time t over all station pairs to increase the mea-
surement accuracy.

After the San Simeon earthquake, the seismic
velocity along the SAF at Parkfield decreased by
0.04% (Fig. 3). This is consistent with measure-
ments using active sources and fault guided waves
that are associatedwith other earthquakes (2,3, 17).
Creepmeter and Global Positioning System (GPS)
measurements show that there was no substantial
slip detected along the SAF in the Parkfield area
after the San Simeon earthquake (18). This sug-
gests that the velocity change we detected may be
related to co-seismic damage in the shallow layers
caused by strong ground shaking (~0.15 g) from
this quake. By 7months after the quake, velocities
in the Parkfield area appear to have returned to
their pre-earthquake levels.

Kinematic and dynamic rupture inversions as
well as GPS and INSAR (Interferometric Synthet-
ic Aperture Radar) measurements showed that the
Parkfieldmainshock released amaximum stress of
10 Mpa and that the average slip was about 0.5 m
(19). The Parkfield mainshockwas also followed by
postseismic afterslip that is still ongoing and broadly
distributed between the surface and a depth of 12 km
(20, 21). Immediately after the Parkfield earthquake,
velocities decreased by 0.08%, and postseismic ve-
locities remained low for almost 3 years (Fig. 3). The
long-term decay of the relative velocity perturbation
was very similar to the relaxation curve associated

with the along-fault displacement deduced fromGPS
measurements (21, 22). Therefore, our hypothesis is
that the evolution of the observed seismic velocity
changes after the Parkfield earthquakewas governed
by the postseismic stress relaxation within deeper
parts of the fault zone and the surrounding region.

Observation of nonvolcanic tremors in the vi-
cinity of the Parkfield area supports this hypothesis
(Fig. 3). We considered the 30-day averaged rate of
tremor activity in the Cholame-Parkfield region com-
puted by using continuous records from the HRSN
for the period 2002 through 2007. These tremors are
estimated to have occurred between 20- and 40-km
depths (23), similarly to the episodic tremor and slip
phenomena on subduction zones (24, 25). There is
clear evidence of triggering of tremor activity by both
San-SimeonandParkfield earthquakes.After thePark-
field earthquake, tremor activity remained elevated and
has yet to return to its pre-event level similarly to the
seismic velocity changes. This observation supports
our hypothesis that both seismic velocity changes and
tremor activity after the Parkfield earthquake are re-
lated to postseismic stress relaxation and correspond-
ing slow slip. We also propose that the increased
nonvolcanic tremor activity after the San Simeon
earthquake may be related to slow slip at depth in
response to small stress variations induced by the pass-
ing of seismic waves from theMw = 6.5 event (26).

Fig. 1. Location of the HRSN (white and black circles) near Parkfield, California, and location of the 2003
San Simeon and 2004 Parkfield earthquakes. The black solid line indicates the surface projection of the
2004 Parkfield earthquake rupture and afterslip extent. The blue circles indicate the epicenters of
nonvolcanic tremors detected by (23). The black box on the inset image corresponds to the studied area.
The DEM plot was obtained from (27, 28). EQ indicates earthquake.
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Fig. 3. Seismic velocity
changes, surface displace-
ments from GPS, and tremor
activity near Parkfield. The
red curve represents the
postseismic fault-parallel
displacements along the
San Andreas fault as mea-
sured by GPS at station
pomm (Fig. 1) (29). The
tremor rates are averaged
over a centered 30-day-
length moving time window.

Fig. 2. Relative travel-time change measurements
(Dt/t). (A) Thirty-day stacked cross-correlation
functions (CCF) for receiver pair JCNB-SMNB. The
black curve represents the reference stacked cross-
correlation function. The CCFs are filtered between
0.1 and 0.9 Hz and normalized in amplitude. (B)
Time shifts averaged over 91 receiver pairs and
coherence measured between the reference stacked
and 30-day stacked cross-correlation functions (fre-
quency band, 0.1 to 0.9 Hz).
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Brenguier et al (2008) studied continuous data in 
Parkfield and observed velocity changes 
before and after the earthquakes



IBRH16

manuscript submitted to JGR: Solid Earth

(a) (b) 

Figure 6. (a) Mean postseismic velocity changes over the months from April to September,

2011, for the period range of 8 s to 30s. (b) Modeled coseismic static strain at the depth of 20

km.
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Figure 7. (a) Map of the tiltmeter stations within the red shaded area, where the seismic ve-

locity changes are selected to further study the temporal evolution. (b) Time series of the seismic

velocity changes averaged over the stations in the red shaded area for the four period ranges. The

time series are shifted by 0.02, 0.04, and 0.06 for period bands 8 s to 16 s, 15 s to 30 s, and 20

s to 50 s, respectively. The yellow shaded rectangle cover the time period of the delayed e↵ects,

where velocity continues to decrease.

–19–©2018 American Geophysical Union. All rights reserved.

From ambient noise data (Wang et al., 2019) 

~50% (1-10 Hz)

~0.05% (< 1 Hz)

• In-situ co-seismic shear modulus 
reduction and degradation (Bonilla et al., 
2019) 

• 2 orders of magnitude higher (co-
seismic)

What about observations? 
(using ambient seismic noise and earthquake data)



In-situ equivalent cyclic test (velocity 
change) and strain proxy value - V(t)/Vs30(t) 

•Soil behavior is different before and after PGA 
•There is degradation, but what mechanism? 
•Material damage and/or pore pressure effects?

ACF

Ho
ok

e’s
 la

w



WRLA - Wildlife Refuge Liquefaction Array

• New and improved instrumentation 
• Accelerometers 
• Pore pressure transducers



The 2010 El Mayor earthquake (Mw7.2) 
100 km epicentral distance from WRLA



WLRA - pore pressure mechanism



What about long term monitoring of a permanent 
station (IBRH16, KiK-net)?

•Good magnitude-distance-azimuth 
distribution 

•Monitoring permanent stations 

•What is the effect of soft soil on the 
station response?

Vs30 = 626 m/s



(1) Velocity changes at different frequencies?

IBRH16 (Vs30 = 626 m/s)



•Similar frequency shift as 
observed in rock samples 
(TenCate, 2011) 

•Frequencies > 7 Hz affect soil 
up to 15 m depth 

•Vs30 is co-seismically affected

both sedimentary and crystalline rocks (e.g., JOHNSON

et al., 1996).

Other observations have been made from these

resonant bar experiments. TENCATE and SHANKLAND

(1996) reported that stopping and waiting at a point

on the resonance curve result in the resonance curve

‘‘creeping’’ to some new equilibrium value between

the upward and downward curves. Indeed, if the

resonance sweep is done slowly enough, the upward

and downward resonance curves merge. Figure 2

shows just such a slowly made resonance curve for a

Fontainebleau sandstone; upward-going data points

are the circles, and downward-going are the pluses.

Within the error bars (omitted for clarity) the curves

overlap; TENCATE et al. (2004) show a similar plot for

a Berea sandstone (in Fig. 3 of that paper). Doing a

resonance sweep experiment very slowly eliminates

the slow dynamics effects in resonance curves. Both

these results are reminiscent of the disappearing

hysteresis loop observed in slow quasi-static stress-

strain experiments done at millistrain levels (CLAYTOR

et al., 2009) mentioned earlier.

4. Slow Dynamics: Conditioning and Recovery
Experiments

Slow dynamics, as originally defined, consists of

both the conditioning and recovery phases induced by

a small-amplitude, sinusoidal acoustic drive. Condi-

tioning and recovery of several different samples

Figure 1
A family of swept resonance curves, frequency versus strain, for a
0.30-m-long, 25.4-mm-diameter (i.e., industry standard 1 in cores)

bar of Vosges sandstone for 14 different drive levels. Blue curves
are taken going up in frequency; red curves are taken going down
in frequency. Upward and downward going curves overlap at low

drive levels and begin to separate at strains of around 10–6. The

second lowest longitudinal mode is shown here

Figure 2
A single up/down resonance curve for a Fontainebleau sandstone

sample, 25.4 mm diameter and 0.33 m long, mounted in an

environmental chamber to minimize effects of temperature. The
frequency ‘‘sweep’’ was performed by stepping the frequency,

waiting 8 h for the rock to ‘‘equilibrate,’’ and then taking a

measurement. As in Fig. 1, blue data are taken going up in
frequency; red data are taken going down. Errors bars have been

omitted for clarity. However, within the error bars, the two curves

are essentially identical. Rate effects have been eliminated in this

measurement

Figure 3
Resonance frequencies plotted as a function of time for a Berea

sandstone bar 25.4 mm diameter and 0.35 m long. At time t = 0, a
(conditioning) strain of 10–6 was applied for 1,000 s (*15 min)

and then turned off for the same period of time (recovery) and

repeated twice more. Resonance frequency was tracked throughout

the experiment with a very small strain frequency sweep

2214 J. A. TenCate Pure Appl. Geophys.



(2) 2003-2020 catalogue (IBRH16 - EW)

Variability

Recovery?



(3) 2003-2020 catalogue (IBRH16 - EW)

Variability

•Median dv/v0 and spectral ratio at 
each time period and frequency 

•Variability begins around 6.5 Hz for 
all time periods 

•Thus, the first 15 m are affected 
between -5% and 5% 

• 548 m/s < Vs30 < 706 m/s



Some final thoughts
• Velocity changes are related to nonlinear processes in the shallow crust. These 

are in-situ observations 

• Velocity changes last longer (several years) at low frequencies (f < 1 Hz). Yet they 
are small and mobilize the crust 

• Near-surface effects are several orders of magnitude larger, and they show a 
strong variability in time 

• Vs30 is not constant and has an uncertainty. Furthermore, large values of Vs30 
may be hiding the presence of soft soil at shallow depths 

• Since high frequencies are pervasively affected by nonlinear processes, the 
measure of “kappa” is difficult to assess 

• Recovery of material properties in time is important, and it should be taken into 
account in nonlinear soil computation 

• Empirical method could also be used to long term structural health monitoring of 
buildings, sediments, rails, dams, etc.


