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ABSTRACT 

This report contains ground motion prediction equations (GMPEs) for a particular measure of 

horizontal-component ground motions as a function of earthquake mechanism, distance from 

source to site, local average shear-wave velocity, and fault type. Our equations are for peak 

ground acceleration (PGA), peak ground velocity (PGV), and 5%-damped pseudo-absolute-

acceleration spectra (PSA) at periods between 0.01 s and 10 s. The equations were derived by 

empirical regression of the PEER NGA strong-motion database. For periods of less than 1 s, the 

analysis used 1574 records from 58 mainshocks in the distance range from 0 km to 400 km (the 

number of available data decreased as period increased). 
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1 Introduction 

Ground motion prediction equations (GMPEs), giving ground motion intensity measures such as 

peak ground motions or response spectra as a function of earthquake magnitude and distance, are 

important tools in the analysis of seismic hazard. These equations are typically developed 

empirically by a regression of recorded strong-motion amplitude data versus magnitude, 

distance, and possibly other predictive variables. (Some terminology surrounding these equations 

is discussed in Appendix A.) The equations in this report were derived as part of the Pacific 

Earthquake Engineering Research Center’s Next Generation Attenuation project (PEER NGA) 

(Power et al. 2006), using an extensive database of thousands of records compiled from active 

shallow crustal tectonic environments worldwide. These equations represent a substantive update 

to GMPEs that were published by Boore and his colleagues in 1997 (Boore et al. 1997—

hereafter “BJF97”; note that BJF97 summarized work previously published by Boore et al. in 

1993 and 1994). The 1997 GMPEs of Boore et al. were based on a fairly limited set of data in 

comparison to the results of this study. The increase in data quantity, by a factor of 

approximately 14, is particularly important for PSA; in addition, PGV equations are provided in 

this study (but were not given in BJF97). The amount of data used in regression analysis is an 

important issue, as it bears heavily on the reliability of the results, especially in magnitude and 

distance ranges that are important for seismic hazard analysis. 
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2 Data 

 

2.1 DATA SOURCES 

The source of the strong ground motion data for the development of the GMPEs of this study is 

the database compiled in the PEER–NGA project (Power et al. 2006); the aim of this project was 

to develop empirical GMPEs using several investigative teams to allow a range of interpretations 

(this paper is the report of one team). The use of this database, referred to as the “NGA flatfile,” 

was one of the “ground rules” of the GMPE development exercise. However, investigators were 

free to decide whether to use the entire NGA flatfile database or to restrict their analyses to 

selected subsets. We used what we call v.7.27 of the flatfile. This is the version given in the file 

NGA Flatfile V7.2 (07-11-05).xls, with corrections provided by the file 727Brian.xls sent by 

Brian Chiou, in an email dated February 17, 2006. The values of the response variable are 

different in the two versions. In v.7.2, the rotation angle used to combine the two horizontal 

components (see next section) for each recording was based on all periods for which PSA was 

computed, regardless of the low-cut filter frequency applied to each record. In v.7.27, the 

rotation angle was determined using periods only up to the maximum useable period ( MAXT ). As 

apparently a number of the NGA developers have used v7.2, we include a comparison of the 

response variables for the two versions in Appendix B. Although the bulk of the data are not 

changed between the two versions, there are some differences. The comparisons in Appendix B 

suggest that it should make little or no difference to the GMPEs whether version 7.2 or 7.27 of 

the flatfile is used; the best test of this, of course, is to develop GMPEs using both versions. We 

used the corrected version of the flatfile; testing the sensitivity of the GMPEs to the version of 

the flatfile is beyond the scope of our study. 

In addition to the data in the NGA flatfile, we also used data compiled by J. Boatwright 

and L. Seekins for three small events and data from the 2004 Parkfield mainshock from the 
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Berkeley Digital Seismic Network station near Parkfield, as well as data from the Strong-Motion 

Instrumentation Program of the California Geological Survey and the National Strong-Motion 

Program of the U.S. Geological Survey. These additional data were used in a study of the 

distance attenuation function that constrained certain regression coefficients, as discussed later, 

but were not included as part of the final regression (to be consistent with the NGA ground rules 

regarding the database for regression). 

2.2 RESPONSE VARIABLES 

The ground motion parameters that are the dependent variables of the GMPEs (also called 

response variables or ground motion intensity measures) include peak ground acceleration 

(PGA), peak ground velocity (PGV), and response spectra (PSA, the 5%-damped pseudo-

acceleration), all for the horizontal component. In this study, the response variables are not the 

geometric mean of the two horizontal component (as was used in BJF97), but rather the values 

not dependent on the particular orientation of the instruments used to record the horizontal 

motion. The measure used was introduced by Boore et al. (2006). In that paper a number of 

orientation-independent measures of ground motion were defined. In this report we use 

GMRotI50 (which we abbreviate “GMRotI”); this is the geometric mean determined from the 

50th percentile values of the geometric means computed for all nonredundant rotation angles and 

all periods of less than the maximum useable period. The advantage of using an orientation-

independent measure of the horizontal-component amplitude can be appreciated by considering 

the case in which the motion is perfectly polarized along one component direction; in this case 

the geometric mean would be 0. 

This report includes GMPEs for PGA, PGV, and 5%-damped PSA for periods between 

0.01 s and 10 s. Equations for peak ground displacement (PGD) are not included. In our view, 

PGD is too sensitive to the low-cut filters used in the data processing to be a stable measure of 

ground shaking. In addition there is some bias in the PGD values obtained in the NGA dataset 

from records for which the low-cut filtering was not performed as part of the NGA project. 

Appendix C contains a short discussion of these points. We recommend using response spectra at 

long periods instead of PGD. 

Data were excluded from our analysis based on a number of criteria, the most important 

of which (in terms of number of records excluded from the analysis) is that no aftershock 
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recordings were used. Aftershock records were not used because of some concern that the 

spectral scaling of aftershocks differs from mainshocks (see Boore and Atkinson 1989, and 

Atkinson 1993). This restriction cut the dataset almost in half because about half the records in 

the NGA flatfile are aftershocks of the 1999 Chi-Chi earthquake. The other exclusion criteria 

that were applied are listed in Table 2.1, taken from the accompanying spreadsheet 

flag_definitions.xls. Another spreadsheet, recnum_flag.xls, contains a flag entry for each record 

in the NGA flatfile; only data with flag = 0 were used in our analysis. Response variables were 

excluded for oscillator periods greater than MAXT  (the inverse of the lowest useable frequency 

entry in the NGA flatfile).  

Table 2.1  Exclusion criteria. 

Flag Meaning 
1 one h component 
2 Jensen Admin Bldg? 
3  30SV missing  
4 spikes, baseline problems (see, e.g., Appendix H) 
5 dam abutments 
6 dam toe 
7 base of column  
8 base of pier  
9 basement, 12.7 m below ground, 1.8 m above bedrock 
10 basement, 6.4 m below ground 
11 greater than or equal to 3 stories 
12 S triggers 
13 older events not included in Boore et al. (1997), probably because distances are too uncertain 
14 proprietary records with restrictions on use 
15 earthquake in oceanic crust  
16 stable continental region (SCR) events 
17 basement recordings 
18 Geomatrix C, D, E, F, G, H, J (but not including Lexington Dam for LP89 and LA Dam for 

NR94, and Martis Creek Dam for 2001 Mohawk)  
19 duplicate record?  
20 aftershocks  
21 Chi-Chi_quality D (Lee et al. 2001) 
22 chi_chi_colocated (remove record from older instrument), Many such records were removed 

earlier because they are quality class D  
23 second trigger 
24 dam crest 
25 only SMART1 data for this quake, should be considered a one observation earthquake (recall 

Boore et al. (1997) criteria). 
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A potential bias in regression results can result from not including low-amplitude data for 

distance ranges for which larger amplitude data for the same earthquake are included in the 

dataset. Low-amplitude data can be below trigger thresholds of instruments, can cause the 

recording to begin sometime during the S-wave arrival, can be too small to digitize, or can be 

below the noise threshold used in determining low-cut filter frequencies. Any collection of data 

in a small distance range will have a range of amplitudes because of the natural variability in the 

ground motion (due to such things as source, path, and site variability). At distances far enough 

from the source (depending on magnitude), some of the values in the collection will be below the 

amplitude cutoff and would therefore be excluded. If only the larger motions (above the cutoff) 

were included, this would lead to a bias in the predicted distance decay of the ground motion—

there would be a tendency for the predicted ground motions to decay less rapidly with distance 

than the real data. BJF97 attempted to avoid this bias by excluding data for each earthquake 

beyond the closest distance to an operational, nontriggered station (most of the data used by 

BJF97 were obtained on triggered analog stations). Unfortunately, information is not available in 

the NGA flatfile that would allow us to apply a similar distance cutoff, at least for the case of 

triggered analog recordings. Furthermore, a similar bias can also exist in nontriggered digital 

recordings because of the presence of long-period noise. It would be possible to devise a strategy 

to avoid potential bias by using information available in the NGA flatfile. For example, one 

could exclude all data beyond the closest station to a given event for which the maximum 

useable period of the processed recording is less than the oscillator period of interest. We did not 

attempt to define such a criterion, however, and as a result, we think that our distance 

dependence for small earthquakes and long periods is biased toward a decay that is less rapid 

than the true decay (discussed later). 

2.3 PREDICTOR VARIABLES 

The predictor variables (independent variables in the regression analysis) are moment magnitude 

M, JBR  distance (closest distance to the surface projection of the fault plane), and continuous 

30SV  (time-averaged shear-wave velocity over the top 30 m) for site characterization. We also 

considered the effect of fault type (i.e., normal, strike-slip, and reverse). Each of these predictor 

variables was taken from the NGA database. The values of 30SV  were taken from column IE of 

the NGA flatfile; the values in this column are based on measured values when available and 
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estimates otherwise (only about 30% of the stations that provided data in the NGA flatfile had a 

value of 30SV  based on a local measurement). Column IE includes W. Silva’s interpretation of 

NCREE measurements for Taiwan as well as Brian Chiou’s correlation method for Taiwan, for 

sites in Taiwan for which measurements are not available. The values in column IE were updated 

from the file Update 1 (02-17-06) to NGA Flatfile V7.2 (07-11-05).xls, which uses some of Rob 

Kayen’s 30SV  estimates based on SASW measurements. The fault type was specified by the 

plunge of the P- and T-axes, as described in Appendix D.  The JBR distances estimated by 

Youngs (2005) were used for earthquakes with unknown fault geometry. 

2.4 DISTRIBUTION OF DATA BY M, JBR , FAULT TYPE, AND SITE CLASS  

The distribution of data used to develop our GMPEs are shown in Figures 2.1–2.2 by M and 

JBR , with the symbols representing different fault types. The distribution by 30SV  (as given by 

binning the data by NEHRP site class) is given in Figures 2.3(a)–(b). The total number of 

recordings for the analysis (after all exclusions) is shown as a function of oscillator period in 

Figure 2.4 (which also breaks down the total number of recordings into digital and analog 

recordings). Figure 2.4 shows that the full dataset is available for periods out to 1 s, with a slight 

decrease at 2 s, and a rapid fall off in the number of available data at periods longer than 2 s; note 

the dearth of analog recordings for periods of 9 and 10 s.  
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at 0.2 s and 1.0 s, differentiated by fault type (points with JBR  less than 0.1 km 
plotted at 0.1 km). 
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Fig. 2.2 Distribution of data used in BA07 regression equations for PSA at periods of 2.0, 
4.0, 7.5, and 10.0 s, differentiated by fault type (points with JBR  less than 0.1 km 
plotted at 0.1 km). 
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(a) 

Fig. 2.3 Distribution of data used in BA07 regression equations for PSA at 1.0 s for 
various NEHRP site classes (points with JBR  less than 0.1 km plotted at 0.1 
km). 
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Fig. 2.3—Continued 
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Fig. 2.4 Number of data in NGA flatfile satisfying our selection criteria, including 
limitation based on highest useable period, as function of oscillator period. Count 
includes a few recordings from singly recorded earthquakes that did not 
contribute to our GMPEs. 

 

The distribution of the data by fault type, rake angle, and dip angle is shown in Figure 

2.5. This figure also shows that the classification scheme used by BJF97 (shown by horizontal 

gray lines) produces essentially the distributions of fault type as the method used here, based on 

the plunge of the P- and T-axes. 
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Fig. 2.5 Distribution of data we used in rake-angle and dip-angle space. Horizontal 
gray lines indicate boundaries between fault types used by BJF97, and 
symbols and colors indicate our classification based on plunges of P- and T-
axes (our classification scheme indicated in legend). 
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The distributions of the data over the predictor variable space, as shown in Figures 2.1–

2.5, necessarily influence the GMPEs. Note in particular the lack of data at close distances for 

small earthquakes. This means that the near-source ground motions for small events will not be 

constrained by observations. For long oscillator periods, there are very few data for small 

earthquakes at any distance (the points in Fig. 2.2 for 10 sT =  are all from a single event—the 

2000 Yountville, California, earthquake), so the magnitude scaling at long periods will be poorly 

determined for small magnitudes.  

The widest range of magnitudes is for strike-slip earthquakes, while the narrowest range 

is for normal-slip earthquakes. This suggests that the magnitude scaling is better determined for 

strike-slip than for normal-slip earthquakes—a problem that we circumvented by using a 

common magnitude scaling for all types of events, as discussed later.  

The distribution by site class shows that very few data were from class A sites (hard 

rock). The bulk of the data are from class C and D sites, which range from soft rock to firm soil. 

More detail can be found in Appendix E, which includes two possible sets of 30SV  values to use 

in evaluating our equations for a particular NEHRP site class.  
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3 The Equations 

Following the philosophy of Boore et al. (1993, 1994, 1997), we seek simple functional forms 

for our GMPEs, with the minimum required number of predictor variables. We started with the 

simplest reasonable form for the equations (that used in BJF97), and then added complexity as 

demanded by comparisons of the predictions of ground motions from the simplest equations with 

the observed ground motions. The selection of functional form was heavily guided by subjective 

inspection of nonparametric plots of data; many such plots were produced and studied before 

commencing the regression analysis. For example, the BJF97 equations modeled the far-source 

attenuation of amplitudes with distance by a single magnitude-independent effective geometric 

spreading factor—a straight line amplitude decay of log amplitude versus log distance. This form 

appeared sufficient for the distance range of <80 km that BJF97 used. The data, however, clearly 

show that curvature of the line is required to accommodate the effects of anelastic attenuation 

when modeling data beyond 80 km; furthermore, the data show that the effective geometric 

spreading factor is dependent on magnitude. To accommodate these trends, we (1) added an 

“anelastic” coefficient to the form of the equations, in which lnY is proportional to R (where 

Y is the response variable) and (2) introduced a magnitude-dependent “geometrical spreading” 

term, in which lnY is proportional to ln R and the proportionality factor is a function of M. 

These features allow the equations to predict amplitudes to 400 km; the larger size of the NGA 

database at greater distances and for larger magnitudes, in comparison to that available to BJF97, 

enabled robust determination of the additional coefficients. Our functional form does not include 

such factors as depth-to-top of rupture, hanging wall/footwall terms, or basin depth, because 

residual analysis does not clearly show that the introduction of such factors would improve their 

predictive capabilities on average. The equations are data driven and make little use of 

simulations. They include only those terms that are truly required to adequately fit the 

observational database, according to our analysis. Our equations may provide a useful alternative 
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to the more complicated equations provided by other NGA models, as they will be easier to 

implement in many applications. 

Our equation for predicting ground motions is: 

30ln ( ) ( , ) ( , , )D JB S S JB TY F F R F V R εσ= + + +M M MM ,  (3.1) 

In this equation, FM , DF , and SF  represent the magnitude scaling, distance function, and 

site amplification, respectively. M is moment magnitude, JBR is the Joyner-Boore distance 

(defined as the closest distance to the surface projection of the fault, which is approximately 

equal to the epicentral distance for events of M<6), and 30SV is the time-averaged shear-wave 

velocity over the top 30 m of the site. The predictive variables are M, JBR , and 30SV ; the fault 

type is an optional predictive variable that enters into the magnitude scaling term as shown in 

Equation (3.5) below. ε  is the fractional number of standard deviations of a single predicted 

value of lnY away from the mean value of lnY (e.g., 1.5ε = −  would be 1.5 standard deviations 

smaller than the mean value). All terms, including the coefficient Tσ , are period dependent. Tσ  

is computed using the equation: 

2 2
Tσ σ τ= + ,   (3.2) 

where σ is the intra-event aleatory uncertainty and τ is the inter-event aleatory uncertainty (this 

uncertainty is slightly different for cases where fault type is specified and where it is not 

specified; we distinguish these cases by including a subscript on τ ). 

3.1 DISTANCE AND MAGNITUDE FUNCTIONS 

The distance function is given by: 

1 2 3( , ) [ ( )]ln( / ) ( )D JB ref ref refF R c c R R c R R= + − + −M M M ,  (3.3) 

where 

2 2
JBR R h= +  (3.4) 

and 1c , 2c , 3c , refM , refR , and h  are the coefficients to be determined in the analysis.  

The magnitude scaling is given by: 

(a) h≤M M  
2

1 2 3 4 5 6( ) ( ) ( )M h hF eU e SS e NS e RS e e= + + + + − + −M M M M M , (3.5a) 
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(b) > hM M  

 

1 2 3 4 7( ) ( )M hF eU e SS e NS e RS e= + + + + −M M M ,  (3.5b) 

where U, SS, NS, and RS are dummy variables used to specify unspecified, strike-slip, normal-

slip, and reverse-slip fault type, respectively, as given by the values in Table 3.1, and hM , the 

“hinge magnitude” for the shape of the magnitude scaling, is a coefficient to be set during the 

analysis. 

The determination of the coefficients in the distance and magnitude functions is discussed 

in the section of the report following the next section on site amplification. 

Table 3.1  Values of dummy variables for different fault types. 

Fault Type U SS NS RS 

unspecified 1 0 0 0 

strike-slip 0 1 0 0 

normal 0 0 1 0 

thrust/reverse 0 0 0 1 

3.2 SITE AMPLIFICATION 

We did not solve for the site amplification terms in our analysis, but rather used a slight 

modification of the site amplification given by Choi and Stewart (2005). The equation and the 

coefficients of the equation are provided in this section. The site amplification equation is given 

by: 

S LIN NLF F F= + , (3.6) 

where LINF  and NLF  are the linear and nonlinear terms, respectively.  

The linear term is given by: 

30ln( / )LIN lin S refF b V V= , (3.7) 
where linb  is a period-dependent coefficient, and refV is the specified reference velocity (=760 

m/s), corresponding to NEHRP B/C boundary site conditions; these coefficients were prescribed 

based on the work of Choi and Stewart (2005); they are empirically based, but were not 

determined by the regression analysis in our study. 
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The nonlinear term is given by: 

(a) 14pga nl a≤ : 

 

ln( _ / 0.1)NL nlF b pga low=  (3.8a) 

(b) 1 24a pga nl a< ≤ : 

 
2 3

1 1ln( _ / 0.1) [ln( 4 / )] [ln( 4 / )]NL nlF b pga low c pga nl a d pga nl a= + +  (3.8b) 

(c) 2 4a pga nl< :   

ln( 4 / 0.1)NL nlF b pga nl=   (3.8c) 
where a1 (=0.03g) and a2 (=0.09g) are assigned to threshold levels for linear and nonlinear 

amplification, respectively, pga_low (=0.06 g) is a variable assigned to transition between linear 

and nonlinear behaviors, and pga4nl is an initial estimate of the predicted PGA in g for 

760 m/srefV = , as given by Equation (3.1) with FS = 0 and ε = 0. The period-dependent and 

30SV -dependent coefficients bnl, c, and d are prescribed based on a slight modification of the 

empirical analysis results presented by Choi and Stewart (2005), where the modification was 

designed to smooth the predicted soil amplifications more effectively over amplitude and 30SV . 

As discussed below, the three equations for the nonlinear portion of the soil response (Eq. 3.8) 

are required for two reasons: (1) to prevent the nonlinear amplification from increasing 

indefinitely as pga4nl decreases and (2) to smooth the transition from amplification to no 

amplification.  

The nonlinear slope nlb  is a function of both period and 30SV as given by:  

(a) 30 1SV V≤ : 

 

1nlb b= . (3.9a) 

(b) 1 30 2SV V V< ≤ : 

 

1 2 30 2 1 2 2( ) ln( / ) / ln( / )nl Sb b b V V V V b= − + . (3.9b) 

(c) 2 30S refV V V< < : 
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2 30 2ln( / ) / ln( / )nl S ref refb b V V V V= .  (3.9c) 

(d) 30ref SV V≤ : 

  

0.0nlb = . (3.9d) 
where 1 180 m/sV = , 2 300 m/sV = , and 1b  and 2b  are period-dependent coefficients (and 

consequently, nlb  is a function of period as well as 30SV ). 

The coefficients c and d in Equation (3.8b) are given by: 
2(3 ) /nlc y b x x= ∆ − ∆ ∆   (3.10) 

and 
3(2 ) /nld y b x x= − ∆ − ∆ ∆ ,  (3.11) 

where 

2 1ln( / )x a a∆ =  (3.12) 

and 

2ln( / _ )nly b a pga low∆ = . (3.13) 

The coefficients needed to evaluate the site-response equations are listed in Tables 3.2 

and 3.3. Note that for the reference velocity of 760 m/s, 0LIN NL SF F F= = = . Thus the soil 

amplifications are specified relative to motions that would be recorded on a B/C boundary site 

condition. It is important to emphasize that the site-response equations were prescribed, based on 

the work of Choi and Stewart (CS05), rather than determined by our regression. The reason for 

this is that we were concerned that the NGA database would be insufficient to simultaneously 

determine all coefficients for the nonlinear soil equations and the magnitude-distance scaling, 

due to trade-offs that occur between parameters, particularly when soil nonlinearity is 

introduced. It was therefore deemed preferable to “hard-wire” the soil response based on the 

best-available empirical analysis in the literature, and allow the regression to determine the 

remaining magnitude and distance scaling factors. It is recognized that there are implicit trade-

offs involved, and that a change in the prescribed soil response equations would lead to a change 

in the derived magnitude and distance scaling. However, note that our prescribed soil response 

terms are similar to those adopted by other NGA developers who used different approaches; thus 

there appears to be consensus as to the appropriate level for the soil response factors. 
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Table 3.2  Period-dependent site-amplification coefficients.  

period linb  1b  2b  
   

PGV -0.600 -0.500 -0.06
PGA -0.360 -0.640 -0.14

0.010 -0.360 -0.640 -0.14
0.020 -0.340 -0.630 -0.12
0.030 -0.330 -0.620 -0.11
0.050 -0.290 -0.640 -0.11
0.075 -0.230 -0.640 -0.11
0.100 -0.250 -0.600 -0.13
0.150 -0.280 -0.530 -0.18
0.200 -0.310 -0.520 -0.19
0.250 -0.390 -0.520 -0.16
0.300 -0.440 -0.520 -0.14
0.400 -0.500 -0.510 -0.10
0.500 -0.600 -0.500 -0.06
0.750 -0.690 -0.470 0.00
1.000 -0.700 -0.440 0.00
1.500 -0.720 -0.400 0.00
2.000 -0.730 -0.380 0.00
3.000 -0.740 -0.340 0.00
4.000 -0.750 -0.310 0.00
5.000 -0.750 -0.291 0.00
7.500 -0.692 -0.247 0.00

10.000 -0.650 -0.215 0.00
 

Table 3.3  Period-independent site-amplification coefficients. 

Coefficient Value 

1a  0.03 g 

_pga low  0.06 g 

2a  0.09 g 

1V  180 m/s 

2V  300 m/s 

refV  760 m/s 

The details of setting the coefficients for the soil response equations are as follows. The 

linear amplification coefficients linb  were adopted from CS05. As shown in Figure 3.1, they are 

similar to the linear soil coefficients derived by BJF97. For periods not provided by CS05, we 
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interpolated the blin values as shown in Figure 3.1. As periods get very large (>5 s), we would 

expect the relative linear site amplification to decrease (and a trend in this direction has been 

found by some of the other NGA developers). For this reason, we subjectively decided on the 

linear trend in terms of the log period shown in Figure 3.1 as the basis for choosing the values for 

the longer periods.  
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Fig. 3.1 Coefficient controlling linear amplification, as function of period. Values used in 
equations in this report indicated by magenta circles. 
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Fig. 3.2  Comparison of slope that controls nonlinear amplification function. 
 

 

The nonlinear slope factor nlb  depends on 30SV  through the equations given above. Our 

equations define a somewhat simpler relation than that used by CS05. We compare the two 

definitions of the coefficient bnl for periods of 0.2 and 3.0 s in Figure 3.2. The values of nlb  at the 

hinge points 30 1SV V=  and 30 2SV V=  are given by the coefficients 1b  and 2b , respectively, and 

these are functions of period. We use CS05’s values for most periods, as shown in Figures 3.3 

and 3.4. To extend the value of 1b  to periods longer than 5 s, we fit two quadratic curves to their 

values: one for all of the values and another for values corresponding to periods greater than 0.2 

s. As shown in Figure 3.3, the results were similar. We based our value of 1b  at periods of 7.5 s 

and 10 s on the quadratic fit to all of the CS05 values. This curve was also used for the value at 5 

s, but the results of using the CS05 value at 5 s versus our value makes almost no difference in 

the predicted ground motions for 5 s periods. 
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Fig. 3.3 Basis for choice of nonlinear amplification coefficient 1b . We used Choi and 
Stewart (2005) (CS05) when available, except for periods of 5, 7.5, and 10 s, for 
which we used values from quadratic fit to all of CS05’s values. 
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Fig. 3.4 Basis for choice of nonlinear amplification coefficient 2b . We used Choi and 
Stewart (2005) (CS05) when available, except for periods of 7.5 and 10 s, for 
which we used CS05’s value for period of 5 s.  
 

We point out a potential confusion in terminology: according to Equation (3.8c), 

0.0NLF = when 4 0.1gpga nl = . Does this mean that there is no nonlinear amplification for this 

level of rock motion? No. The amplification for this value of pga4nl is given entirely by the LINF  

term because CS05 derived the “linear” amplifications ( LINF ) for motions with a mean PGA on 

rock close to 0.1 g. NLF is not necessarily zero, however, for values of pga4nl less than and 

greater than 0.1 g. So although the amplification at 4 0.1gpga nl = is completely determined 

by LINF , the amplification can be nonlinear for values of pga4nl near 0.1 g.  

CS05 use only Equation (3.8c) to describe the nonlinear amplification, and they do not 

limit the nonlinear response to 4 0.1gpga nl > . It is clear from Figure 3 of CS05 and their 

comment (Choi and Stewart 2005, p. 24) that they consider Equation (3.8c) to be valid for 
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pga4nl from 0.02 to 0.8 g. This means that the total amplification ( SF ) can be greater than the 

“linear” amplification ( LINF ) for small values of pga4nl; their nonlinear amplification continues 

to increase without bound as pga4nl decreases. We made an important modification to the CS05 

procedure to prevent nonlinear amplification from extending to small values of pga4nl, by 

capping the amplifications at a low value of pga4nl. Simply terminating the nonlinear 

amplification at 4 _pga nl pga low=  results in kinks in plots of ground motion vs. distance. For 

that reason we included a transition curve, as given in Equation (3.8b). A plot of the nonlinear 

amplification that shows the effect of this transition region is given in Figure 3.5, where the 

“smoothed” curve represents our formulation through Equations (3.8a, b, c).  
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Fig. 3.5 Nonlinear contribution to site amplification showing how cubic polynomial gives 

smoothed version of amplification. Amplification is for 30 180 m/sSV = . 
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The total amplification for a short (0.2 s) and a long (3.0 s) period oscillator is shown in 

Figure 3.6 as a function of pga4nl for a range of 30SV . At short periods the nonlinear term can 

result in a significant reduction of motions on sites underlain by relatively low velocities. At long 

periods soil nonlinearity can still affect ground motions, but the large “linear” amplification is 

not outweighed by the nonlinear effect for large values of pga4nl. For periods longer than 0.75 s 

(see Table 3.2) there is no nonlinear contribution to the amplification for 30 300 m/sSV > . 
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Fig. 3.6 Combined amplification for 0.2T s=  and 3.0T s=  as function of pga4nl, for suite 
of 30SV . Note at short periods (left graph), purely linear amplification does not 
occur on soft soils until 4 0.03 gpga nl < . 
 

 

It should be noted that the empirical studies on which the soil amplification functions 

were based contained very few data for hard sites, with 30SV >1000 m/s. The amplification 

functions are probably reasonable for values of 30SV up to about 1300 m/s, but should not be 

applied for very hard rock sites ( 30 1500 m/sSV ≥ ). 
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0 1 1 0 2 2 0( ) ( ) ( )NE NEc c cδ δ δ+ + +! ,  (4.2) 

where 0( ) jc is the event term for event j , jδ equals 1 for event j and zero otherwise, and NE  is 

the number of earthquakes. 

There are several significant issues in performing this regression. One is that regional 

differences in attenuation are known to exist (e.g., Boore 1989; Benz et al. 1997), even within 

relatively small regions such as California (e.g., Bakun and Joyner 1984, Boatwright et al. 2003; 

Hutton and Boore 1987; Mori and Helmberger, 1996). We ignore this potential pitfall and 

assume that the distance part of the GMPEs apply for crustal earthquakes in all active tectonic 

regimes represented by the NGA database. This is a reasonable initial approach, as the 

significance of regional effects can be tested later by examining residual trends (model errors) 

for subsets of data organized by region. The second difficulty is more problematic: the data in 

the NGA flatfile become increasingly sparse for distances beyond about 80–100 km, especially 

for moderate events. This makes it difficult, if not impossible, to obtain a robust simultaneous 

determination of c1 and c3 (slope and curvature). To overcome this database limitation, we have 

used additional ground motion data from California that are not in the NGA flatfile to first define 

the “anelastic” term, 3c , as a function of period. We then used these fixed values of c3 in the 

regression of the NGA dataset in order to determine the remaining coefficients. 

Determination of c3 (anelastic term): The data used to determine c3 include the data 

compiled in the NGA database for three small California events, plus many more data for these 

same events recorded by accelerometers at “broadband” stations in California; these additional 

data, compiled by J. Boatwright and L. Seekins, were not available from the traditional strong-

motion data agencies used in compiling the NGA flatfile . We also used response variables 

computed from 74 two-component recordings of the 2004 Parkfield mainshock (M 6.0) in the 

determination of c3; these data were recorded after the compilation of the NGA database had 

concluded. The numbers of stations providing data for our analysis and the corresponding 

numbers of stations in the NGA flatfile are given in Table 4.1 (see also Appendices M and N). 
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Table 4.1 Comparisons of numbers of stations in NGA flatfile and in extended dataset 
used to determine anelastic coefficient. 

 
Earthquake # of Stations in NGA # of Stations used by BA 

2001 Anza (M 4.92) 73 197 

2002 Yorba Linda (M 4.27) 12 207 

2003 Big Bear City (M 4.92) 37 262 

2004 Parkfield (M 6.0) 0 74 

 

For the additional data for the three small California earthquakes, we used site classes 

assigned by Boatwright and Seekins to correct the response spectra to 30 760 m/sSV = . For the 

Parkfield recordings we did not correct to a common value of 30SV , as we had no site class 

information. For all of the data from the four events, we used spectra from the two horizontal 

components as if they were separate recordings (we did not combine the horizontal components). 

We did the regressions on this data subset with 1c  fixed at -0.5, -0.8, and -1.0. We set 2c  to zero 

and solved for 3c  and h. In other words, we are fixing a single straight-line slope (c1) and then 

determining the curvature, c3, required to match the more rapid decay of the data at greater 

distances (c3 must be less than 0) and the near-source effective depth coefficient, h, required to 

match the less rapid increase of the data as distance decreases at close distances. An event term 

that gives the relative amplitude level, 0( )c , is also determined for each of the four earthquakes 

(these are the coefficients of the dummy variables for each event). Figure 4.1 compares the 

regression fits to the observations, where the observations have been normalized to a common 

amplitude level by subtracting the event terms 0( )c . We also found the best values of 3c  and h to 

fit the distance functions determined in southern California by Raoof et al. (1999). The 

equivalent values from the Raoof et al. (1999) analysis were similar to those from our analysis of 

the four-event California subset described above. We chose the c3 values determined for the case 

1 0.8c = −  as the fixed c3 values to apply in the regression of the NGA dataset because 1 0.8c = −  

is a typical value determined in empirical regressions for the effective geometric slope parameter 

at intermediate periods (BJF97; this study). To assign values of 3c  for all periods for which the 

NGA equations were to be determined, we fit a quadratic to the 3c  values from the analysis of 

our four-event data subset. This is shown in Figure 4.2. We did not allow the value of 3c at short 



 30

periods to be less than that for PGA, thus placing an upper limit on 3c  at 3 0.01151c = . 

Similarly, we fixed the values for long periods to be that determined for 3 sT = , thus placing a 

lower limit on 3c  of 3 0.00191c =  (we did not think it physically plausible for the anelastic 

attenuation to increase with period at T>5 s).  
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Fig. 4.1 Normalized ground motions for four events, using extended dataset (more data 
than in NGA flatfile). Black curve is regression fit obtained with constraints 

1 0.8c = − and 2 0.0c = . 
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Fig. 4.2 Basis for choice of 3c at periods other than analyzed in regression in 
extended dataset from four earthquakes (see text). 

 

We also constrained the 3c  values for the PGV regressions to be that for the 1.0T = s 

regression. This choice is a compromise between the similarity in magnitude scaling that we 

observed between PGV and PSA at 3 s and the recommendation of Bommer and Alarcón (2006) 

that PGV is related to PSA at 0.5 s. 

Determination of h: It is desirable to constrain the pseudo-depth h  in the regression in 

order to avoid overlap in the curves for large earthquakes at very close distances. We did this by 

performing initial regressions with h as a free parameter, then modifying the obtained values of h 

as required to avoid overlap in the spectra at close distances (for the reference site condition of 

760 m/s). In this regression, 1c was a free variable and 3c was constrained to the values in use at 

the time. Our procedure is shown in Figure 4.3, along with the final values of h (squares). The 

black dots were determined when h was a free parameter. We fit the values with a quadratic 

(dashed green line), but observed that the h value at 0.05 s was very small, much below that 

determined for PGA. We increased the h value at 0.05 s to match the value for a regression of 
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PGA with h unconstrained, and refit the quadratic (solid green line) with this change in the data 

points. We used the modified quadratic as the basis for assigning h for all periods. The value of h 

at short periods was guided by the unequivocal statement that PSA is equal to PGA at periods 

much less than 0.1 s. For PGA, we adopted the value implied by the modified quadratic for the 

0.05T = s oscillator. We then assigned values of h for periods between 0.01 s and 0.05 s to be 

the same as that for 0.05 s. Consistent with the convention adopted for the c3 coefficient, we used 

the value of h at 1 s for PGV. 
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Fig. 4.3  Basis for choice of h at all periods (see text).  
 

These pre-analyses establish smooth, constrained values for c3 and h that facilitated 

robust and well-behaved determinations of the remaining parameters by regression of the NGA 

database. 

Determination of c1, c2, and !: With h  and 3c  constrained, we regressed the response 

variables of the NGA database to solve for c1 and c2 (Eq. 3.3), along with the event terms 0( )c  

for each earthquake, using all data (subject to the exclusions of Table 2.1) for distances less than 

400 km (we originally included a magnitude dependence to the anelastic term but found that the 
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resulting ground motion predictions tended to increase with increasing distance). The c1 

coefficient is the effective geometric spreading rate (slope) for an event of M= Mref, while the c2 

coefficient provides a means to describe magnitude-dependent distance decay (it changes the 

slope for events that are greater or smaller than Mref). The intra-event aleatory uncertainty σ  is 

given by the standard deviation of the residuals from the Stage 1 regression. 

The regression used assigned values for the reference distance, Rref, at which near-source 

predictions are pegged, and for the reference magnitude, !ref, to which the magnitude 

dependence of the geometric spreading is referenced. The assigned values for these reference 

values are arbitrary, and are largely a matter of convenience. For !ref, we chose a value of 4.5, 

since this is the approximate magnitude of much of the data used to determine the fixed c3 

coefficients; this choice means that the magnitude dependence of the slope will be referenced to 

that observed for small events. For Rref, we use the value of 1 km. This is convenient because the 

curves describing the distance dependence pivot around refR R= . The curves for larger 

magnitudes are flatter than for smaller magnitudes, which can lead to overlap of curves at 

distances less than the pivot distance. This was avoided this by choosing 1 kmrefR = , although 

any value such that min( )refR h< , where the minimum is taken over all periods, would prevent 

undesirable overlapping of prediction curves near the source (i.e., we want to ensure that R will 

always be greater than the pivot distance of refR , even when 0 kmJBR = ).  

".1.2 Stage 2:  Magnitude Dependence 

The event terms (coefficients 0( ) jc in Eq. (4.1)) from the Stage 1 regression were used in a 

weighted Stage 2 regression to determine the magnitude scaling of the response variables. As 

discussed in Joyner and Boore (1993), the Stage 2 weighted regression was iterative in order to 

solve for the inter-event variabilityτ . Only events with more than one observation were used in 

the regression. The basic form we selected for the magnitude scaling is a quadratic, similar to the 

form used by BJF93. However, we imposed a constraint that the quadratic not reach its 

maximum at M<8.5, in order to prevent SoversaturationT (the prediction of decreasing 

amplitudes with increasing magnitude). The following algorithm was used to implement the 

constrained quadratic magnitude dependence: 



 34

1. Fit the event terms 0( ) jc  for a given period to a second-order polynomial. If the M for 

which the quadratic starts to decrease ( maxM ) is greater than 8.5, we adopt this regression 

for the magnitude dependence for this period. 

2. If maxM for a given period is less than 8.5, we perform a two-segment regression, hinged 

at hM  (described below), with a quadratic for h≤M M  and a linear function for 

hM < M . If the slope of the linear function is positive, we adopt this two-segment 

regression for the magnitude dependence for this period.  

3. If the slope of the linear segment is negative, we redo the two-segment regression for that 

period, constraining the slope of the line above Mh to be 0.0. Note that the equations for 

almost all periods of less than or equal to 1.0 s required the constraint of zero slope; this 

is saying that for short periods the data actually indicated oversaturation. We felt that 

because of limited data and knowledge, oversaturation was too extreme at this stage of 

equation development, and we chose to impose saturation rather than allow the data to 

dictate an oversaturated form. More observations from ground motions near large 

earthquakes, as well as theoretical simulations using dynamic rupture models (e.g., 

Schmedes and Archuleta 2007) may give us confidence in allowing oversaturation in 

future versions of GMPEs.  

Choice of Mh: The parameter hM is the hinge magnitude at which the constrained 

magnitude scaling in the two-segment regression changes from the quadratic form to the linear 

form. Subjective inspection of nonparametric plots of data clearly indicated that near-source 

ground motions at short periods do not get significantly larger with increasing magnitude, 

beyond a magnitude in the range of 6.5 to 7. On this basis, we initially set 7.0h =M , but there 

are a few periods for which maxM was less than 7.0. Consequently the use of maxM =7 would lead 

to a slight decrease of magnitude scaling between maxM and hM , which is contrary to our 

requirement that our equations give no oversaturation of ground motion for sites with purely 

linear amplification. The adoption of hM  slightly lower than the minimum value of maxM over 

all periods prevented this problem. 

Fault-Type Dependence: Plots of event terms against magnitude (presented later) 

showed that normal-fault earthquakes have amplitudes that are consistently below those for 
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strike-slip and reverse earthquakes for most periods. We used this observation to guide our 

determination of the dependence on fault type. We first grouped the data from all fault types 

together and solved for the coefficients 1e , #e , ?e , 7e , and Ae  in Equation (3.#), setting 2e , 3e , 

and Fe  to 0.0. The regression Ias then repeated, fiJing the coefficients #e , ?e , 7e , and Ae  to the 

values obtained Ihen lumping all fault types together, and solving for the coefficients 2e , 3e , 

and Fe  of the fault type dummy variables SS, LS, and RS. Thus Ie have constrained the relative 

scaling of amplitudes Iith magnitude to be the same for all event types, but Ie alloI an offset in 

the average predicted amplitude level according to the fault mechanism. The inter-event aleatory 

uncertainty (τ ) Ias slightly different for these tIo cases, so subscript NUP and NMP distinguish  

betIeen unspecified and specified fault type, respectively, in the table of aleatory uncertainties. 

All analyses Iere done using Fortran programs developed by the first author, in some 

cases incorporating legacy code from programs and subroutines Iritten by W. B. Joyner.  

!"# RESULTS 

!"#"+ Coefficients of Equations 

The coefficients for the GMPEs are given in Tables 3.2X3.3 and F.2XF.#. The coefficients are 

for ln" , Ihere " has units of g for PSA and PGA, and cm/s for PGZ. The units of distance and 

velocity are km and m/s, respectively. The coefficients of the equation for Fpga nl are given in 

the first roI in Tables F.2 and F.F (Iith refM and refR as given in Table F.3)[ there is no site 

amplification for Fpga nl  (it applies to sites Iith the reference velocity of 7?0 m/s). The 

coefficients for Fpga nlIere developed as an initial estimate early in the pro\ect, using only data 

for Ihich A0 km+BR ≤ and 30 3?0 m/sS. > , and therefore the predictions of PGA from this 

equation Iill differ someIhat from the predictions of PGA for 30 7?0 m/sS. = using the 

coefficients in the third roI of the tables. The equation for Fpga nl  need only give 

approJimately-correct values for the peak acceleration on rock-like sites. The equation provided 

for pgaFnl maintains internal consistency[ the site amplifications Iere used to reduce the 

observations to a reference velocity before doing the regressions, and thus the same site 

amplifications should be used Ihen predicting ground motions using the results of the 

regressions.  
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Table 4.2  Period-dependent distance-scaling coefficients.  

period 1c  2c  3c  h  
pga4nl -0.55000 0.00000 -0.01151 3.00

PGV -0.87370 0.10060 -0.00334 2.54
PGA -0.66050 0.11970 -0.01151 1.35

0.010 -0.66220 0.12000 -0.01151 1.35
0.020 -0.66600 0.12280 -0.01151 1.35
0.030 -0.69010 0.12830 -0.01151 1.35
0.050 -0.71700 0.13170 -0.01151 1.35
0.075 -0.72050 0.12370 -0.01151 1.55
0.100 -0.70810 0.11170 -0.01151 1.68
0.150 -0.69610 0.09884 -0.01113 1.86
0.200 -0.58300 0.04273 -0.00952 1.98
0.250 -0.57260 0.02977 -0.00837 2.07
0.300 -0.55430 0.01955 -0.00750 2.14
0.400 -0.64430 0.04394 -0.00626 2.24
0.500 -0.69140 0.06080 -0.00540 2.32
0.750 -0.74080 0.07518 -0.00409 2.46
1.000 -0.81830 0.10270 -0.00334 2.54
1.500 -0.83030 0.09793 -0.00255 2.66
2.000 -0.82850 0.09432 -0.00217 2.73
3.000 -0.78440 0.07282 -0.00191 2.83
4.000 -0.68540 0.03758 -0.00191 2.89
5.000 -0.50960 -0.02391 -0.00191 2.93
7.500 -0.37240 -0.06568 -0.00191 3.00

10.000 -0.09824 -0.13800 -0.00191 3.04

Table 4.3  Period-independent distance scaling coefficients.  

Coefficient Value 

refM  4.5 

refR  1.0 
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Table 4.4  Magnitude-scaling coefficients.  

Period 1e  2e  3e  4e  5e  6e  7e  hM
pga4nl -0.03279 -0.03279 -0.03279 -0.03279 0.29795 -0.20341 0.00000 7.00

PGV 5.00121 5.04727 4.63188 5.08210 0.18322 -0.12736 0.00000 8.50
PGA -0.53804 -0.50350 -0.75472 -0.50970 0.28805 -0.10164 0.00000 6.75

0.010 -0.52883 -0.49429 -0.74551 -0.49966 0.28897 -0.10019 0.00000 6.75
0.020 -0.52192 -0.48508 -0.73906 -0.48895 0.25144 -0.11006 0.00000 6.75
0.030 -0.45285 -0.41831 -0.66722 -0.42229 0.17976 -0.12858 0.00000 6.75
0.050 -0.28476 -0.25022 -0.48462 -0.26092 0.06369 -0.15752 0.00000 6.75
0.075 0.00767 0.04912 -0.20578 0.02706 0.01170 -0.17051 0.00000 6.75
0.100 0.20109 0.23102 0.03058 0.22193 0.04697 -0.15948 0.00000 6.75
0.150 0.46128 0.48661 0.30185 0.49328 0.17990 -0.14539 0.00000 6.75
0.200 0.57180 0.59253 0.40860 0.61472 0.52729 -0.12964 0.00102 6.75
0.250 0.51884 0.53496 0.33880 0.57747 0.60880 -0.13843 0.08607 6.75
0.300 0.43825 0.44516 0.25356 0.51990 0.64472 -0.15694 0.10601 6.75
0.400 0.39220 0.40602 0.21398 0.46080 0.78610 -0.07843 0.02262 6.75
0.500 0.18957 0.19878 0.00967 0.26337 0.76837 -0.09054 0.00000 6.75
0.750 -0.21338 -0.19496 -0.49176 -0.10813 0.75179 -0.14053 0.10302 6.75
1.000 -0.46896 -0.43443 -0.78465 -0.39330 0.67880 -0.18257 0.05393 6.75
1.500 -0.86271 -0.79593 -1.20902 -0.88085 0.70689 -0.25950 0.19082 6.75
2.000 -1.22652 -1.15514 -1.57697 -1.27669 0.77989 -0.29657 0.29888 6.75
3.000 -1.82979 -1.74690 -2.22584 -1.91814 0.77966 -0.45384 0.67466 6.75
4.000 -2.24656 -2.15906 -2.58228 -2.38168 1.24961 -0.35874 0.79508 6.75
5.000 -1.28408 -1.21270 -1.50904 -1.41093 0.14271 -0.39006 0.00000 8.50
7.500 -1.43145 -1.31632 -1.81022 -1.59217 0.52407 -0.37578 0.00000 8.50

10.000 -2.15446 -2.16137 0.00000 -2.14635 0.40387 -0.48492 0.00000 8.50
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Table 4.5  Aleatory uncertainties. 

Period σ  Uτ   TUσ  Mτ   TMσ
      

PGV 0.500 0.286 0.576 0.256 0.560
PGA 0.502 0.265 0.566 0.260 0.564

0.010 0.502 0.267 0.569 0.262 0.566
0.020 0.502 0.267 0.569 0.262 0.566
0.030 0.507 0.276 0.578 0.274 0.576
0.050 0.516 0.286 0.589 0.286 0.589
0.075 0.513 0.322 0.606 0.320 0.606
0.100 0.520 0.313 0.608 0.318 0.608
0.150 0.518 0.288 0.592 0.290 0.594
0.200 0.523 0.283 0.596 0.288 0.596
0.250 0.527 0.267 0.592 0.267 0.592
0.300 0.546 0.272 0.608 0.269 0.608
0.400 0.541 0.267 0.603 0.267 0.603
0.500 0.555 0.265 0.615 0.265 0.615
0.750 0.571 0.311 0.649 0.299 0.645
1.000 0.573 0.318 0.654 0.302 0.647
1.500 0.566 0.382 0.684 0.373 0.679
2.000 0.580 0.398 0.702 0.389 0.700
3.000 0.566 0.410 0.700 0.401 0.695
4.000 0.583 0.394 0.702 0.385 0.698
5.000 0.601 0.414 0.730 0.437 0.744
7.500 0.626 0.465 0.781 0.477 0.787

10.000 0.645 0.355 0.735 0.477 0.801
 

4.2.2 Discussion of “Geometrical Spreading” Coefficients 

Figure 4.4 plots the “geometrical spreading terms” 1c  and 2c ; Figure 4.5 shows the effective 

“geometrical spreading” factor obtained by the combination 1 2 ( )refc c+ −M M . The coefficients 

have more variation with period than seems reasonable, but to some extent this may be a result of 

forcing very smooth period dependence for the other distance-related coefficients. Note that the 

signs of the 1c  and 2c  coefficients differ for periods of less than 4 s. As a result, the effective 

geometrical spreading factor decreases with magnitude for periods of less than about 4 s, as 

shown in Figure 4.5. This is expected from simulation studies. On the other hand, the magnitude 

coefficient 2c  becomes negative for periods greater than 4 s, leading to a decrease of the 

geometrical spreading factor for smaller earthquakes. This is not expected. The reason for this 
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apparently anomalous behavior might be the relative sparseness of data for small magnitudes at 

long periods, in combination with the bias discussed earlier due to data censoring. For these 

reasons, the predictions of PSA at period above about 4 or 5 s and magnitudes less than about 5.6 

should be treated with some skepticism. Judging from the plot in Figure 4.4, the coefficient 

controlling the magnitude dependence of the geometrical spreading ( 2c ) would be 0.0 at about 

T= 4.6 s, thus explaining the convergence of the curves at that period. 
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Fig. 4.4 Coefficients 1c  and 2c  from regression analysis. Horizontal lines show values for 
PGA and PGV (see legend). 

 



 40

0.01 0.1 1 10
-1

-0.8

-0.6

-0.4

-0.2

0

Period (s)

"g
eo

m
et

ric
al

sp
re

ad
in

g"
fa

ct
or

PGA, M = 7
PGV, M = 7
M = 4
M = 5
M = 6
M = 7
M = 8

 
Fig. 4.5  Effective geometrical spreading coefficient, given by 1 2 ( )refc c+ −M M . 

4.2.3 Fit of Stage 1 Regressions 

Figures 4.6–4.11 are a series of graphs showing the observations in comparison to the Stage 1 

regression predictions. These figures provide a visual test of the ability of our functional form to 

represent the distance dependence of the response variables. The Yorba Linda data points are 

from the smallest earthquake in the NGA flatfile and are included on each figure to provide a 

basis for judging the magnitude scaling (note that data for that earthquake is missing for T = 3 s 

because the maximum useable period is 2.6 s). In all plots, records with JBR  less than 0.1 km 

have been plotted at 0.1 km. The curves are from the regression fits and include the event terms 

found for the specific regression—they are intended to help assess the Stage 1 regression and do 

not include event-to-event variability (see the plots of event terms for the Stage 2 regressions, 

shown later, for this variability). The figures contain data from all but one (St. Elias) of the M 7 
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earthquakes, in addition to the 1994 Northridge, 1995 Kobe, and 1989 Loma Prieta earthquakes. 

Overall, the agreement between our simple functional form and the observations appears to be 

quite good.  
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Fig. 4.6 Symbols: PGV observations, corrected to 30 760 m/sSV = , as function of distance 
for indicated events; Curves: Stage 1 regression fits. 
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Fig. 4.6 —Continued 
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(a) 

Fig. 4.7 Symbols: PGA observations, corrected to 30 760 m/sSV = , as function of distance 
for indicated events; Curves: Stage 1 regression fits. 
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Fig. 4.7—Continued 
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(a) 

Fig. 4.8 Symbols: 0.1 s PSA observations, corrected to 30 760 m/sSV = , as function of 
distance for indicated events; Curves: Stage 1 regression fits. 
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Fig. 4.8—Continued 
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(a) 

Fig. 4.9 Symbols: 0.2 s PSA observations, corrected to 30 760 m/sSV = , as function of 
distance for indicated events; Curves: Stage 1 regression fits. 
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Fig. 4.9—Continued 
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(a) 

Fig. 4.10 Symbols: 1.0 s PSA observations, corrected to 30 760 m/sSV = , as function of 
distance for indicated events; Curves: Stage 1 regression fits. 
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Fig. 4.10—Continued 
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(a) 

Fig. 4.11 Symbols: 3.0 s PSA observations, corrected to 30 760 m/sSV = , as function of 
distance for indicated events; Curves: Stage 1 regression fits. 
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Fig. 4.11—Continued  
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A more precise way of looking for systematic mismatches between predictions and 

observations is to plot the residuals, defined as the ratio of observed to predicted ground motions. 

Figures 4.12(a)–(c) show residuals as a function of distance for earthquakes less than or equal to 

magnitude 7; Figures 4.13(a)–(c) show residuals from larger earthquakes, excluding the 1999 

Chi-Chi earthquake, and Figures 4.14(a)–(c) show residuals just for the Chi-Chi earthquake. 

While there are some systematic departures for various periods and distances, the fit between 

observations and our predictions was judged to be adequate.  
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Fig. 4.12  Stage 1 residuals for earthquakes less than or equal to 7.0. 
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Fig. 4.12—Continued 
  



 56

 
 

  

0.1 1 10 100

0.1

0.2

1

2

10

RJB (km)

ob
se

rv
ed

/p
re

di
ct

ed

T = 7.5 s

0.1 1 10 100
RJB (km)

4< M _<5
5< M _<6
6< M _<7

T = 10.0 s

 
(c) 

"i$% &%1()Continued 
 



 57

0.1

0.2

1

2

10

ob
se

rv
ed

/p
re

di
ct

ed

pgv pga

0.1

0.2

1

2

10

ob
se

rv
ed

/p
re

di
ct

ed

T = 0.05 s T = 0.1 s

0.1 1 10 100

0.1

0.2

1

2

10

RJB (km)

ob
se

rv
ed

/p
re

di
ct

ed

T = 0.2 s

0.1 1 10 100
RJB (km)

7< M _<8
7< M _<8 (Hector Mine)

T = 0.3 s

 
(a) 

"i$% &%1*  Sta$e 1 resi12als 4or earth72akes $reater than :%0< e=cl21in$ 1??? ChiAChi% 



 58

 

0.1

0.2

1

2

10
ob

se
rv

ed
/p

re
di

ct
ed

T = 0.5 s T = 1.0 s

0.1

0.2

1

2

10

ob
se

rv
ed

/p
re

di
ct

ed

T = 2.0 s T = 3.0 s

0.1 1 10 100

0.1

0.2

1

2

10

RJB (km)

ob
se

rv
ed

/p
re

di
ct

ed

T = 4.0 s

0.1 1 10 100
RJB (km)

7< M _<8
7< M _<8 (Hector Mine)

T = 5.0 s

 
(b) 

"i$% &%1*)Continued 
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"i$% &%1&)Continued 
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&%(%& "it o4 Sta$e ( Ce$ressions 

Figures 4.15(a)–(c) are plots of the event terms 0( ) jc  from the Stage 1 regression as a function of 

magnitude, with the Stage 2 regression fit to these terms superimposed. The fault type for each 

earthquake is indicated, as are curves for fault type unspecified and for strike-slip, normal, and 

thrust/reverse faults (the fault type is indicated by the color of the symbols). The functional form 

provides a reasonable fit to the near-source amplitude data. Note that the magnitude scaling for 

TM10 s at D<6.5 is strongly controlled by the data from only one small earthquake (2000 

Yountville, D 5.0), and may therefore be unreliable for D<6.5. 
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&%(%E Hre1ictions o4 HSI 4roB CoBbine1 Sta$e 1 an1 Sta$e ( Ce$ressions 

Graphs of PSA and PGA predicted from our equations for three values of JBR  and four 

magnitudes are shown in Figure 4.16. The curves for the larger earthquakes tend to pinch 

together for periods near 0.2–0.3 s, probably a reflection of the pinching together of the effective 

geometric spreading factor for these periods (Fig. 4.5). But otherwise the PSA are quite smooth, 

especially considering that many of the coefficients were determined independently for each 

period. 
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Plots of PSA as a function of distance are shown in Figures 4.17(a)–(f) for the whole 

range of periods. The figures are in pairs, one for 30 760 m/sSV = (NEHRP B/C boundary), 

followed by one for 30 250 m/sSV =  (NEHRP D; see Appendix E). 
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The effect of 30SV  on predicted ground motion amplitude is shown more directly in 

Figure 4.18. Nonlinear soil amplification causes the curves to cross, such that at close distances 

lower values of 30SV  (softer sites) will have lower predicted amplitudes than stiffer sites, due to 

nonlinear deamplification. The effect is more pronounced at short periods than at long periods. 
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&%(%K S2r4aceASlip Gs% OoAS2r4aceASlip Farth72akes 

Several authors (e.g., Somerville and Pitarka (2006)) have proposed that the high-frequency 

ground motions from earthquakes with faults that break to the surface are smaller than from 

those with faults that remain buried. We search for evidence of this effect in Figures 4.19(a)–(c), 

which show the event terms from the Stage 1 regression plotted against D for the two classes of 

earthquakes. The first thing to notice is that most surface-slip earthquakes correspond to larger 

magnitudes, with almost no buried ruptures for magnitude greater than D 7. For this reason any 

reduction in motions for surface-slip earthquakes will be mapped into reduced magnitude scaling 

in the Stage 2 magnitude regression. In order to differentiate magnitude scaling from the effects 

of surface versus buried rupture, data from both class of rupture are needed for the same range of 

magnitudes. As seen in Figures 4.19(a)–(c), it is only for strike-slip earthquakes that there are 

more than one of each class of earthquake in a common magnitude range (there are several 

strike-slip events of 5.7–6.7 in both classes). There is no indication for these earthquakes that the 

event terms are systematically different for the two classes of data. Therefore, there was no need 

to include dummy variables for surface slip/buried earthquakes in our functional forms. As 

confidence in simulations from dynamic models of rupture propagation increases, it might be 

that in the future we will add a buried/surface faulting term to the equations, even though the 

data do not demand it. By doing so, the apparent saturation of the magnitude scaling would not 

be as dramatic (i.e., the larger earthquakes are entirely surface slip events, and if these produce 

smaller ground motions than buried events, as has been suggested by Somerville and colleagues 

(e.g., Somerville and Pitarka (2006)), then there will be an apparent tendency for saturation if the 

events are not separated into two classes according to whether they break to the surface or not). 
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&%(%: Repen1ence o4 FGent SerBs on Rip In$le 

Figures 4.20(a)–(c) plot the event terms against dip angle. There are no obvious systematic 

effects of dip angle on the ground motion amplitudes. 
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&%(%N Repen1ence o4 Sta$e 1 Cesi12als on pga4nl 

Our amplification factors were taken from an empirical analysis by Choi and Stewart (2005). 

There is a large overlap in the dataset they used and in the NGA flatfile, but there are also many 

small differences, including added data in the NGA flatfile and redeterminations of both ground 

motion intensity measures and 30SV . For these reasons it is important to search for systematic 

trends in the Stage 1 residuals for different ranges of 30SV  and for different pga4nl (it is best to 

examine Stage 1 residuals for this analysis to exclude event-to-event variation that may obscure 

actual trends). This serves as a test of the effectiveness of the applied site-amplification factors in 

removing site effects. Figures 4.21(a)–(c) show the Stage 1 residuals plotted against pga4nl, with 

the residuals grouped into different bins of 30SV  (NEHRP site classes). We split the NEHRP class 

D into two parts in order to see better any systematic trends in this class (about half the data 

come from this NEHRP class). In addition, we consider only data for 80 kmJBR ≤ to avoid 



 80

mapping inadequacies in the distance function into systematic trends that might manifest 

themselves in the site-response functions. Figures 4.21(a)–(c) address the adequacy of the site-

response functions by site class (which speaks mainly to the linear component of the correction) 

and by the strength of shaking (addressing the nonlinear component). Overall, the residuals do 

not depend on site class or the strength of ground shaking, with some significant apparent 

exceptions. In particular, the class E ( 30 180 m/sSV ≤ ) residuals appear to be low (average 

residual <1 ) for most periods, indicating an overcorrection of the data to the reference velocity 

of 760 m/s. In addition, the data with 30180 m/s 250 m/sSV< ≤ appear to be systematically high 

for pga4nl > 0.1 g, but low for smaller values of pga4nl. This suggests that the nonlinear 

component of the site response may have been overestimated for soft sites (<250 m/s). Future 

work may be able to improve upon the soil-amplification factors.  
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&%(%? Repen1ence o4 Sta$e 1 Cesi12als on Tasin Repth 

Another ground motion effect that we searched for in the residuals of the Stage 1 regression was 

that of basin depth. Basin-depth effects on ground motion amplitudes have been reported in 

empirical studies (Field, 2000), and from simulations (Day et al. 2005; Day et al. 2006). One of 

the reasons that we did not include a basin-depth term in our equations is indicated in Figure 

4.22, which shows the distribution of 30SV  and two measures of basin depth. The plot shows all 

data in the NGA flatfile for which both 30SV  has been measured and basin depth has been 

estimated. It is clear that the softer sites are in basins, and hence basin depth and 30SV  are 

strongly correlated. Therefore any basin depth effect will tend to have been captured by the 

empirically-determined site amplification. To try to separate the amplification and the basin-

depth effects in the data would require use of additional information or assumptions. For 

example, one could use simulations to estimate the basin-depth effects and incorporate them into 

the GMPE model. Since we are opting for the simplest equations required by the data, no attempt 

was made to break down the site-response function into basin depth and the amplification terms. 
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Instead, our equations implicitly capture the basin-depth effect (attributing it to site 

amplification), provided that applications of our equations are in similar situations for which the 

data were recorded.  
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To show that there is no significant basin-depth effect that is not already captured 

implicitly via the site-amplification function, Figures 4.23–4.28 plot the Stage 1 residuals against 

the depth to 30 1.5 km/sSV =  (plots are shown in pairs, for all distances and for 80 kmJBR ≤ ). 

There is no obvious dependence of the residuals on basin depth. This is not surprising in light of 

the observations made above regarding the correlation between basin parameters and 30SV . 

(Note: similar results were obtained if the depth to 2.5 m/s was used as the measure of basin 

depth.)  
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&%(%10 CoBparison o4 UDHFs 4roB VneA an1 SQoASta$e Ce$ressions 

We used the two-stage regression method discussed in Joyner and Boore (1993, 1994) as it was 

most computationally convenient; it has been previously shown that one-stage and two-stage 

regression methods (when properly implemented) are equivalent (Joyner and Boore 1993, 1994). 

Dr. John Douglas has implemented the Joyner and Boore one-stage regression scheme in Matlab. 

Prof. Sinan Akkar revised the program to accommodate our functional form and used it to 

compute regression coefficients. The ground motions predicted from our equations at a sample 

period (TM 5 s), based on the two-stage method, are compared with those from the equations 

developed from the one-stage regression (as implemented by Douglas and Akkar) in Figure 4.29. 

The comparison is excellent, which serves as a useful check on the regression results. 
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&%(%11 CoBparison o4 UDHFs ReGelope1 Qith an1 Qitho2t 1??? ChiAChi Farth72ake 

Because the Chi-Chi earthquake forms a significant fraction of the dataset we used in developing 

our equations, it is important to see how the equations would change if the data from the Chi-Chi 

earthquake were eliminated from both the Stage 1 and the Stage 2 regressions. We therefore 

repeated the analysis without the Chi-Chi data. Figure 4.30 compares selected ground motion 

intensity measures given by the two sets of equations. The figures also show the percent of data 

used in the regression analysis from the Chi-Chi earthquake (the number of Chi-Chi recordings is 

the numerator of the ratio). It is clear that the fraction of the dataset contributed by the Chi-Chi 

earthquake increases with period, reaching 64% of the dataset for a period of 10 s. For this 

reason it is not surprising that the predictions of 10 s PSA are quite different for the equations 

developed with and without the Chi-Chi data (the ordinate scales of all graphs in Figure 4.30 are 

the same, to facilitate comparisons of the relations between the two predictions between periods). 

At intermediate to short periods, the differences are not dramatic, but are significant even at 

small magnitudes (despite the fact that we include only the Chi-Chi mainshock, not its 

aftershocks). We think this is because the Chi-Chi earthquake is very well recorded, and thus 

dominates the Stage 1 regression, for which each recording of an earthquake has equal weight in 

determining the distance terms in the equations. These distance terms then affect the event terms, 

and this in turn controls the magnitude scaling. We conclude that although the Chi-Chi 

earthquake affects the GMPEs, it is only a major controlling factor in the predictions of PSA at 

periods of greater than 5 s.  
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&%(%1( CoBparison o4 TI0: an1 TX"?: UDHFs  

It is interesting to compare our new predicted ground motions with those from the Boore et al. 

(1997) (BJF97) equations. Figure 4.31 compares the magnitude-distance distribution of the data 

used in each study. It is apparent that many more data are used in the new equations; the NGA 

data fill gaps at close distances for all magnitudes, add more data at small magnitudes at all 

distances, add data for large magnitudes, and fill out the distribution so that no longer is there a 

strong correlation between distance and magnitude in the dataset. For this reason, the new 

equations provide a more robust prediction of ground motion amplitudes over a wide range of 

magnitudes and distances.  
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We compare predicted ground motions from the BJF97 equations and from our current 

equations in Figure 4.32, for 30 420 m/sSV = , which is near the weighted geometric mean of the 

velocities for the sites used in the BJF97 regression analysis. We use the same scale for the 

ordinates in all graphs. The new and old equations predict similar amplitudes for D and JBR  

ranges for which data were available for the BJF97 equation development. Large differences 
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occur in regions of the magnitude-distance space for which data were not available in BJF97; the 

differences in the predicted values of seismic ground motion intensity are largely attributable to 

the overly simplified distance-independent magnitude scaling used in the BJF97 equations.  
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At all periods, the new equations predict significantly smaller motions than do the BJF97 

equations for large magnitudes. This is probably the most important change in the new equations 

compared to the old equations. The difference in the predicted motions is particularly large for 

1 sT =  and 7.5=D . Almost no data were available in BJF97 for Df7.5 and 10 kmJBR < (see 

Fig. 4.31), so discrepancies are not surprising. The BJF97 data were for JBR  centered about 30 

km. The discrepancy between the predictions from the BJF97 and the new equations is not nearly 

as strong for JBR  near 30 km as it is for 10 kmJBR < . Observed differences at 30 kmJBR ≈ are 

likely due to including more data for large earthquakes in our current equations. The values of 

the BJF97 motions at close distances are strongly controlled by the assumption of distance-

independent D scaling (and therefore the scaling at close distances is driven by the 

30 kmJBR ≈ data). The current equations allow for the D-dependent distance scaling. 

A comparison of aleatory uncertainties for the new equations and for the BJF97 equations 

is given in Table 4.6. Note that the total aleatory uncertainties, as well as the intra- and inter-

event uncertainties are significantly larger for the new equations. The larger uncertainties will 

offset to some extent the smaller ground motions for large magnitudes in the construction of 

seismic hazard maps. 

 

Sable &%K CoBparison o4 intraAeGent W!Y< interAeGent W"Y< an1 total W!SY stan1ar1 errors 4or 
TI 0(Ipr0: WBechanisB speci4ie1Y an1 Toore et al% W1??:Y e72ations% "or latter< 
intraAeGent error is S1< Qhich 1oes not incl21e coBponentAtoAcoBponent 
Gariation% Shis is appropriate in GieQ o4 Beas2re o4 $ro2n1 Botion intensitP 
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per !Z 

ba[0(apr0: 
!Z b\4?: "Z ba[0(apr0: "Z b\4?: !SZ 

ba[0(apr0: 
!SZ 
b\4?: 

pga 0.502 0.431 0.260 0.184 0.564 0.469
0.10 0.520 0.440 0.318 0.000 0.608 0.440
0.20 0.523 0.435 0.288 0.009 0.596 0.435
0.30 0.546 0.440 0.269 0.048 0.608 0.443
0.50 0.555 0.454 0.265 0.115 0.615 0.468
1.00 0.573 0.474 0.302 0.214 0.647 0.520
2.00 0.580 0.495 0.389 0.276 0.700 0.567
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&%(%1* SoBe CoBBents on Hse21oARepth ]ariable h 

There are correlations between many of the variables in the prediction equations; these 

correlations can affect the reliability of the GMPEs, especially when applied in magnitude-

distance ranges with few data. A significant correlation issue involves the pseudo-depth variable 

h. Figure 4.33 shows h determined from the extended four-event dataset that we used to explore 

the anelastic attenuation coefficient, as determined under different assumptions about the 

geometrical spreading and anelastic distance-scaling coefficients. The largest values of h are for 

regressions assuming no anelastic attenuation, in which case the geometrical spreading term 1c  is 

large and negative (approximately -1.5 for the periods shown). On the other hand, when 1c  is 

constrained to be -1.0, -0.8, and -0.5, the values of h decrease systematically. Thus the value of h 

is linked to the geometric spreading term.  
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In addition to the correlations between h, 1c , and 3c  just demonstrated, we notice an 

inconsistency between values of h that we determined from the four-event regressions and those 

subsequently determined from the regression on our subset of the entire NGA dataset. Recall that 

in order to constrain h to be a smooth and well-behaved function, we performed a regression of 

the NGA dataset in which h was a free parameter, but in which we constrained 3c ; the 

constrained 3c  values were associated with 1 0.8c = −  in the four-event database that we used to 

study attenuation. We then defined a smooth function for h based on these results. From Figure 

4.5, the effective geometrical spreading factor for our equations is somewhere between -0.5 and -

0.8 for the magnitudes in the extended four-event dataset. The values of h for the four-event 

dataset, however, are larger than those obtained from regression of the NGA dataset (Fig. 4.8). 

At one NGA Developer’s workshop, N. Abrahamson suggested that the relatively small value of 

h in our equations might be a consequence of not including a hanging wall/footwall term in our 

equations. It is possible that high values of ground motion on the hanging wall close to the fault 

outcrop might force small values of h. In future work we will investigate this possibility by 

determining h using only strike-slip earthquakes. 

&%(%1& CoBparison o4 TI0: an1 Rata 4roB "o2r Farth72akes ^hollP or _ar$elP Dissin$ 

4roB OUI "lat4ile 

In this section the ground motion predictions from our equations (BA07) are checked with data 

wholly or largely missing from the NGA flatfile. These earthquakes, discussed before, are the 

2001 Anza, 2002 Yorba Linda, 2003 Big Bear City, and 2004 Parkfield earthquakes. Figures 

4.34–4.35 show the comparisons for the first three earthquakes and with the Parkfield 

earthquake, respectively. The comparisons are relatively good, but recall that the data in the 

figures were used in deriving the 3c  coefficient. It is worth remembering that the NGA dataset 

flatfile contains many fewer points for the three events than shown in Figure 4.34 (see Table 4.1) 

and no data from the Parkfield earthquake. For this reason, Figures 4.34–4.35 constitute a check 

of the predictions against data not used in the derivation of the equations (other than the 

coefficient 3c ).  
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&%(%1E CoBparisons o4 HSI DAScalin$ Qith SiB2lations 

The most striking difference between previous GMPEs and the NGA GMPEs (not just those of 

BJF97 and BA07, but of all NGA developers) is the prediction of near- or complete saturation of 

PSA at short periods in the NGA equations (e.g., Figs. 4.16 and 4.17(a)). As a first step in 

understanding the reason for this saturation, Figure 4.36 shows the magnitude scaling at 

30 kmR = predicted by two point-source scaling models that were defined to mimic finite-fault 

effects: the Atkinson and Silva (2000) and the Joyner (1984) models. The simulations were made 

using the SMSIM program tmr_rv_drvr (Boore, 2000). For both source models we used the 

Raoof et al. (1999) distance attenuation parameters. Given that the motions predicted from 

SMSIM are simple point-source predictions of absolute motion from the source to the site (as 

opposed to motion relative to some particular distance, magnitude, period, or site condition), 

with no effort made to adjust parameters to match the motions predicted by the BA07 equations, 

the agreement is quite good. Adjustments of the geometrical spreading and Q functions, as well 

as the site amplifications (which used the generic rock amplifications of Boore and Joyner, 

1997), could be made to provide better agreement between the BA07 and the simulated ground 

motions. Finite-fault stochastic-simulation models (Motazedian and Atkinson 2005), or more 

detailed broadband-simulation methods (Hartzell et al. 1999) could also be applied to better 

understand the observed scaling. It is interesting, though, that the scaling of motions for large 

magnitudes seems to fall between that predicted by two simple point-source models. 
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5 Guidelines for Usage 

E%1 _`D`SS VO HCFR`CSVC ]IC`IT_FS 

Although we know perfectly well that people will ignore the following limits for the predictor 

variables, for the record we state that our equations should be used only for predictor variables in 

these ranges: 

#  D M 5–8 

# 200 kmJBR <  

# 30 180 1300 m/sSV = −  

 

These limits are subjective estimates based on the distributions of the recordings used to 

develop the equations. 

E%( HCFR`CS`VOS "VC VSaFC DFISbCFS V" SF`SD`C `OSFOS`SY 

The NGA GMPEs are for the GMRotI measure of seismic intensity. Simple conversion factors 

between GMRotI and other measures of seismic intensity are given by Beyer and Bommer 

(2006) and Watson-Lamprey and Boore (2007), as well as by Campbell and Bozorgnia (this 

volume). 
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6 Discussion and Summary 

We have presented a set of ground motion prediction equations that we believe are the simplest 

formulation demanded by the NGA database used for the regressions. Future versions of the 

equations might include additional terms if these can be unambiguously supported by data. Many 

ground motion observations that have not been included in the NGA flatfile, or should be 

reprocessed in an attempt to provide more data at long periods; additional data could potentially 

support the inclusion of more predictive variables. In spite of this, we note that the aleatory 

uncertainties in our equations are similar to those of other NGA developers who included more 

predictive variables. Therefore we do not think that our simplified analysis limits the usefulness 

of our equations, at least for those situations for which predictor variables not included in our 

equations are not crucial in site-specific hazard analysis. 

One modification we would like to address in future versions of our equations is potential 

regional variations in distance attenuation, particularly at distances beyond about 80 km. The 

near-source data could be used to constrain magnitude scaling for all regions, which could be 

patched onto regionally dependent distance functions. The approach taken in this study, in which 

the anelastic coefficient was constrained using data from a few earthquakes in central and 

southern California, is not optimal. Furthermore, there are inconsistencies in the pseudo-depths 

that might be attributed to forcing the values of the anelastic coefficient into the regression of the 

worldwide dataset. Notwithstanding these limitations, the new relations developed here provide a 

demonstrably reliable description of recorded ground motion amplitudes for shallow crustal 

earthquakes in active tectonic regions over a wide range of magnitudes and distances. 
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INTRODUCTION 

A number of appendices are contained in this report. Some of them are new, and some are based 

on notes created by the first author during the progress of the NGA project (many of these notes 

are available from http://quake.wr.usgs.gov/~boore/daves_notes.php). We have included a 

number of the earlier “notes” because they represent work the first author did on the project, and 

we felt that this work should be documented in the final report. 

Several appendices document problems that the first author found with data in the NGA 

flatfile; some of these problems have been fixed, but we have not had time to check the current 

version of the flatfile to see if all of them have been corrected. 

Because it is inaccurate to refer to “we” when the first author was solely responsible for 

the notes, the more accurate pronoun “I” is used in some of the appendices to refer to David M. 

Boore. 
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Appendix A: Terminology 

A.1 “GMPES” VS. “ATTENUATION RELATIONS” 

I propose that we do away with the term “attenuation relations” to describe the equations 

predicting ground motion. I realize that this term is deeply ingrained in our profession, but like 

jargon in other fields, does not promote a clear understanding of the subject. The problem in 

earthquake engineering is that the equations do more than predict attenuation (the change of 

amplitude with distance); they also predict absolute levels of ground motion and therefore also 

the change in amplitude as a function of earthquake magnitude at a given distance (as controlled 

largely by source scaling). In addition, ground motions along a given profile might actually 

increase with distance (think “Moho bounce”), and in the future more sophisticated path- and/or 

regionally dependent predictions of ground motion might include an increase of motion at some 

distance ranges. Finally, there is the potential for confusion because some people really do mean 

Q and geometrical spreading when using the term “attenuation relations.” What do I suggest as a 

replacement? I doubt that any term is without potential misunderstanding or would receive 

universal approval, but here are several possibilities: “ground-motion prediction equations,” 

although some people do not like the word “prediction”; “ground-motion estimation equations”; 

or “ground-motion models” (a term preferred by Ken Campbell, recognizing that some models 

are in the form of look-up tables rather than equations). All of the phrases can be preceded by 

one of these qualifiers, as appropriate: empirical, hybrid, or theoretical. In this report we use 

“GMPEs.” This is to be pronounced “gumpys.” 

For your entertainment, here is Tom Hanks's view of the matter, (Hanks, T.C., and C.A. 

Cornell, “Probabilistic Seismic Hazard Analysis: A Beginner's Guide,” to be published in 

Earthquake Spectra): “… we need what’s known in the trade as a ground-motion attenuation 

relation. (What is really meant here is the excitation/attenuation relationship, admittedly a 
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polysyllabic mouthful for our language-challenged colleagues who nevertheless know perfectly 

well that earthquake strong ground motion is a function of magnitude (excitation) and distance 

(attenuation)).” 

A.2 MODIFIERS OF “FREQUENCY” AND “PERIOD” 

Just as frequencies are usually described as being “low” or “high,” and periods are described as 

being “short” or “long,” we should use “longest useable period” rather than “highest useable 

period.” But to be perverse, we use “maximum useable period” and “ MAXT ” instead.  

A.3 “LOW-CUT FILTER” OR “HIGH-PASS FILTER”? 

We prefer “low-cut filter” to “high-pass filter,” although both refer to the same thing; “high-pass 

filter” probably derived from analog circuits that only “passed” certain frequencies, whereas the 

active process of a digital filter is to remove or cutout frequencies—thus “low-cut” rather than 

“high-pass.”  Unfortunately, many engineers have not caught up with the newer terminology. 
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Appendix B: Comparing NGA Flatfiles v. 7.2 
and 7.27 

In the NGA flatfile, values of PSA are provided for periods up to 10 s no matter what low-cut 

filtering was needed to remove long-period noise. The lowest useable frequency, based on the 

low-cut filter frequency and the order and type of the filter, is provided for each record in the 

flatfile, and this variable is used to guide the choice of the portion of the PSA for each record to 

be used in the regression. (We find it more convenient to work with the longest useable period, 

which we denote MAXT , rather than the lowest useable frequency; MAXT  is the reciprocal of the 

lowest useable frequency.) In developing the NGA database, the first version of the flatfile to 

provide GMRotI (version 7.2) based on the choice of the rotation angle used to compute GMRotI 

on all periods to 10 s, regardless of the filter cutoff used in processing each record. Formally, it is 

not valid to include portions of the response spectrum above MAXT  in choosing the rotation angle 

used to compute GMRotI because the spectrum at periods greater than MAXT  might not 

correspond to the actual ground-motion spectrum that would exist in the absence of the noise that 

required the low-cut filter in the first place. This error was corrected in what we call version 7.27 

of the NGA flatfile (this is not a new flatfile distributed to the developers by Brian Chiou, but 

one that the first author made by inserting the information in 727brian.xls into the v. 7.2 flatfile; 

the file 727brian.xls was distributed to the developers, but it was up to each developer to replace 

the incorrect values in the flatfile with the correct values). Two things are included in this 

Appendix: (1) a comparison of GMRotI from the version 7.2 and version 7.27 flatfiles and (2) 

some plots relevant to whether GMRotD should be used instead of GMRotI (only a brief 

discussion of this is given, with no conclusions). 
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The ratios are shown in Figures B.1–B.8, for PGV, PGA, and PSA for oscillator periods 

0.1OSCT = , 0.2, 1.0, 3.0, 5.0, and 10.0 s (the y-axis title can be used to identify the period). The 

ratios are values from version 7.27 divided by values from version 7.2. A few outliers have been 

flagged with the NGA flatfile record number, event, and recording station. The comparison 

between the version 7.27 and 7.2 ground-motion values is worse for longer period measures of 

ground-motion intensity. Note the color coding indicating whether OSCT  is less than or greater 

than MAXT . Our expectation was that most of the scatter of the ratio away from unity for the 

longer oscillator periods would correspond to recordings for which MAX OSCT T< , but that does not 

seem to be the case. This is easiest to see in Figures B.4–B.8, which show the ratios of ground 

motions plotted against /OSC MAXT T . The red symbols indicate ratios for which MAX OSCT T< , but 

the ratios for these recordings are no farther removed from unity than are the ratios for 

recordings for which MAXT  is much greater than OSCT . Although there appears to be considerable 

scatter, particularly at longer periods, the graphs are misleading---they do not show that many 

observations have ratios close to unity. Statistical tests of the kurtosis show that the distributions 

are not normal. In the worst case ( 10.0 sOSCT = ), 50% of the ratios are between 0.992 and 1.005, 

and 90% of the values are between 0.880 and 1.072. Our conclusion is that it should make little 

or no difference in the GMPEs if version 7.2 of the flatfile is used rather than version 7.27. 
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Fig. B.1  Ratio of PGV values from NGA flatfile, versions 7.27 and 7.2. 
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Fig. B.2  Ratio of PGA values from NGA flatfile, versions 7.27 and 7.2. 



  A - 10 

0 1000 2000 3000 4000

0.5

0.6

0.7

0.8

0.9

1

2

1.1

1.2

1.3

1.4

1.5

1.6

1.7
1.8
1.9

Record Sequence Number

V
7.

27
/V

7.
2

TMAX _> 0.1 s
TMAX < 0.1

PSA, T = 0.1 s

F
ile

:C
:\p

ee
r_

ng
a\

da
ta

ba
se

\c
om

pa
re

_g
m

ro
t_

v7
2_

72
7b

ria
n_

t0
.1

.d
ra

w
;

D
at

e:
20

07
-0

4-
18

;T
im

e:
12

:3
3:

02

 
Fig. B.3 Ratio of 5%-damped 0.1 s PSA values from NGA flatfile, versions 7.27 and 7.2. 

As indicated in legend, symbol colors indicate values for which highest useable 
period ( MAXT ) is greater than or less than oscillator period. In this case, period 
is so short that MAXT s for all records are greater than oscillator period. 
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Fig. B.4 Ratio of 5%-damped 0.2 s PSA values from NGA flatfile, versions 7.27 and 7.2. 
As indicated in legend, symbol colors indicate values for which highest useable 
period ( MAXT ) is greater than or less than oscillator period. In this case, period is 
so short that MAXT s for all records are greater than oscillator period. 
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Fig. B.5 Ratio of 5%-damped 1.0 s PSA values from NGA flatfile, versions 7.27 and 7.2.  
As indicated in legend, symbol colors indicate values for which highest useable 
period ( MAXT ) is greater than or less than oscillator period.   
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Fig. B.6 Ratio of 5%-damped 3.0 s PSA values from NGA flatfile, versions 7.27 and 7.2.
As indicated in legend, symbol colors indicate values for which highest useable 
period ( MAXT ) is greater than or less than oscillator period.  
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Fig. B.7 Ratio of 5%-damped 5.0 s PSA values from NGA flatfile, versions 7.27 and 
7.2. As indicated in legend, symbol colors indicate values for which highest 
useable period ( MAXT ) is greater than or less than oscillator period. 
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Fig. B.8 Ratio of 5%-damped 10.0 s PSA values from NGA flatfile, versions 7.27 and 
7.2. As indicated in legend, symbol colors indicate values for which highest 
useable period ( MAXT ) is greater than or less than oscillator period.  
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As noted in Boore et al. (2006), GMRotI can be sensitive to the range of periods used in 

computing the penalty function, which is not the case for GMRotD. (Note: Boore et al., 2006, 

used the terminology “GMRotI50” and “GMRotD50” to stand for what we are calling “GMRotI” 

and “GMRotD”). This raises a question of whether it would be better to use GMRotD instead of 

GMRotI. We include here a few figures adapted from Boore et al. (2006), the first (Fig. B.9) 

showing the ratio of GMRotI to GM as recorded (and the standard deviation of the logarithm of 

the ratio, expressed as a factor), and the second (Fig. B.10) showing the ratio of GMRotI to 

GMRotD (and the standard deviation of the logarithm of the ratio, expressed as a factor). Clearly 

there are significant trends for longer periods. It is not possible to say whether the numerator or 

the denominator contributes most to the standard deviation, but in either case, the factor is small 

compared to the inter- and intra-event uncertainties. These plots show that the ratio of GMRotI to 

GMRotD varies little from unity (the maximum being a 1% reduction at 10 s period); we 

conclude that it makes no difference if GMRotI instead of GMRotD is used in developing the 

GMPEs. 



  A - 14 

0.01 0.1 1 10

1

1.05

1.1

Period (s)

G
M

R
ot

I5
0/

G
M

_a
s_

re
co

rd
ed

Standard deviation
Mean

 

Fig. B.9 Average of ratio of GMRotI to as-recorded geometric mean and standard 
deviation of ratio, as function of oscillator period. 
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Fig. B.10 Average of ratio of GMRotI to GMRotD and standard deviation of ratio, 
as function of oscillator period. 
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Appendix C: Why We Don’t Provide GMPEs for 
PGD 

We do not provide GMPEs for PGD because PGD can be very sensitive to the low-cut filter 

corner. We show some examples in this appendix. We also discuss a possible bias in PGD in the 

NGA flatfile from accelerograms for which the NGA project only had access to records 

previously filtered by data providers and not to the original, unprocessed records. We also point 

out that some of the NGA processing may have been too conservative in the choice of low-cut 

filters, thus reducing the number of records available for determination of GMPEs at long 

periods. 

 

C.1 SENSITIVITY TO LOW-CUT FILTER FREQUENCIES:  RECORDS FROM 
1999 CHI-CHI EARTHQUAKE 

As shown earlier (Fig. 2.5), the number of data for which the longest useable period is greater 

than the oscillator period decrease rapidly for 2 sOSCT > . For that reason, every effort should be 

made to choose the low-cut filter frequencies ( LCf ) as low as possible, consistent with the noise. 

As is well known, this is a subjective process. Figure C.1 shows that there are many digital 

recordings for which MAXT  is less than 10 s. This seems a bit surprising, but we do not have time 

to look into the processing in detail for each record in the NGA flatfile. We were struck, 

however, with the large number of near-fault recordings from the 1999 Chi-Chi earthquake for 

which LCf  is less than 0.1 Hz (for most records, 0.8 /MAX LCT f= ). Figure C.2 shows where these 

stations are located with respect to the fault. As Figure C.3 shows, many of these stations are 

close to GPS measurements of residual displacement. We have looked in detail at the horizontal 
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component recordings at stations TCU071 and TCU074. We computed displacement time series 

for a series of acausally filtered acceleration time series. These are shown for TCU074 in Figure 

C.4. We show the results for this station first because it is one of the rare examples where double 

integration of unfiltered data produces a displacement time series unaffected by long-period 

drifts. As the figure shows, the residual displacements are very close to those from the GPS 

measurements (particularly for the EW component). The filters used in the processing that gave 

the PGD values in the NGA flatfile are indicated in the figure. This is a very instructive figure. 

We first make the assumption that the noise increases with decreasing frequency; this 

assumption is based on extensive experience with double integration of accelerograms. Because 

of the lack of long-period drifts and the good correspondence of the residual displacements from 

the doubly-integrated accelerograms and the GPS measurements, we can then conclude that all 

of the filtered traces represent filtered signal and are not affected by noise. This allows us insight 

into the character of acausally-filtered ground motions with nonzero residual displacements; 

without this example, we think that many people would conclude that the character of the 

waveforms shown in Figure C.4 for the lower filter frequencies (e.g., 0.02 and 0.04 Hz) are 

controlled by noise. Instead, the “peculiar” features of the waveforms are the filter transients 

produced when a time series with a finite offset is filtered using an acausal filter. This being so, 

we think that the NGA filter corner frequencies are too high (we understand from personal 

communication with W. Silva that many of the recordings of the Chi-Chi earthquake have been 

reprocessed, but the new values are not in the NGA flatfile). Figure C.5 shows that PGD is 

sensitive to the filter corner frequency.  
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Fig. C.1  Maximum useable period ( MAXT ) of data in NGA flatfile. 
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Fig. C.2 Map of near-fault stations that recorded 1999 Chi-Chi earthquakes, 
highlighting stations for which one of filter corners in NGA flatfile is less 
than 0.1 Hz. 
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Fig. C.3 Comparison of residual displacements obtained from accelerometer 
recordings and from GPS measurements (from Oglesby and Day 2001). 

 
 

. 

  



  A - 20 

-50

0

50

100

150

200

D
is

pl
ac

em
en

t(
cm

)

GPS (approx)
no filter

TCU074, N positive

-200

-150

-100

-50

0

50

GPS (approx)
no filter

TCU074, E positive

-40

-20

0

20

40

60

D
is

pl
ac

em
en

t(
cm

)

fLC = 0.02 Hz

-60

-40

-20

0

20

40

60

fLC = 0.02 Hz

-20

-10

0

10

20

30

D
is

pl
ac

em
en

t(
cm

)

fLC = 0.04 Hz

-30

-20

-10

0

10

20

fLC = 0.04 Hz

-20

-10

0

10

20

D
is

pl
ac

em
en

t(
cm

)

fLC = 0.08 Hz

-20

-10

0

10

20

30

fLC = 0.08 Hz

-10

-5

0

5

10

D
is

pl
ac

em
en

t(
cm

)

fLC = 0.16 Hz

-20

-10

0

10

20

fLC = 0.16 Hz

0 20 40 60 80 100
-10

-5

0

5

10

Time (s)

D
is

pl
ac

em
en

t(
cm

)

fLC = 0.32 Hz

0 20 40 60 80 100
-20

-10

0

10

20

Time (s)

fLC = 0.32 Hz

NGA f = 0.10 Hz

NGA f = 0.13 Hz

 

Fig. C.4 Displacements at TCU074, obtained by double integration of filtered 
accelerometer recordings of 1999 Chi-Chi earthquake. Each column 
corresponds to different horizontal component. GPS displacements scaled from 
Fig. 2 of Oglesby and Day (2001). Low-cut filter frequencies used in processing 
data in NGA flatfile indicated by text boxes placed on time series filtered with 
corner frequency close to NGA frequency. 
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Fig. C.5 PGD from various time series shown in previous figure. Also shown are GPS 
residual displacements and low-cut filter corner frequencies used in processing 
data in NGA flatfile. 

 
We did the same exercise with the horizontal component records from TCU071, as 

shown in Figures C.6 and C.7. For this record, it is clear that the typical long-period drifts exist, 

due to double integration of long-period noise in the acceleration time series. For that reason we 

cannot be sure that the traces filtered with low corner frequencies represent signal only. But the 

waveforms for 0.02 HzLCf = are similar to those for TCU074, so it is likely that most of the 

displacements in the filtered traces represent signal. One other point is that it is not clear why 

there is such a large difference in the NGA corner frequencies for the two components of motion. 

The lowest useable frequency in the NGA flatfile is determined by the maximum of the low-cut 

filter corners for the two horizontal components, which for TCU071 is 0.2 Hz (according to the 
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NGA flatfile, the lowest useable frequency for this record is 0.25 Hz). This means that with the 

NGA processing, the recording at this station contributes no information for the GMPEs 

developed for periods greater than 4 s. 
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Fig. C.6 Displacements at TCU071, obtained by double integration of filtered 
accelerometer recordings of 1999 Chi-Chi earthquake. Each column corresponds 
to different horizontal component. GPS displacements scaled from Fig. 2 of 
Oglesby and Day (2001). Low-cut filter frequencies used in processing data in 
NGA flatfile indicated by text boxes placed on time series filtered with corner 
frequency close to NGA frequency. 



  A - 23 

 

0.01 0.02 0.05 0.1 0.2 0.5
2

10

20

100

200

fLC (s)

P
G

D
(c

m
)

TCU071

GPS, NS (approximate)

GPS, EW (approximate)

Accelerometer, NS

Accelerometer, EW

Vertical lines = NGA corners

 

Fig. C.7 PGD from various time series shown in previous figure. Also shown are GPS 
residual displacements and low-cut filter corner frequencies used in processing 
data in NGA flatfile. 

 

C.2 POSSIBLE SYSTEMATIC OVERESTIMATION OF PGD FOR “PASS-
THROUGH” DATA 

For several reasons, not all of the NGA data were processed starting from original, unfiltered 

records. Some of the acceleration time series provided by data agencies had already been filtered 

and/or baseline corrected to remove long-period noise. These records are referred to as “pass-

through” records by W. Silva. The seismic-intensity measures other than PGA were computed 

from these pass-through data. Unfortunately, the pass-through data rarely, if ever, are distributed 
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with the zero pads that were added if acausal filtering was used to remove long-period noise. As 

discussed by Boore (2005), subsequent processing of pad-stripped data can lead to incompatible 

PSA, PGV, and PGD. This is shown in Figure C.8. The first blue and red traces are the 

displacement time series provided by the U.S. Geological Survey for two horizontal components 

recorded at the Monte Nido Fire Station during the 1994 Northridge earthquake. Note that the 

displacements are not zero at zero time. This is because the original processing included pre-

event pads, which were stripped off the processed records made available to the public. Double 

integration of the pad-stripped acceleration leads to drifts in the displacements, as shown in the 

second traces. This was recognized in developing the NGA flatfile, but rather than use the 

displacement traces available from the data agencies, ad-hoc corrections were made to remove 

the drifts (the corrected NGA-determined displacement time series are the third time series in 

each set). These time series look like those from the data agency, but note the difference in PGD: 

2.6 cm vs. 3.3 cm and 1.9 cm vs. 2.1 cm for the USGS-provided and PEER NGA, for the two 

components, respectively. We have made similar comparisons of a small set of data from the 

1992 Cape Mendocino, 1992 Landers, and 1994 Northridge earthquakes. The results are 

summarized in Figure C.9, which shows the ratio of PGD from the NGA time series and from 

the reporting agency (the latter PGD were obtained from the padded and filtered acceleration 

time series). The results suggest a bias in the NGA values relative to the correct values. We show 

these results only to indicate other possible problems with PGD in the NGA flatfile. We have not 

done a systematic study of all pass-through data, nor have we investigated the differences in PSA 

and PGV. Both PSA and PGV were determined from the pad-stripped data, and therefore they 

may also be different than the values from the data providing agencies; we suspect, however, that 

the problem will be most severe for PGD.  
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Fig. C.8 Displacements for two components of Monte Nido recording of 1994 Northridge 
earthquake, processed in various ways. Values of PGD labeled for second and 
third time series in each set.  

 
 



  A - 26 

 

10 20 30 40 50
0.8

1

1.2

1.4

1.6

1.8

PGD (cm): from data agency

P
G

D
_N

G
A

/P
G

D
_A

ge
nc

y
(in

di
vi

du
al

co
m

po
ne

nt
s)

1
1.1
1.2
1.4

1992 Cape Mendocino, 1992 Landers, 1994 Northridge

 

Fig. C.9 Ratio of PGD from NGA flatfile to that from agency providing data, showing 
bias in NGA flatfile values of PGD. 
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Appendix D: Classifying Fault Type Using P- 
and T-Axes 

Rather than including a continuously varying quantity such as rake angle as the fault-type 

predictor variable, most, if not all, previous GMPEs group earthquakes into a few fault types 

(this is analogous to the use of “soil” and “rock” rather than 30SV as the predictor variables for site 

amplification). These fault types are most commonly given the names “strike-slip,” “reverse,” 

and “normal,” sometimes with “oblique” appended to these names. The classification of a 

particular earthquake into one of these groups is usually defined in terms of rake angle, although 

the mapping of rake angle into a fault type can vary amongst authors (Bommer et al. 2003). For 

earthquakes in which one of the two possible fault planes is shallowly dipping, however, the 

classification into a fault type based on rake angle will be different for the two planes. A way of 

removing this ambiguity is to classify earthquake fault type using the plunges of the P-, T-, and 

B-axes. Several mappings of the plunge angles into fault types have been proposed (e.g., 

Frohlich and Apperson 1992 and Zoback 1992). In deciding which scheme to use, we classified 

the earthquakes in an early version of the NGA flatfile using Zoback (1992). Her scheme is 

given in the following table: 



  A - 28 

 

Table D.1 Definitions of fault type based on plunges of P-, T, and B-axes (after Table 3 in 
Zoback 1992). ( pl in table is plunge angle, from horizontal.) 

  
P-axis plunge B-axis plunge T-axis plunge Fault Type 

52pl ≥ °   35pl ≤ °  Normal 

40 52pl° ≤ < °   20pl ≤ °  Normal Oblique 

40pl < °  45pl ≥ °  20pl ≤ °  Strike-slip 

20pl ≤ °  45pl ≥ °  40pl < °  Strike-slip 

20pl ≤ °   40 52pl° ≤ < °  Reverse Oblique 

35pl ≤ °   52pl ≥ °  Reverse 

 

The classifications of the NGA data using Zoback’s definitions are shown in Figure D.1. 

Note that only three events were not classified using the scheme, and two of these would have 

been classified with slight changes in the plunges. In addition, for the NGA dataset the criteria 

involving the plunge of the B axis is redundant (the plunge of the P- and T-axes suffices). By 

looking at the above figure we recommend the following simplification to Zoback’s 

classification scheme: 
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Fig. D.1  Classification using Zoback (1992). 

 

We showed earlier (Fig. 2.6) that this simplified classification scheme agrees with that 

used by Boore et al. (1997); only a few singly recorded earthquakes were not classified when 

using Table D.2.   
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Table D.2  The BA07 fault-type definitions ( pl  is plunge angle, from horizontal). 
 

P-axis plunge T-axis plunge Fault Type 

40pl > °  40pl ≤ °  Normal 

40pl ≤ °  40pl > °  Reverse 

40pl ≤ °  40pl ≤ °  Strike-slip 

40pl > °  40pl > °  undefined 

 

To see how the classification based on the P- and T-axes compares to various 

classifications based on rake angles, we attach a series of figures using both the NGA flatfile 

definition of fault type in terms of rake angle and a definition based on 45-degree wedges of rake 

angle. As seen in Figures D.2–D.11, there is considerable overlap in the ways of classifying the 

fault types. We have not attempted to look into those events that have different classifications 

using the various schemes.  
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Fig. D.2 Classifications based on Zoback (1992) and rake angles (using NGA 

definition, shown in legend): reverse-slip earthquakes. 
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Fig. D.3 Classifications based on Zoback (1992) and using 45-degree wedges of rake 

angle: reverse-slip earthquakes.  
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Fig. D.4 Classifications based on Zoback (1992) and rake angles (using NGA  

definition, shown in the legend): reverse-oblique-slip earthquakes. 
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Fig. D.5 Classifications based on Zoback (1992) and using 45-degree wedges of rake 
angle: reverse-oblique-slip earthquakes. 
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Fig. D.6 Classifications based on Zoback (1992) and rake angles (using NGA 

definition, shown in legend): strike-slip earthquakes. 
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Fig. D.7 Classifications based on Zoback (1992) and using 45-degree wedges of rake 

angle: strike-slip earthquakes. 
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Fig. D.8 Classifications based on Zoback (1992) and rake angles (using NGA 

definition, shown in legend): normal-oblique-slip earthquakes. 
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Fig. D.9 Classifications based on Zoback (1992) and using 45-degree wedges of rake 
angle: normal-oblique-slip earthquakes. 
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Fig. D.10 Classifications based on Zoback (1992) and rake angles (using NGA 
definition, shown in legend): normal-slip earthquakes. 
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Fig. D.11 Classifications based on Zoback (1992) and using 45-degree wedges of rake 

angle: normal-slip earthquakes. 
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Appendix E: Choice of V30 for NEHRP Class 

The need sometimes arises to evaluate GMPEs for a particular NEHRP site class. Because the 

PEER NGA GMPEs use the continuous variable 30SV  as the predictor variable for site 

amplification, the question naturally arises as to what value of 30SV  to use for a specific NEHRP 

class. To explore that question, I used the distribution of 30SV values from the borehole 

compilation given in Boore (2003) and from the NGA flatfile, and computed the geometric 

means of the average of the 30SV  values in each NEHRP class.   

I used the geometric mean of 30SV  in each NEHRP class, as these will give the same 

value of lnY as the average of the lnY ’s obtained using the actual 30SV  values in the dataset. 

Here is the analysis: 

Because 

 30ln lnY b V≈  

the average of lnY  for a number of 30SV ’s in a site class is: 

 

 30
1

1ln ln( )
N

i
i

Y b V
N =

≈ !  

 

and the same value of lnY  is obtained using the value of 30SV  given by: 

 

 30 30
1

1ln ln( )
N

i
i

V V
N =

= !  

 



  A - 42 

But does that mean that the values of 30SV  in the NGA database should be used to 

determine the average value of 30SV  that will be substituted into the GMPEs  for a given NEHRP 

site class? Yes, under the assumption that the distribution of 30SV  in the NGA database is similar 

to the one that would be obtained if a random site were selected.  I discuss this in more detail at 

the end of this appendix. 

To determine the geometric means of 30SV  from the NGA flatfile, I used the Excel 

function vlookup to select only one entry per station. Figure E.1 shows the histograms. For the 

Boore (2003) dataset, I used values of 30SV  for which the borehole velocities had to be 

extrapolated less than 2.5 m to reach 30 m. The top graph shows histograms for the Boore (2003) 

velocities; the middle graph shows histograms for NGA velocities for which the values of 30SV  

are based on measurements (source = 0 and 5); and the bottom graph is for NGA values from 

measurements and estimations (source = 0, 1, 2, and 5). In choosing the most representative 

value of 30SV  for each NEHRP class, I gave most weight to the middle graph in Figure E.1. 

Those histograms used more data than in Boore (2003), but they are not subject to the possible 

bias in using an estimated value of  30SV , in which the value might be based on the assignment of 

a NEHRP class to a site, with someone else’s correlation between NEHRP class and 

30SV (correlations that may or may not have used the geometric mean of 30SV ). I am trying to find 

the appropriate value independently.  

The gray vertical lines in Figure E.1 are the geometric means in each NEHRP class for 

the data used for each graph; the black vertical lines in Figure E.1 are the 30SV  values I 

recommend be used for each NEHRP class; they are controlled largely by the analysis of the 

source = 0 and 5 NGA data. Table E.1 contains the values of 30SV  determined for the different 

histograms.  Based on these values, the second-to-last column in the table contains the 

observation-based representative values that could substituted into the NGA GMPEs for specific 

NEHRP classes. The last column contains another possible set of values for evaluating the 

GMPEs for a specific NEHRP class; these values are the geometric means of the velocities 

defining each NEHRP class, rounded to the nearest 5 m/s (e.g., for NEHRP class D the value 

from the class definition is 180 360 255 m/s× = ). 
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As mentioned before, the values in the second-to-last column of Table E.1 are valid 

representations of the different NEHRP classes if the distribution of velocities in the geographic 

region of interest is the same as that for the data used in the analysis above.  Most of the 

measured values in the NGA database, however, come from the Los Angeles  and San Francisco 

areas of California, so there is the potential for a bias if the 30SV  values for those regions are not 

representative of a generic site.  An alternative set of representative  30SV  values for each 

NEHRP site class is given by the geometric mean of the velocities defining the site-class 

boundaries.  These are given in the last column of Table E.1.  The values in the last two columns 

of Table E.1 are similar, but to assess the impact of the two sets of representative values, I 

evaluated the ratios of ground motions for the two values for each NEHRP class, for a wide 

range of periods and distances. The differences in ground motions using the two possible sets of 

30SV  values are less than  8%, 5%, and 3% for NEHRP classes B, C, and D, respectively.   The 

differences are largest at long periods for classes B and C and for short periods for class D.  The 

differences in ground motions for each site class obtained using the alternative sets of 

representative 30SV  values are so small that either set of could be used.  The choice of one set or 

the other as the standard should be a group decision; I have provided information that might be 

used by such a group in making a choice. 
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Fig. E.1 Histograms of 30SV used to determine value of 30SV to use in evaluating NGA 

GMPEs for particular NEHRP class (see text for details). 
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Table E.1  Correspondence between NEHRP class and geometric mean 30SV  (see text). 

NEHRP nga,src0,5 nga,src0,1,2,5 Boore (2003) Based on 
measured 
velocities  

From class 
definitions 

A 1880.5 1880.5  1880  
B 962.3 919.6 891.2 960 1070 
C 489.8 489.9 461.4 490 525 
D 249.8 271.5 263.7 250 255 
E 153.3 153.7 145.0 150  
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Appendix F: Questioning NGA Filter Values for 
Pacoima Dam Recording of 1971 
San Fernando Earthquake 

There is a large difference in the GMRotI values at long periods in the v 7.2 Excel file and those 

of the more recent 727brian.xls file for the Pacoima Dam recording of the 1971 San Fernando 

earthquake. The reason for this is that one of the filter corners was 0.5 Hz for the 254-degree 

component, which trumps the filter corner of 0.1 Hz used for the 164-degree component. This 

results in a lowest useable frequency of 0.625 Hz. In my processing of the Pacoima data I was 

satisfied with a filter corner near 0.1 Hz, so I wanted to look into the reason for the large 

difference in filter corners for the two components. I show in Figure F.1 the displacements from 

the NGA processing and from my processing. For my processing I used filter corners of 0.1, 0.2, 

and 0.5 Hz. The first thing to note is that my results for 0.1 HzLCf =  are close to those in the 

NGA flatfile for the 164-degree component, which confirms that my processing and the NGA 

processing return similar results for the same filter corner, at least in this case. But the next thing 

to note is that the dependence on filter corner is much more extreme for the 164-degree 

component than it is for the 254-degree component. What this tells me is that there is not much 

low-frequency content in the unfiltered 254-degree component record. So why was a value of 0.5 

Hz used for the filter for that component?. I think it is easier to justify, from the appearance of 

the waveforms, a filter value of 0.1 Hz for the 254-degree component than for the 164-degree 

component! But I think that 0.1 Hz can be used as the filter corner for both components—doing 

this will add to the dataset at longer periods and close distances. 
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Fig. F.1 Displacements for two horizontal components at Pacoima Dam site, 
recorded during 1971 San Fernando earthquake, processed using different 
values of low-cut filter corner frequencies. 
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Appendix G: Notes Concerning Recordings of 
1978 Tabas Earthquake 

On May 7, 2004, I sent an email to all developers and a few other interested parties pointing out 

that the low-cut (high-pass) filter corners in the PEER NGA spreadsheet for some of the analog 

recordings for the 1978 Tabas, Iran, earthquake are suspiciously low (see Fig. G.1). I 

hypothesized that the records had had long-period noise removed via polynomial corrections, 

and thus the filter corners should not be used as a guide to the useable bandwidth of the response 

spectrum. The only reply I received was from Vladimir Graizer. As the version of the PEER 

NGA spreadsheet at the time that I sent the email (Flatfile V2 (June-09-04).xls) still contained 

the low-filter corners for the Tabas records, I thought I should process the data myself to get a 

better understanding of what is going on. 

Figure G.1 contains a modified version of the plot I sent in May, 2004. In this appendix I 

look in detail at horizontal-component records from two stations: Tabas and Bajestan (the latter 

having the lowest corner of all of the Tabas recordings, although it is 120 km from the fault). I 

obtained the unprocessed data from the European Strong-Motion Database website. The Bajestan 

recording has obvious problems:. an offset at 8.3 s on the x component and spikes on the y 

component (Fig. G.2). Correcting for the spikes was easy—I just replaced them with the average 

of the two adjacent values. Dealing with the offset was more difficult. I show in Figures G.3 and 

G.4 the results of filtering at the PEER NGA value of 0.02 Hz, as well as at 0.1 and 0.2 Hz. 

Figure G.2 contains the results of filtering with no corrections for the offset on the x component. 

But it is clear that without removing the offset, the waveforms and peak motions are not 

believable for the 0.02 Hz filter. The waveforms and peaks motions are more reasonable for the 

higher-frequency filters, but the offset in acceleration leads to erroneous motions in the velocity 

and displacements with amplitudes that are close to the peak motions. I tried removing the 

offsets by fitting simultaneously two quadratics to the motions on each side of the offset, 
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constraining the linear and quadratic terms to be the same for both functions. The difference in 

constant terms was used as a correction. The results were not that much better. After some trial 

and error, I finally subtracted from the acceleration second- and fourth-order polynomials fit to 

the motions before and after the offset. Filtering these baseline-corrected records gave the results 

shown in Figure G.4. The results look better than before, but the records filtered using the 0.02 

Hz filter corner are still dominated by unrealistically long-period motions. The filtered y-

component record is shown in Figure G.5, after despiking. Again the motions obtained using a 

0.02 Hz filter corner are not realistic. The results in Figures G.3–G.5 convince me that the filter 

corner given in the PEER NGA spreadsheet is not correct, at least for Bajestan (and probably not 

for most other records from the Tabas earthquake, the exception being the large-motion 

recording at Tabas).  
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Fig. G.1 Filter period vs. M for analog records in 2004 version of NGA flatfile. Many 
values for Tabas earthquake seem too large. 
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Fig. G.2 Uncorrected traces from Bajestan recording of 1978 Tabas earthquake, 
obtained from European Strong-Motion database website. Note step offset on 
x component at about 8.3 s, and large spikes on y component.  
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Fig. G.3 x-component velocity and displacement traces for Bajestan recording of 1978 
Tabas earthquake, obtained by filtering unprocessed acceleration with acausal 
Butterworth filters with corner frequencies of 0.02, 0.10, and 0.20 Hz. At low-
frequencies filter decays as 81/ f . No correction made for step offset on x 
component at about 8.3 s. Only original portion of processed time series shown 
(pre- and post-filter transients not shown). 
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Fig. G.4 x-component velocity and displacement traces for Bajestan recording of 1978 

Tabas earthquake, obtained by filtering unprocessed, step-corrected acceleration 
with acausal Butterworth filters with corner frequencies of 0.02, 0.10, and 0.20 
Hz. At low-frequencies filter decays as 81/ f . Correction for step offset on x 
component at about 8.3 s made by subtracting from unprocessed record second- 
and fourth-order polynomials fit to unprocessed accelerations on each side of 
offset. Only original portion of processed time series shown (pre- and post-filter 
transients not shown). 
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Fig. G.5 y-component velocity and displacement traces for Bajestan recording of 1978 Tabas 
earthquake, obtained by filtering unprocessed, step-corrected acceleration with 
acausal Butterworth filters with corner frequencies of 0.02, 0.10, and 0.20 Hz, after 
replacing spikes at 10.74, 12.26, 16.04, 25.98, and 33.2 s with averages of values on 
each side of spike. At low-frequencies filter decays as 81/ f . Only original portion  
of processed time series shown (pre- and post-filter transients not shown). 
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The processed records for the recording at Tabas are shown in Figures G.6–G.7 for the 

two horizontal components. The PEER NGA value of 0.05 Hz for the low-cut filter corner seems 

reasonable. 

 

 
  

Fig. G.6 x-component velocity and displacement traces for Tabas recording of 1978  
Tabas earthquake, obtained by filtering unprocessed acceleration with acausal 
Butterworth filters with corner frequencies of 0.05, 0.10, and 0.20 Hz. 

 
 



A -     55 

 
 

Fig. G.7 y-component velocity and displacement traces for Tabas recording of 1978 
Tabas earthquake, obtained by filtering unprocessed. acceleration with 
acausal Butterworth filters with corner frequencies of 0.05, 0.10, and 0.20 
Hz. 
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Table G.1 compares the geometric mean of the motions at Bajestan and Tabas obtained 

by my processing and contained in the PEER NGA spreadsheet (previous version). The PEER 

PGV value for Bajestan is similar to that obtained for a filter around 0.1 Hz, whereas the PGD 

value implies a lower-frequency corner (but not as low as 0.02 Hz). The Tabas values indicate 

that the filter corner of 0.05 Hz (the PEER NGA value) may be OK. There is relative stability in 

the PGV, although as often happens, the value of PGD is sensitive to the low-cut filter corner 

(and this is the prime reason that I will not be providing ground-motion prediction equations for 

PGD). 

Table G.1 Geometric-mean peak ground motions for Bajestan and Tabas recordings of 
1978 Tabas earthquake from records processed by PEER NGA and by D. 
Boore, showing influence of filter corner. 

 

Station     

Bajestan     

  data source LCf  (Hz) PGA(cm/s/s) PGV(cm/s) PGD(cm) 

 PEER NGA: 0.02 77.89 6.60 10.39

     

 Filter only 0.02 74.64 34.52 183.46

 Filter only 0.1 76.02 6.84 5.02

 Filter only 0.2 76.48 4.30 1.37

      

 Constant step correction 0.02 74.77 37.76 194.87

 Constant step correction 0.1 75.98 7.42 5.29

 Constant step correction 0.2 76.48 4.30 1.28

      

 Polynomial step correction 0.02 76.27 13.88 46.34

 Polynomial step correction 0.1 76.15 6.02 3.58

 Polynomial step correction 0.2 76.48 4.30 1.15

      

Tabas     

  data source LCf  (Hz) PGA(cm/s/s) PGV(cm/s) PGD(cm) 

 PEER NGA: 0.05 827.96 109.00 59.09

 Filter only 0.05 949.84 105.47 80.91

 Filter only 0.1 952.11 105.56 53.24

 Filter only 0.2 980.82 78.16 31.35
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Fig. G.8 Geometric-mean SA for Bajestan record of Tabas earthquake, processed by 
different groups and using different filter corners. Note that D. Boore's 
processing included a polynomial step correction for one component and 
despiking of other component (not done for processing of records available 
from European Strong-Motion Database website, which explains divergence at 
short periods). 
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Fig. G.9 Geometric-mean SA for Tabas record of Tabas earthquake, processed by 

different groups and using different filter corners. Note difference between 
PEER–NGA and other values at short periods.  

 
The pseudo-acceleration spectra for the Bajestan and Tabas recordings are shown in 

Figures G.8–G.9. The high value at short periods for the European Strong-Motion Database 

results are due to the presence of a large-amplitude spike on the Bajestan y-component (Fig. G.2) 

that was not removed during data processing. Otherwise the agreement is good over the period 

range 0.2–2 s. Note that the PEER NGA PGA value, and thus the short-period response 

spectrum, at Tabas is lower than the others (but recall that I used the European uncorrected data, 

so agreement should be expected between the non–PEER values at short periods, which are not 

as sensitive to filtering). (The processed data available from the European Strong-Motion 
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Database website, as opposed to the recently released CD, use a low-frequency filter of 0.25 Hz 

for all records.) 

Another potential problem: Kashmar is an S-triggered record (Fig. G.10).  

  
 
 

 
 

Fig. G.10 Unprocessed x- and y-component accelerations for Kashmar recording of 
1978 Tabas earthquake, showing it is an S-triggered record.  

 
Conclusions: (1) the low-cut filter corners of all but the Tabas recording of the 1978 

Tabas earthquake are probably too small; (2) the PGD is sensitive to the filter corner; (3) the 

PEER NGA PGA for Tabas is about 15 percent lower than the value from the European Strong-

Motion Database website; (4) Kashmar is an S-triggered record. 
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Appendix H:  Notes on UCSC Recording of 1989 
Loma Prieta Earthquake at Los 
Gatos Presentation Center 

The response spectra computed by me and available in an early version of the NGA flatfile 

showed some disagreements for records obtained at the University of California Santa Cruz 

(UCSC) stations. In response to my email of July 6, 2004, Walt Silva et al. recently sent newly 

processed data from UC Santa Cruz for the 1989 Loma Prieta earthquake. The new spectra now 

seem to be in better agreement with those I computed. Figure H.1 shows a direct comparison at 

the UCSC station. Also shown in that figure are spectra at the Lick station on the UCSC campus. 

The main topic of these notes is the Los Gatos Presentation Center (LGPC) data. I think 

that the data are so full of erroneous spikes (even after despiking and high-cut filtering by Silva 

et al.) and are so different from the relatively nearby Lexington Dam (LEXD, my code for this 

station) record that the motions from LGPC should not be used. As a side note, I also discovered 

that the coordinates of LEXD in the CGS data files and website are incorrect. Using the Topo! 

Program, I find that the proper coordinates for the strong-motion recorder are 37.20080 and -

121.99032 (NAD27) (the other coordinates are for the center of the dam). This appendix is 

mainly a series of figures. 
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Fig. H.1 Spectra of data recorded on UCSC campus. New spectrum at UCSC (gray) 

is in good agreement with my spectrum of filtered motion (magenta). Note 
difference between Lick and UCSC spectra is probably real. 

 
Figure H.2 is a map of the locations of LGPC and LEXD, as well as the surface 

projection of the Loma Prieta mainshock that Bill Joyner and I used for distance calculations in 

our 1993 regression work (note that with our surface projections that the JB distance is not zero 

for the stations, as it is for LGPC in the NGA flatfile; this is an example of differences that can 

occur due to the subjective choice of the dimensions and location of rupture surfaces in 

earthquakes. A more detailed map is given in Figure H.3.  
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Fig. H.2  Map of surface projection of fault, epicenter (asterisk), and stations. 
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Fig. H.3 Map showing locations of LGPC and Lexington Dam stations (stations 3.6 
km apart). 
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The accelerations at LGPC before despiking are shown in Figure H.4, and the first 

derivative of the original accelerations are given in Figure H.5 (these time series are useful for 

identifying spikes). Recalling that spikes in acceleration show up as double-sided pulses in jerk, 

the plot above suggests that there are many more spikes on the records than identified by Silva et 

al. To see the effect of the Silva et al. despiking (and 80 Hz high-cut filtering), I show the same 

two figures as before, but using the data recently sent by Silva et al. The results are shown in 

Figures H.6–H.7. It seems to me that much of the high-frequency chatter remains. Notice that 

some of the spikes in the jerk trace are single sided, implying steps in the acceleration. It is not 

clear to me that the despiked record (Figs. H.6–H.7) is that much better than the original record 

(Figs. H.4–H.5).  
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Fig. H.4  Accelerations at LGPC, before despiking. 
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Fig. H.5 “Jerk” (first difference of acceleration) at LGPC, using original record (not 
despiked). Horizontal gray lines correspond to jerk level used by Silva et al. 
in despiking record (first difference would be 981*0.3/0.005 = 58,860 for 
horizontal components and 981*0.4/0.005 = 78,480 for vertical component). 
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Fig. H.6  Despiked and high-cut filtered by Silva et al. 
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Fig. H.7  Jerk time series for despiked records. 
 

 

The waveforms at LEXD and LGPC are quite different, even though the stations are only 

3.6 km from one another. This is shown in the Figure H.8. The spectra of all but the EW 

component for 1sT >  are also very different in general, as shown in the Figure H.9. 
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Fig. H.8 Comparison of acceleration, velocity, and displacement traces at Lexington 

Dam and LGPC. Lexington Dam record low-cut filtered between 0.05 and 
0.10 Hz. LGPC record low-cut filtered with causal 0.1 Hz filter. Time 
alignment is arbitrary; all Lexington Dam components shifted by same 
amount to produce general coincidence of acceleration traces. 
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Fig. H.9  Spectra at LEXD and LGPC 

 

 

Unless someone can convince me otherwise, I think that the recordings at LGPC should 

not be used for any analyses. The acceleration record at LGPC is very strange looking, with 

numerous spikes that have not been removed by despiking and high-cut filtering. In contrast, the 

LEXD record does not seem at all strange. If I knew what produced the spikes on the LGPC 

record and could be assured that the spikes only affect high frequencies, I could see using a high-

cut filtered version of the record. But the comparisons of velocity and displacement waveforms 

at LEXD and LGPC does not give me much confidence that the problems on the LGPC record 

are restricted to high frequencies (with the possible exception of the EW component record).  
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Appendix I:  USGS Data for 1992 Cape 
Mendocino Not Included in NGA 
Flatfile 

I noticed in early January 2005 that there are no USGS data in the NGA database for the 1992 

Cape Mendocino mainshock. This appendix, originally written on 8 January 2005, was an 

unsuccessful appeal that the USGS data be included.  

Unprocessed data have been available for at least four years from 

http://nsmp.wr.usgs.gov/data_sets/petrolia.html. For use in the subduction ground-motion paper 

that Gail Atkinson and I published (Atkinson and Boore 2003), I did some quick processing of 

the data (using a low-cut filter of 0.2 Hz for all records), and summaries of the results of the 

accelerations and velocities for those records are included in Table I.1. For comparison, Table I.2 

contains information for the CGS recordings. Note that the USGS data are at relevant distances 

and amplitudes, with a number of peak accelerations between about 0.2 and 0.4g, and PGV as 

large as 75 cm/s. It is quite likely that the data would permit filtering at lower frequencies (see 

below for one example)—the choice of 0.2 Hz was conservative, and no effort was made to 

explore lower-frequency filters. 

One possible reason that the USGS data were not included is that the file headers indicate 

that there were stalls on a number of recordings. This is probably not a good reason to exclude 

the data: there are indications of definite stalls on 3 of the 8 recordings, possible stalls on 2 

recordings, and no stalls on 3 recordings. In addition, the times of the stalls for several of the 

records identified as having stalls do not coincide with the portion of strong shaking. Finally, 

Chris Stephens looked at what seems to be the worst case (Ferndale), and thinks that the record 

has had a first-order correction applied to account for the stalls (he also points out that there are 

stretches as well as stall). It is possible to do a correction because time code traces are available 

on the recordings (unlike the Rinaldi Receiving Station record of the 1994 Northridge 
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mainshock, which also had stalls (Trifunac et al., 1998)). I also studied the displacements from 

two closely located stations in Fortuna (see Fig. I.1 for locations). The CGS recordings used a 

low-cut filter tapering from 0.07 to 0.05 Hz; in order to use a similar filter for the USGS data, I 

applied an acausal Butterworth filter with a 0.06 corner frequency. The comparisons are in 

Figure I.2. Although the file header indicates possible stalls at 50+0.5 and 50+6 s (“50” is the 

length of the zero pad applied before filtering), they do not seem to have had much effect on the 

motions (judging from the relatively good match with the CGS displacements). 

In addition to the data, there are shear-wave velocity profiles at Ferndale (from Shannon 

and Wilson) and Loleta, College of the Redwoods, Fortuna Fire Station, Redwood Village Mall 

(Fortuna), and the Rio Dell overcrossing free field (the latter two are CDMG strong-motion 

stations for which data are in the NGA database). The velocities are in USGS OFR 02-203 and 

are available from the compilation I put together (see my website: http://quake.usgs.gov/~boore). 

For the reasons above, I recommended that the USGS data be included in the NGA 

database. It is unfortunate that these date were not included in the flatfile. 
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Table I.1  USGS recordings (with 0.2 Hz low-cut filter). 

Station Name EPR ivrt ihrz fltr1 fltr2 PGA(cm/s/s) PGV(cm/s) 

Butler Valley Sta. 2 60 **** 60 0.2 -2 152.1 14.1 

Butler Valley Sta. 2 60 0 **** 0.2 -2 72.7 10.7 

Butler Valley Sta. 2 60 **** 330 0.2 -2 136.7 20.4 

Ferndale FS 24 **** 360 0.2 -2 266.5 39.3 

Ferndale FS 24 0 **** 0.2 -2 61.9 7.4 

Ferndale FS 24 **** 270 0.2 -2 452.3 74.8 

Loleta FS 32 **** 360 0.2 -2 251.5 24.5 

Loleta FS 32 0 **** 0.2 -2 132.4 5.7 

Loleta FS 32 **** 270 0.2 -2 246.8 29.4 

Centerville Beach 22 **** 360 0.2 -2 451.3 59.4 

Centerville Beach 22 0 **** 0.2 -2 137.2 11.5 

Centerville Beach 22 **** 270 0.2 -2 302.7 48.4 

College of the Redwoods 38 **** 360 0.2 -2 170.5 29.3 

College of the Redwoods 38 0 **** 0.2 -2 73.5 7.1 

College of the Redwoods 38 **** 270 0.2 -2 168.7 25.1 

South Bay Union School 42 **** 360 0.2 -2 189.6 23.2 

South Bay Union School 42 0 **** 0.2 -2 64.9 6.6 

South Bay Union School 42 **** 270 0.2 -2 149.3 23.5 

Fortuna FS 29 **** 360 0.2 -2 281 27.4 

Fortuna FS 29 0 **** 0.2 -2 80.5 6.3 

Fortuna FS 29 **** 270 0.2 -2 348.5 33.7 

Bunker Hill 15 **** 360 0.2 -2 225.5 29.1 

Bunker Hill 15 0 **** 0.2 -2 76.6 12.4 

Bunker Hill 15 **** 270 0.2 -2 185 46.6 
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Table I.2  CGS data. 

Station Name EPR ivrt ihrz fltr1 fltr2 PGA(cm/s/s) PGV(cm/s)

CAPE MENDOCINO 10 90 90 0.05 0.07 1019.4 40.5

CAPE MENDOCINO 10 0 0 0.05 0.07 738.9 60.3

CAPE MENDOCINO 10 90 0 0.05 0.07 1468.3 126.1

EUREKA - 5TH & H FEDERAL BLDG. 52 90 80 0.12 0.24 152.7 28.6

EUREKA - 5TH & H FEDERAL BLDG. 52 0 0 0.12 0.24 35.4 6.2

EUREKA - 5TH & H FEDERAL BLDG. 52 90 350 0.12 0.24 86.4 17

EUREKA - MYRTLE & WEST 

AVENUE 

52 90 90 0.08 0.16 174.7 28.6

EUREKA - MYRTLE & WEST 

AVENUE 

52 0 0 0.08 0.16 41.6 7.3

EUREKA - MYRTLE & WEST 

AVENUE 

52 90 0 0.08 0.16 151 20

FORTUNA - 701 S. FORTUNA BLVD. 28 90 90 0.05 0.07 111.9 20.9

FORTUNA - 701 S. FORTUNA BLVD. 28 0 0 0.05 0.07 47.9 5.8

FORTUNA - 701 S. FORTUNA BLVD. 28 90 0 0.05 0.07 113.6 28.8

PETROLIA 5 90 90 0.05 0.07 649.4 89.5

PETROLIA 5 0 0 0.05 0.07 159.7 20.9

PETROLIA 5 90 0 0.05 0.07 578.1 48.3

RIO DELL - 101/PAINTER ST. OVE 21 90 272 0.05 0.07 378.3 44.7

RIO DELL - 101/PAINTER ST. OVE 21 0 0 0.05 0.07 191.5 10.2

RIO DELL - 101/PAINTER ST. OVE 21 90 2 0.05 0.07 538.5 42.6

SHELTER COVE - AIRPORT 36 90 90 0.25 0.5 173 6.9

SHELTER COVE - AIRPORT 36 0 0 0.25 0.5 49.5 1.8

SHELTER COVE - AIRPORT 36 90 0 0.25 0.5 222 7
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Fig. I.1  Map of two nearby stations that recorded 1992 Cape Mendocino earthquake. 
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Fig. I.2 USGS records include padded portions before (less than 50 s) and after 

(greater than 78 s) recorded motions. 
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Appendix J:  Notes on Rinaldi Receiving Station 
Recording of 1994 Northridge 
Earthquake Used in NGA Flatfile 

For the Rinaldi Receiving Station recording of the 1994 Northridge mainshock, I happened to 

notice in early 2005 that the low-cut filter corner in the PEER NGA flatfile is 0.3 Hz, which 

struck me as being too high. I confirmed this with Walt Silva via telephone conversations in the 

first week of 2005. He is not sure where he obtained the data or what processing was done on the 

record. On looking into the issue, I discovered that the data in the flatfile correspond to the “old” 

data (with a duration of about 16 s). Trifunac et al. (1998) redigitized the data. Their version of 

the data differs in several ways from the old version: they included more of the record, they 

captured peaks not properly digitized in the old version, and they corrected for more stalls on the 

record. As a matter of interest, it should be noted that no internal time code marks are available 

for this record, and thus the peak velocities and peak displacements, as well as the spectral 

amplitudes, are dependent on the assumption that 1 cm = 1 s.  

To see how the “new” data might differ from that used in the NGA flatfile, I include here 

a series of plots comparing waveforms and response spectra (Figs. J.1–J.8). I processed the new 

data using both causal and acausal filters, each with different rolloffs. The processed data 

available from USC has filtered the 228-degree trace with a transition from 0.09 to 0.11 Hz and 

the 318-degree component with a transition between 0.15–0.20 Hz. In Trifunac et al. (1998) the 

transition from 0.07 to 0.09 Hz is used for both components. In this note I used Butterworth 

filters with corners of 0.01, 0.02, 0.10, and 0.20 Hz. I did no baseline corrections before filtering. 

I show plots of the waveforms only for the recorded section of time. Because I have not included 

the padded portions in the plots, the displacements sometimes do not return to around zero at the 

end of the recorded time, although plots of the complete time series that was filtered do show 



A -    78 

that the displacements return to zero (in other words, the filtering was done correctly and no 

“wrap-around” pollution exists—see Boore 2005, for a discussion).  

Please note that waveforms plots were made using a quick plotting program and as a 

result, the traces appear to have dropouts. But they should be adequate for purposes of 

comparisons, and the peak motions along the ordinate axes are accurate. 

Here are some observations: 

1. At short periods, there are systematic differences between NGA and new for the 318-

degree component, although the short-period response is essentially identical for all 

acausal filters. The NGA spectra are given at 0.01 and 0.02 s, but the similar values at 

both periods are not consistent with the new results, and, furthermore, the abrupt 

leveling off of the NGA spectrum for periods shorter than about 0.02 s looks strange 

(the spectrum for the 228-degree component also levels off at about 0.02 s, but more 

gradually). The spectra for the 228-degree component are similar for NGA and new (as 

long as acausal filtering is used).  

2. At long periods, there are differences between NGA and new for periods longer than 

about 2 to 3 s (depending on component), but here the new results vary with the filter 

corner (as expected). For the 228-degree component, the NGA results are greater than 

the new results for periods between about 2 to 5 s and tend to lower values for greater 

periods. For the 318-degree component, the NGA values are lower than the new values 

for periods greater than about 6 s (except for the new results using a filter corner of 0.2 

Hz). 

Bottom line: I recommend replacing the NGA values for the Rinaldi Receiving Station 

recording of the 1994 Northridge mainshock with the USC digitized data, corrected for stalls. 

The processing of the corrected data should use acausal, not causal filters (note the sensitivity of 

the short-period response on the 228-degree component to long-period cutoffs for the causal 

filter, as well as the greater sensitivity of the peak velocity to filter corner for causal filters). 
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Fig. J.1 NGA time series (“RRS” file name), and acausally filtered, 228-degree 

component using filter corners of 0.01, 0.02, 0.1, and 0.2 Hz. 
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Fig. J.2 NGA time series (“RRS” file name), and acausally filtered, 318-degree 

component using filter corners of 0.01, 0.02, 0.1, and 0.2 Hz. 
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Fig. J.3 NGA time series (“RRS” file name), and causally filtered, 228-degree 

component using filter corners of 0.01, 0.02, 0.1, and 0.2 Hz. 
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Fig. J.4 NGA time series (“RRS” file name), and causally filtered, 318-degree 

component using filter corners of 0.01, 0.02, 0.1, and 0.2 Hz. 
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Fig. J.5 PSA and SD response, acausal and causal filters, as well as NGA spectra, for 

228-degree component. Lowest order time-domain filters used. 
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Fig. J.6 PSA and SD response, acausal and causal filters, as well as NGA spectra, for 

318-degree component. Lowest order time-domain filters used. 
 

 



A -    85 

 

 
Fig. J.7 PSA and SD response, acausal and causal filters, as well as NGA spectra, for 

228-degree component. Order of filters twice that used in previous two 
figures.  
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Fig. J.8 PSA and SD response, acausal and causal filters, as well as NGA spectra, for 

318-degree component. Order of filters twice that used in Figs. 2.4–2.5.  
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Appendix K: Notes on 1999 Düzce Recordings 

I noticed in the plots of events terms (Figs. K.1–K.3, updated from the figures that accompanied 

the original version of this note, 30 July 2005) that the Düzce event is low relative to the other 

strike-slip earthquakes for periods less than 5 s. This was also found by Ambraseys et al. (2005).  

Figures K.4–K.9 show plots for three earthquakes with similar magnitude (corrected for 

site response to 30 760 m/sSV = , using the BJF97 site amplification factors—these plots were 

made before we settled on the site amplifications to be used in the BA07 NGA equations). It 

turns out that most of the Düzce 30 360 m/sSV >  records are from the Lamont stations, and it was 

recognized earlier in the NGA project that the records from these stations seemed to be 

peculiar—but I cannot remember details. I’ve indicated the Lamont stations in the plots. 

Although there is little distance overlap in the Lamont versus other stations, the motions from the 

more distant stations for the Düzce earthquake seem low with respect to those from the other 

events, so perhaps there is nothing peculiar about the Lamont stations. For more information on 

shear-wave velocities at some stations that recorded the 1999 Düzce earthquake, see Rathje et al. 

(2003, 2004). 
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Fig. K.1 Event terms plotted against M. Same as Fig. 4.15(a), but with event term for 
1999 Düzce earthquake identified. 
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Fig. K.2 Event terms plotted against M. Same as Fig. 4.15(b) but with event term for 
1999 Düzce earthquake identified.  
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Fig. K.3 Event terms plotted against M. Same as Fig. 4.15(c), but with event term for 
1999 Düzce earthquake identified. 
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Fig. K.4 PGV (cm/s) vs. JBR for several earthquakes of comparable magnitude. For 
Düzce earthquake, values from temporary Lamont stations shown by large 
crosses. Values from Düzce earthquake from all stations, not just Lamont 
stations, seem low compared to motions from other earthquakes. 
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Fig. K.5 PGA (cm/s/s) vs. JBR for several earthquakes of comparable magnitude. For 
Düzce earthquake, values from temporary Lamont stations shown by large 
crosses.  Values from Düzce earthquake from all stations, not just Lamont 
stations, seem low compared to motions from other earthquakes. 
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. 

Fig. K.6 0.1 s PSA (cm/s/s) vs. JBR for several earthquakes of comparable magnitude. 
For Düzce earthquake, values from temporary Lamont stations shown by 
large crosses. Values from Düzce earthquake from all stations, not just 
Lamont stations, seem low compared to motions from other earthquakes. 
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Fig. K.7 0.2 s PSA (cm/s/s) vs. JBR for several earthquakes of comparable magnitude. 
For Düzce earthquake, values from temporary Lamont stations shown by large 
crosses.  Values from Düzce earthquake from all stations, not just Lamont 
stations, seem low compared to motions from other earthquakes. 
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Fig. K.8 1.0 s PSA (cm/s/s) vs. JBR for several earthquakes of comparable magnitude.  
For Düzce earthquake, values from temporary Lamont stations shown by large 
crosses. Values from Düzce earthquake from all stations, not just Lamont 
stations, seem low compared to motions from other earthquakes. 
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Fig. K.9 3.0 s PSA (cm/s/s) vs. JBR for several earthquakes of comparable magnitude.  
For Düzce earthquake, values from temporary Lamont stations shown by large 
crosses. Values from Düzce earthquake from all stations, not just Lamont 
stations, seem low compared to motions from other earthquakes. 
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Appendix L: Notes Regarding Record Obtained 
at Pump Station 10 from 2002 
Denali Fault Earthquake 

At Workshop 7 Walt Silva asked me about the Pump Station 10 record of the 2002 Denali fault 

earthquake. There was some confusion about what version of the record was used in the NGA 

database. Here is a short history of the record, as I know it. When first put on the USGS NSMP 

website (http://nsmp.wr.usgs.gov/), there was a statement that the hardware low-cut filter was at 

a very low frequency, on the order of 0.01 Hz. But then it was discovered that the hardware filter 

was actually about 0.1 Hz. The statement on the website, as shown below, has been changed.  

The changes are indicated by italics.  
Revised information about the nominal filter characteristics, as determined from an 
analysis of a circuit diagram for the filter. Note in particular that the highpass corner is at 
0.1 Hz, not 0.01 Hz as was indicated in the files originally provided by Alyeska, and that 
the highpass and lowpass filters each have 2 poles rather than 1. Details of the nominal 
filter characteristics are provided in the headers.  
Due to uncertainties in the instrument response, only uncorrected acceleration time 
series data are currently being served. Results from bench tests using components 
similar to those deployed in the field show deviations from nominal characteristics that 
could produce variations of up to 20% in displacements determined by double integration 
of the acceleration time series. The USGS is working with Alyeska to determine more 
accurate calibrations, and any new information will be released as soon as it is available.  
 
Bill Ellsworth applied a correction for the instrument filter and used this in his recent 

Earthquake Spectra paper (Ellsworth et al., 2004). His corrected data can be obtained from 

ftp://clover.wr.usgs.gov/pub/ehz/PS10/. I reformatted his corrected version of the data into the 

standard USGS NSMP SMC format. When integrating to velocity and displacement. I 

discovered some drifts that were easy to remove by applying a simple “v0” baseline correction 

(details are in the headers of the smc files, available from me). Figure L.1 is a plot of the 

acceleration, velocity, and displacement for the three components of motion. Figure L.2 is a plot 

of the geometric mean PSA and SD compared to the spectrum from the NGA flatfile. As can be 

seen most readily from the SD plot, there are significant differences between the NGA spectrum 
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(as contained in the flatfile available on 07 December 2004) and that from the instrument-filter, 

baseline-corrected data, the latter being higher at short and long periods. Note that the difference 

at long periods starts at about 6 s, so it is probably important to replace the spectrum in the 

flatfile with the new spectrum. The difference is in the direction expected if the NGA values are 

based on the uncorrected data (email from W. Silva subsequent to this confirmed my suspicions). 

The difference at short periods might be due to the use of a causal high-pass filter by NGA—

Boore and Akkar (2003) show the surprising result that causal filters can affect short-period 

motions, at periods much shorter than the filter corner period. This has been confirmed in studies 

of a number of other records. The geometric means of the PGA are as follows: NGA: 0.316g; 

Dave: 0.346g. And for PGV: NGA: 85 cm/s; Dave: 128 cm/s. The difference in PGV might be 

explained by the use of a 0.1 high-pass filter in the data (or are the filter characteristics in the 

flatfile simply reporting the hardwired instrument filter? Was an additional filter applied by 

Walt?) 

An issue not discussed by the group is that the geometric means of the two horizontal 

components is not invariant under rotation. This may become important when the developers are 

studying fault-parallel and fault-normal motions. At the time that the material in this appendix 

was originally prepared, I had not seen a systematic study of the dependence of geometric mean 

on rotation, For that reason, I was the lead author in developing a measure of strong ground 

motion that is independent of instrument orientation (Boore at al., 2006). For the interest of the 

reader, I show in Figure L.3 the acceleration, velocity, and displacement traces for the motions 

after rotating into fault-normal and fault-parallel directions. Figure L.4 shows the PSA and SD 

response spectra for the fault-normal and fault-parallel direction; note that the fault-normal 

spectrum exceeds the fault-parallel spectrum for the period range from about 2 s to 20 s, after 

which the large residual displacement in the fault-parallel direction produces a much larger 

response spectrum. Both the time series and the response spectra show that the character of the 

waveforms can depend strongly on instrument orientation, particularly at longer periods. For that 

reason, there can be significant differences in the geometric-mean spectra for different 

orientations, as shown in Figure L.5. 

In summary, the NGA flatfile entries for Pump Station 10 are based on data uncorrected 

for the hardware instrument filter. Using corrected data leads to differences in the PGA, PGV, 

and PGD values, as well as short- and long-period response spectra. In addition, as a side issue I 

show that there can be substantial differences in the geometric mean computed from unrotated 
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and rotated horizontal components. This might be important in studies of fault-normal and fault-

parallel motions. 

 
 

Fig. L.1 Pump Station 10 data from 2002 Denali fault earthquake (from Ellsworth), 
reprocessed using “V0” baseline correction. 
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Fig. L.2 Comparison of NGA and D. Boore’s PSA for Pump Station 10 data from 2002 
Denali fault earthquake (from Ellsworth), reprocessed using “V0” baseline 
correction. 
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Fig. L.3 Pump Station 10 data from 2002 Denali fault earthquake (from Ellsworth), 
reprocessed using “V0” baseline correction and rotated into fault-normal and 
fault-parallel directions. 
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Fig. L.4 PSA and SD for Pump Station 10 data from 2002 Denali fault earthquake 
(from Ellsworth), reprocessed using “V0” baseline correction and rotated into 
fault-normal and fault-parallel directions. 

 

 

Fig. L.5 PSA and SD from geometric means of unrotated and rotated traces for Pump 
Station 10 data from 2002 Denali fault earthquake (from Ellsworth), 
reprocessed using “V0” baseline correction. 
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Appendix M: Magnitudes for Big Bear City and 
Yorba Linda Earthquakes 

In a presentation given at an NGA developers workshop on 12 April 2005, I showed that the data 

from the 2002 Yorba Linda earthquake were systematically smaller than for other earthquakes 

with magnitudes near the M 4.8 given for the event in the then-current NGA flatfile. Ken 

Campbell’s event terms from his regression confirmed this. Soon after the workshop, I came 

across the paper by Komatitisch et al. (2004), in which they model long-period (greater than 6 s) 

displacements for the event, using M = 4.2 rather than 4.8. They do not state how they obtained 

M for the event, but I imagine it is based on their modeling (and the method of Liu et al. 2004). 

As shown previously (Fig. 4.34), the ground motions from the Yorba Linda earthquake are lower 

than for the Anza and Big Bear City earthquakes (whose magnitudes in the flatfile are 4.92 and 

5.0, respectively). Clearly, the Yorba Linda event is smaller than the other two. In addition, the 

attenuation with distance seems to be different for Yorba Linda than for the other two at shorter 

periods. In the original notes on this subject, I showed a comparison with an earlier version of 

the BA equations determined assuming that the magnitude of the Yorba Linda earthquakes was 

4.8. I pointed out that the magnitude scaling from these earlier GMPEs gave an offset between 

the Yorba Linda and the other two events similar to the offset of the observations in Figure 4.34 

if Komatitisch et al.’s (2004) magnitude was correct. On this basis I suggested that the 

magnitude for the Yorba Linda earthquake be lowered. I also pointed out that the Liu et al. 

(2004) paper gives M = 4.92 and depth = 6.3 km for the 22 February 2003 Big Bear City 

earthquake. The NGA flatfile gives M = 5.0 and 1.2 km for that event. I suggested that the 

flatfile values should be changed, and this was done. Some indication that the magnitudes are 

correct is given in Figures M.1–M.3, in which I compare the observations from the three 

earthquakes with simulations using the Joyner (1984) source model and the Raoof et al. (1999) 
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path function. The comparison is quite good considering that no effort was made to adjust the 

parameters of the simulation to fit the observations.  
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Fig. M.1 Ground motions from Anza earthquake, with simulated motions (using Joyner 
(1984) source model and path model from Raoof et al. (1999)).  
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Fig. M.2 Ground motions from Big Bear City earthquake, with simulated motions (using 
Joyner (1984) source model and path model from Raoof et al. (1999)).  
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Fig. M.3 Ground motions from Yorba Linda earthquake, with simulated motions (using 
Joyner (1984) source model and path model from Raoof et al. (1999)). 
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Appendix N: Comparison of Ground Motions 
from 2001 Anza, 2002 Yorba Linda, 
and 2003 Big Bear City 
Earthquakes with 2004 Parkfield 
Earthquake 

In the course of the NGA project, there was some discussion regarding the validity of the non-

strong-motion source data for the three small earthquakes. The data for the three small events 

were gathered by Linda Seekins for Jack Boatwright. According to an email from her to me on 

15 September 2005, “All of the data from the Anza earthquake that I generated for Jack from the 

SCEC database was from the HLE and HLN recorders. They are low gain. accelerographs.” I 

understand from conversations with Linda that this is also true for the other two small events; 

thus no velocity sensor data from these three earthquakes were used in the analyses in this report. 

It is unfortunate that the extended data sets for the three small earthquakes were not included in 

the NGA flatfile; just because the data don’t come from the USGS or CGS strong-motion groups 

does not make the data any different. According to the SCSN website 

(http://www.trinet.org/instr.html#analogvsdig), the accelerograph data come from K2 

accelerographs. 

One way of judging whether there is anything peculiar about the motions is to compare 

plots of the motions against distance with motions from the 2004 Parkfield earthquake from 

traditional (with one exception) strong-motion stations (many more data from non-traditional 

sources are available for the Parkfield earthquake, but I have not obtained those data). These 

comparisons are shown in Figures N.1–N.3 for PGV, PGA, and 5%-damped PSA for 0.1, 0.2, 

1.0, and 3.0 s. The distance for the Parkfield earthquake is JBR and for the others is EPR . No site 

correction has been applied to the Parkfield data, but the data for the other quakes have been 

corrected to 30 760 m/sSV =  using BJF97 amp factors (no nonlinear correction). The ground-
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motion intensity measures from the two horizontal components have not been merged—the plots 

show both the intensity measures for both components for each station.  

I see nothing strange in the distance decay of the three smaller events compared to the 

Parkfield data, although it is interesting to note that the level of motions at high frequency for the 

Anza and Big Bear City earthquakes is comparable to that from the larger Parkfield earthquake, 

although the magnitudes are quite different. 
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Fig. N.1 Ground motions from 2004 Parkfield earthquake compared to ground motions 
from smaller Anza earthquake.  
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Fig. N.2 Ground motions from 2004 Parkfield earthquake compared to ground motions 

from smaller Big Bear City earthquake. 
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Fig. N.3 Ground motions from 2004 Parkfield earthquake compared to ground motions 
from smaller Yorba Linda earthquake.  
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