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ABSTRACT

The seismic response of reinforced concrete bridges must include consideration of the whole sys-

tem including soil-foundation-structure interaction (SFSI). Simulation models validated against

the results of experimental tests are required to provide an accurate prediction of the bridge sys-

tem response. Performance-based engineering necessitates large-scale parameter studies of these

simulation models to quantify the demand for varying levels of seismic hazard. The goal of this

research is to characterize the SFSI effects for a range of hazard levels by using calibrated models

from the experimental tests.

Two projects administered by the Network for Earthquake Engineering Simulation (NEES)

have facilitated the study of this system effect through the collaboration of researchers within the

earthquake engineering community. Shaking table tests of both a two-span and a four-span bridge

at 1/4-scale were conducted at the University of Nevada, Reno. Nonlinear dynamic analyses of

three-dimensional finite element models performed using OpenSees were evaluated based on the

experimental test results. For the two-span bridge, the simulation model matches well both the

global and local response until the onset of failure. The highly nonlinear pounding at the abutments

and complicated test protocol of the four-span bridge produces less agreement in the simulation

results.

A simulation model for the prototype bridge system incorporates the influence of the abut-

ments, drilled shaft foundations, and site response effects. The cyclic response of the soil at the

abutments is calibrated using results from full-scale tests. P-y, t-z, and q-z springs model the in-

ertial interaction between the soil and pile foundations. A total of 1280 site response analyses

are computed at four locations along the bridge for two soil profiles using SHAKE to obtain the

free-field motions at the location of each soil spring.

Large-scale parameter studies of four prototype bridge models with and without the SFSI

effect were conducted in parallel on a supercomputer using the multiple-interpreter capability of

OpenSees. The response is determined for a suite of 80 ground motions of varying magnitude and

distance from the fault. Linear regressions of the simulation results produce demand models that

elucidate the effect of SFSI for both the global and local response. The demand models demon-

strate that the SFSI effect is significant for the prototype bridge system and should be considered.
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1 Introduction

To determine accurately the deformations and forces in reinforced concrete bridges during earth-

quakes, it is necessary to account for the whole system response, including the structure, foun-

dation, and soil. Such an accurate determination of the bridge response is necessary to make

design decisions within the performance-based engineering framework. Although numerous stud-

ies (Fenves and Ellery, 1998; Gazetas and Mylonakis, 1998; Goel and Chopra, 1997; Hutchinson

et al., 2004; Jeremic et al., 2004; McCallen and Romstad, 1994; Zhang and Makris, 2001) have

utilized computational simulations to study this system response, experimental research (Hachem

et al., 2003; Lehman and Moehle, 1998; Mazzoni et al., 2004) has focused on component tests.

Such simplification has been necessary due to the limitations of testing facilities but neglects the

fact that the bridge behaves as a system. Among the system effects that influence the seismic re-

sponse of bridges are soil-foundation-structure interaction (SFSI) at the column foundations and

abutments and dynamic effects associated with bridge bents of differing column heights.

The performance-based engineering framework requires seismic demands for reinforced

concrete bridges to be computed through the use of nonlinear dynamic analyses of finite element

models. Robust simulation models that are calibrated against the results of experimental tests must

be developed to give accurate predictions of the bridge response within this framework. The varied

aspects of the bridge system are too complex to be assessed using one experimental test and are

better studied through collaborative research. To address this need, two recent projects supported

through the Network for Earthquake Engineering Simulation (NEES) have increased knowledge

about the performance of bridges in earthquakes. The focus of these studies has been to improve

understanding about soil-structure interaction on bridge system response. Shaking table tests of

both a two-span and a four-span bridge at 1/4 scale were conducted at the University of Nevada,



Reno. Nonlinear dynamic analyses of three-dimensional finite element models performed using

OpenSees were evaluated based on the experimental test results. Parallel with the experimental

studies, a prototype bridge model incorporates the influence of the abutments, drilled shaft foun-

dations, and site response effects. Large-scale parameter studies of four prototype bridge models

with and without the SFSI effect were executed on a supercomputer to quantify the SFSI effect

within a performance-based engineering framework.

1.1 OBJECTIVES OF THIS RESEARCH

The research described in this report seeks to address the lack of understanding of the system

effects in the seismic response of reinforced concrete bridges by harnessing new knowledge gained

from experimental studies and start-of-the-art computational models and resources. To this end the

following objectives are realized.

1. The first is to develop and evaluate simulation models of shaking table tests of both a two-

span and a four-span reinforced concrete bridge built at 1/4 scale. The computed response

from the simulation models is compared to the experimental results at both the global and

local levels.

2. The second objective is to describe the modeling of a prototype bridge system that incorpo-

rates the abutments, drilled shaft foundations, and site response effects. The cyclic response

of the soil at the abutments is calibrated using the results from full-scale tests. Modeling

assumptions regarding the SFSI effect at the foundations are established using the results

from previous research. Site response analyses compute the free-field response for each hor-

izontal component of 80 ground motions when considering two different site conditions and

four different soil profiles.

3. The final objective is to elucidate the extent to which SFSI influences the predicted demands

of the prototype bridge system within a performance-based engineering framework. Large-

scale parameter studies of four prototype bridge models with and without the SFSI effect

calculate the response at both the global and local levels. The simulations employ the parallel

capability of OpenSees and the access to a state-of-the-art supercomputer.

2



1.2 ORGANIZATION OF THE REPORT

Following this introduction, Chapter 2 outlines previous research regarding the seismic response

of reinforced concrete bridges. Chapter 3 details the response of the shaking table tests of the

aforementioned reinforced concrete bridges at the University of Nevada, Reno. Simulation models

are evaluated against the results from these experiments. Chapter 4 describes the development of

a prototype bridge model and the associated input excitation including the SFSI effect. In Chapter

5, the effect of SFSI on predicted demands from simulations of the prototype bridge system is

presented. Chapter 6 summarizes the conclusions of the report and lists topics for future research.
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2 Summary of Research on Modeling of
Bridge Systems

2.1 INTRODUCTION

In preparation for developing models of bridges within a performance-based framework, the lit-

erature review in this chapter addresses previous research pertinent to the study of the seismic

behavior of reinforced concrete bridges and the validation of simulations based on data recorded

during experimental tests of the seismic response of instrumented bridges. Several studies on the

seismic response of reinforced concrete bridge columns are discussed. Various approaches taken

in validating simulations of reinforced concrete bridge components or systems are presented. Re-

search regarding the representation of soil-foundation-structure interaction in simulation models

with varying levels of complexity is discussed. The chapter concludes with a review of previous

studies of the seismic fragility of bridges.

2.2 SEISMIC RESPONSE OF REINFORCED CONCRETE BRIDGE COLUMNS

Experimental tests of reinforced concrete columns under seismic loading are vital for understand-

ing the system response of reinforced concrete bridges, since these bridges are designed to concen-

trate the nonlinear deformation in the columns. Previous tests of the seismic performance of bridge

columns and bridge bents employ various procedures including static-cyclic tests and shaking table

tests.

Lehman and Moehle (1998) performed static-cyclic tests of five 1/3-scale reinforced con-

crete columns to study the influence of the aspect ratio and longitudinal reinforcement ratio on

the seismic response of these members. Each column was subjected to varying levels of lateral

displacement to determine the behavior of the column under various damage states. Deformations



were categorized according to their source: shearing, bending, or slip of the reinforcement that was

anchored in the footing. The columns were designed with sufficient transverse reinforcement to

guarantee failure in flexure. Based on data from strain gauges located near the base of the columns,

a model was proposed to represent the bond stress distribution along the anchored reinforcement

in the footing.

Mazzoni et al. (2004) assessed the performance of simulation models based on tests of the

beam-column connections for a double-deck bridge as well as on data from the tests by Lehman

mentioned above. Simulations were performed using a range of values and models to represent

the bond stress distribution along the anchored reinforcement. The results from the simulations

were compared to those from the static-cyclic experimental tests. A simplified hinge model was

proposed to represent the additional flexibility due to the elongation of anchored reinforcement

during dynamic loading.

Hachem et al. (2003) conducted shaking table tests of well-confined 1/4.5-scale reinforced

concrete columns subjected to either unidirectional or bidirectional ground motion. A series of

simulations was investigated using various assumptions regarding the modeling of reinforced con-

crete columns subjected to earthquake excitation. The simulation models were ranked on the basis

of their relative errors for peak values of response quantities, such as displacement, curvature, shear

force, and bending moment, that were observed during the experimental tests. Recommendations

were developed regarding the modeling of reinforced concrete columns for dynamic loadings.

2.3 VALIDATION OF SIMULATION MODELS USING EXPERIMENTAL DATA

To incorporate knowledge gained from experimental tests into computational simulations, com-

parisons have been made between various aspects of the experimental response and those of the

simulations. Typically, a metric is proposed that quantifies some particular aspect of the difference

between the experimental and simulation responses. Response quantities that vary with time, such

as displacement time histories, are often compared qualitatively through visual inspection. This

section describes several procedures that have been employed by researchers in this comparison

process.

In comparing the recorded embankment motions of several instrumented bridges to those

computed by an analytical procedure, Zhang and Makris (2002a) considered a measure of the
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relative difference between the maximum responses. This comparison of discrete quantities formed

the basis for evaluating the efficacy of the analytical procedure in tracking the recorded motion.

While studying the seismic performance of circular reinforced concrete bridge columns,

Hachem et al. (2003) compared the ratio of various peak response quantities in the simulations

to those recorded during the experiments. The simulation models were ranked by summing the

absolute value of relative error amounts in the ratios of the response quantities under consideration.

Comparisons were also made between damage indices calculated from the experimental tests and

those determined from the simulation models.

As an alternative to comparing one discrete quantity, such as a maximum response, other

metrics have been employed that include the complete response history. Grant et al. (2004) pro-

posed a metric that considered the complete force-displacement history for the bidirectional re-

sponse of isolation bearings. For each test included in the evaluation, the relative difference be-

tween the forces from the experiment and those of the simulation were integrated over the dis-

placement response. This quantity was then normalized, and the final metric was computed as

a weighted sum of individual metrics for the tests included in the evaluation process. McVerry

(1980) used an error criterion in the frequency domain when performing system identification of

the Millikan Library using recordings from several earthquakes. Discrete Fourier transforms of

the acceleration responses were taken for both the recorded and simulated responses. The error

criterion was then calculated as the mean square error divided by the mean square response for a

selected frequency range.

2.4 REPRESENTATION OF SFSI IN SIMULATION MODELS

Soil-foundation-structure interaction (SFSI) consists of the modification of structural response due

to the presence of a compliant foundation. For linear analyses in which SFSI is considered, the

analysis typically proceeds in two stages. The first stage recognizes the modification of the free-

field motion due to the presence of a massless foundation that has a different stiffness from that

of the soil. This phenomenon is known as kinematic interaction and may introduce rocking and

torsional modes that are not seen in a fixed-base analysis. Radiation damping occurs as the waves

scattered from the foundation dissipate energy while being transmitted through the soil. The second

stage is known as inertial interaction and accounts for the modification of the soil motion due to

7



the inertial loading imposed on the soil by the structure (Kramer, 1996). Additional damping is

present in the system due to the structural response as well as the hysteretic behavior of the soil,

which is known as material damping.

Seminal work on SFSI effects was performed by Veletsos (1977). Veletsos considered a

single-story structure supported by a rigid, circular mat on a viscoelastic half space. An equivalent

linear system was formulated taking into account the additional flexibility and damping in the

system due to the soil. Veletsos developed a bound on a dimensionless parameter to provide a

guideline for when soil-structure interaction effects should be considered in an analysis. Among

the important findings in the study were the observations that the rocking component is significant

for tall, slender structures and that foundation damping may contribute greatly to the damping of

the system (Veletsos, 1977).

Numerous studies have been conducted that investigate the response of reinforced concrete

bridge systems under seismic loading. An extensive discussion of soil-structure interaction, in-

cluding its role in the failure of the Hanshin Expressway during the 1995 Kobe earthquake (M

6.9), is presented by Gazetas and Mylonakis (1998). The following material discusses various ap-

proaches that have been taken when modeling soil-foundation-structure interaction for simulations

of different levels of complexity.

McCallen and Romstad (1994) performed finite element analyses of the Painter Street over-

pass located in Rio Dell, California, and compared the simulation results to recorded displacements

during the 1992 Cape Mendocino/Petrolia earthquake (M=7.0). Two models were studied includ-

ing a simplified linear elastic stick model with soil springs based on Caltrans procedures and a

detailed three-dimensional model with solid elements for the embankments, shell elements for the

deck, and beam elements for the columns and pile foundations. A Ramberg-Osgood elasto-plastic

model was used to match the modulus reduction and damping ratio curves for the embankment soil.

McCallen and Romstad found that the simplified stick model was able to match well the recorded

transverse displacement time history of the center bent only when variable modal damping was

utilized. Damping ratios of 20% to 30% were required in the modes that indicated a large amount

of energy dissipation in the embankments. The detailed three-dimensional finite element model

provided excellent agreement with the recorded displacements for both the transverse displace-

ment of the center bent and the longitudinal displacement of the end of the bridge. McCallen and
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Romstad highlighted the need for accurate modeling of the nonlinear behavior of the embankments

to capture amplitude-dependent response.

An investigation of the variation of the abutment stiffness with time at the Painter Street

overpass was made by Goel and Chopra (1997). The equations of motion were formulated by

assuming a rigid bridge deck, elastic springs to represent the lateral stiffnesses of the columns, and

springs and dashpots to represent the stiffness and damping at the abutments. Accelerations and

displacements recorded during the 1992 earthquake were used to determine the force-displacement

response of the abutments at different intervals of the excitation. Goel and Chopra observed that

the abutment stiffness varies with the amplitude of shaking with decreasing stiffness during strong

motion and partial recovery of stiffness following strong motion. Comparisons of the calculated

abutment stiffness in both the transverse and normal directions were made to those determined by

the Caltrans procedure (Caltrans, 1989). In the Caltrans procedure, contributions to the abutment

capacity include the resistance provided by the foundation and the passive resistance of the soil,

which is assumed to have an ultimate capacity of 7.7 ksf. Abutment stiffnesses are calculated at

deformations of 1 in. when the ultimate passive resistance of the soil is assumed to have been

achieved, and at 2.4 in. when the onset of damage to the abutment is assumed to occur. Goel and

Chopra concluded that the Caltrans procedure gives a reasonable estimate of the abutment stiffness

and capacity in the transverse direction, but may overestimate the abutment capacity in the normal

direction by a factor of two or more (Goel and Chopra, 1997).

Additional studies of the influence of SFSI including embankment effects for short highway

overcrossings were conducted by Zhang and Makris (2002a,b). Through the use of a shear beam

approximation, kinematic response functions and dynamic stiffnesses for the embankment were

developed (Zhang and Makris, 2002a). The kinematic response functions relate the motion at the

crest of the embankment to the motion at its base, while the dynamic stiffnesses provide constants

for frequency-independent springs and dashpots to represent the flexibility and energy dissipated

at the abutment. Comparisons of the 1D shear beam approximation were made to recorded crest

motions at the Painter Street overpass as well as the Meloland Road overcrossing. Additional

comparisons were made to 2D and 3D finite element analyses of the embankment response. In

a companion paper, Zhang and Makris (2002b) evaluated the ability of a stick model, which uti-

lized frequency-independent springs and dashpots to represent the embankments and foundation,
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to capture recorded motions at the aforementioned instrumented bridges. The results of these anal-

yses indicated that the simplified stick model produces good agreement with the recorded response

when calculated crest motions are used at the embankments and the additional flexibility due to

the soil at the center bent is included. Comparisons were made between the simplified stick model

and a detailed 3D finite element model that showed good agreement.

Another method to model SFSI utilizes the beam-on-nonlinear Winkler foundation ap-

proach as described by Hutchinson et al. (2004). In this study, the structural system under consider-

ation was a long viaduct supported on reinforced-concrete, extended cast-in-drilled-hole pile shafts

(Hutchinson et al., 2004). The soil response was modeled using p-y elements that included springs

and dashpots to account for gapping, radiation damping, and the nonlinear, hysteretic behavior of

the soil. The ground motions at the location of each p-y element were determined by perform-

ing 1D, equivalent-linear site response analyses assuming a baseline soil profile that included a

mix of dense sands and stiff clays. Variations in the soil response were investigated by applying

multipliers to the strength and stiffness parameters in the p-y elements. Based on the results of

the nonlinear dynamic analyses, Hutchinson, et al. reported the relationship between maximum

and residual drift ratios, the influence of P-∆ effects, and the relationship between curvature and

displacement ductility for this bridge system.

Fenves and Ellery (1998) also adopted the beam-on-nonlinear Winkler foundation approach

when modeling SFSI in order to investigate the failure of the Route 14/Interstate 5 separation and

overhead bridge during the 1994 Northridge earthquake. The nonlinear force-deformation response

of the soil was represented through the use of bilinear p-y springs based on relationships given by

the American Petroleum Institute (1993). Radiation damping was not considered, since its effects

were noted to be primarily in the high-frequency range. The bridge abutments were modeled to

have elastic-perfectly plastic response in the longitudinal direction with a yield force determined

by assuming a particular passive earth pressure acting over the backwall height. The abutment

model also included consideration of the gap, radial restraint, vertical uplift, and bearing pad.

An alternative to the beam-on-nonlinear Winkler foundation approach is to determine foun-

dation spring constants based on finite element analyses of pile groups embedded in soil. This

method was employed by Jeremic et al. (2004) in studying the seismic response of the I-880

viaduct. The site under consideration included 3.0 m of dense fill at the top, 9.0 m of soft Bay Mud
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in the middle, and lower layers having alluvial sand. A 3D finite element analysis of the founda-

tion was performed using linear elastic properties for both the pile group and the soil. Pushover

analyses were utilized to determine the spring constants for translational and rotational springs at

the base of the bridge bent. The 3D finite element analyses only considered linear elastic analysis

of the soil because the deformations in the soil were small. In order to quantify the effects of SFSI

on the response of the I-880 viaduct, nonlinear dynamic analyses for both a fixed base model and

a model including foundation springs were conducted. Radiation damping was neglected during

these analyses, since the frequency-independent foundation springs were considered to deamplify

the response generally. The selected ground motions were scaled to match the uniform hazard

spectrum at the elastic, cracked, and yield periods for both models under consideration. The results

from the nonlinear dynamic analyses indicated that SFSI may be both beneficial and detrimental to

the structural response, and recommendations were made to evaluate such effects on a case-by-case

basis.

2.5 FRAGILITY ANALYSIS OF BRIDGE SYSTEMS

Recent studies have assessed the seismic performance of reinforced concrete bridges within a

probabilistic framework. Mackie and Stojadinovic (2003) conducted extensive studies to quantify

the relationship between ground motion intensity measures and engineering demand parameters

for a range of prototype bridges designed for sites in California. The input excitation was defined

by four bins of 20 recorded ground motions that were partitioned by magnitude and distance from

the fault. Site response effects were not taken into account, but the ground motions were scaled

by a factor of two to introduce additional nonlinearity into the structural response. The simulation

model in OpenSees represented the nonlinear response of the columns, abutments, piles, and lateral

resistance of soil along the length of the piles. At the abutments, the hysteretic response of the

bearing pads, piles, and passive soil resistance at the backwall and wing walls were modeled. The

embankment effect was considered through the incorporation of a participating mass and additional

stiffness. Along the drilled shaft foundations, elastic-perfectly-plastic springs modeled the p-y

response of the sandy soil. Both linear and bilinear regressions were fit to the data to develop

demand models for response at both the global and local levels.

Subsequent studies by Padgett and DesRoches (2009) evaluated bridge system vulnerability
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and identified retrofit strategies for bridges in the Central and Southeastern United States (CSUS).

Both steel and reinforced concrete multi-span bridges without seismic detailing were studied. The

potential retrofit measures included steel column jackets, elastomeric bearings, steel restrainer ca-

bles, seat extenders, and shear keys. Three-dimensional nonlinear dynamic analyses in OpenSees

computed the bridge system response for a suite of 48 ground motions developed for the CSUS.

The simulation model represented the columns, deck pounding, foundations, and abutments. Lin-

ear translational and rotational springs modeled the response of the pile foundations at the bases

of the columns. Nonlinear elements included the passive, active, and transverse response at the

abutments. Fragility curves were developed to establish the probability of realizing a damage state

for a given level of ground motion intensity. When considering the worst-case damage scenario,

seat extenders provided the most effective retrofit measure both from a cost and from a structural

performance standpoint.
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3 Modeling and Simulation of Bridges Using
Data from Large-Scale Shaking Table Tests

3.1 INTRODUCTION

This chapter describes shaking table tests of a two-span and a four-span bridge conducted at the

University of Nevada, Reno (UNR), as well as accompanying simulations performed using the

Open System for Earthquake Engineering Simulation (OpenSees) software platform (McKenna

et al., 2000). The bridge design, test protocol, and selected results from the tests of each bridge

are presented. The subsequent portion discusses the simulation models used in validation studies

comparing the simulation results to the measured response.

3.2 DESCRIPTION OF LARGE-SCALE SHAKING TABLE TESTS

3.2.1 Two-Span Bridge

Shaking table tests of a 1/4-scale reinforced concrete bridge with two spans supported by two-

column bents were performed at UNR. These tests give insight into the system behavior of the

superstructure and substructure of the bridge system during earthquake excitation. An extensive

description of the design of the bridge and the results of the shaking table tests is presented by

Johnson et al. (2006). For the purpose of completeness of this report, the following details a

summary of the specimen design, selection of support motions, and response data from the shaking

table tests using information given by Johnson et al. (2006).

Specimen Design

The two-span bridge was designed based on a prototype that is a continuous post-tensioned bridge

with varying column heights supported on continuous drilled shafts. A span length of 120 ft for



the prototype bridge accommodates the 30 ft spacing of the shaking tables at model scale. The

prototype bridge has distances from the top of the column to the point of fixity of 20 ft, 32 ft, and

24 ft for the three bents, respectively. The design assumes that the point of fixity occurs at the point

of maximum moment for each column when considering a linearly varying moment distribution.

A depth of two column diameters below the ground surface locates the point of maximum moment.

Column heights are 6 ft, 8 ft, and 5 ft for bents 1, 2, and 3, respectively, as shown in Figure A.1.

Detailing requirements for the reinforced concrete columns and joints comply with guide-

lines developed through the National Cooperative Highway Research Program Project 12-49 (ATC,

2003). The main design constraint includes a longitudinal reinforcement ratio of 1.56% with 16-

#3 Grade 60 bars. Since the demand in the NCHRP 12-49 guidelines is determined by the site

of the bridge, the selected site ensures that the longitudinal reinforcement ratio provides sufficient

capacity to meet the requirements. The site is located in the Los Angeles area at a distance of at

least 10 km from a fault to avoid any consideration of near-fault effects. The site is situated on soil

with a shear wave velocity of 3300 ft/sec. The design spectra include both the expected (50% in 75

yrs) and rare (3% in 75 yrs) events and use the spectral acceleration values at 0.2 sec and 1.0 sec

for a site with soil type B. The life-safety performance objective considered R values of 1.3 and

6.0 for the expected and rare events, respectively. From design checks computed in accordance

with NCHRP 12-49, the expected event governs the design. The site considered represents low to

moderate seismic demand for a location in the Los Angeles area.

A column diameter of 4 ft for the prototype bridge results in an axial load ratio of 0.08,

which is within a typical range for reinforced concrete bridge columns. Transverse reinforcement

designed at model scale in accordance with NCHRP 12-49 meets both the confinement require-

ments and provides proper shear capacity. The transverse reinforcement is W2.9 spiral reinforce-

ment at 1.25 in. with Grade 60 steel. While the columns have different span-to-depth ratios, each

column has the same transverse reinforcement ratio to satisfy the global buckling requirements

given in the commentary of NCHRP 12-49. A concrete cover of 0.75 in. at model scale meets

similitude requirements for other tests within the NEES project.

The design requires the bent caps to remain elastic during the shaking table tests. The

dimensions for these members allow for sufficient length to transfer moment from the column

to the bent cap and to support the slab members that constitute the superstructure. Longitudi-
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nal and transverse reinforcement follow AASHTO (American Association of State Highway and

Transportation Officials, 2002) and Caltrans (2000) requirements. The bent caps at bents 1 and 3

include cantilevers to support the masses that are placed at the bridge ends.

The design philosophy for the beam-column joints stipulates that the failure mode should

be in flexure rather than from joint shear or slippage of column reinforcement out of the cap beam.

Detailing requirements for the joints follow the guidelines from Caltrans SDC (Caltrans, 2004) and

NCHRP 12-49. Special mechanical anchorage for the column longitudinal reinforcement prevents

it from slipping out of the joint due to bond failure.

The superstructure of the prototype bridge is a continuous, post-tensioned box girder de-

signed using the AASHTO Standard Specifications (American Association of State Highway and

Transportation Officials, 2002). Since the test specimen is post-tensioned, the cross section at

model scale has the same flexural stiffness but does not have the same geometry of the box girder

cross section. A rectangular cross section 90 in. wide and 14 in. deep satisfies the bending stiffness

requirements. Different segments with cross sections 30 in. wide and 14 in. deep form the super-

structure. Post-tensioning in both the longitudinal and transverse directions preserves continuity

and restricts the superstructure to remain uncracked.

External masses, including concrete and lead blocks located along the length of the bridge,

comprise the additional dead load of the bridge resulting in an axial load ratio of nearly 0.08 at

each bridge column.

Specified Support Motions

Researchers at the University of Washington and the University of California, Davis performed

a study to select ground motions for the shaking table tests. The outcrop motion was the 090

component of the Century City North ground motion (measured at a location 25.7 km from the fault

rupture) that occurred during the 1994 Northridge earthquake (M 6.7). Site response analysis at

prototype scale assumed that the soil profile consisted of Nevada sand (Dr = 80%). Using ProShake

(EduPro Civil Systems, Inc., 1999), the analysis deconvolved the outcrop motion to obtain the

bedrock motion by assuming a particular depth to bedrock for the test under consideration. Site

response analyses performed using OpenSees then determined the ground motion at two column

diameters (8 ft) below the ground surface.
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The testing protocol included a series of low-level tests for which the structure would not

yield, followed by a series of tests with increasing amplitude until failure of the bridge structure

occurred. During the first 12 tests, the input bedrock ground motion had a peak bedrock acceler-

ation of 0.06 g. To model the free-field site response due to this bedrock motion, the selected soil

profiles assumed various depths from the bedrock to the point of fixity, up to 58.1 ft. These first

12 tests considered both coherent and incoherent motions, which were generated with different

depths to bedrock under the three bridge bents. The next two tests applied ground motions mea-

sured during the centrifuge tests with a peak bedrock acceleration of 0.10 g. The remaining nine

tests assumed a peak bedrock acceleration of 0.40 g with the bedrock lying 87.2 ft below the point

of fixity. The target motions correspond to the free-field motions at the point of fixity rather than

the pile motions, since the motions at these locations were not significantly different (Shin, 2007).

Selected Bridge Response Data

The testing protocol included the maximum measured table and bent accelerations as shown in

Table A.1. Table A.2 lists measured maximum and residual drift ratios throughout the tests. As

reported by Johnson et al. (2006), no damage occurred until Test 13, where minor flexural cracks

appeared in bent 1. Based on the strain gauge data, yielding of the columns initiated during Test

13 at bents 1 and 3 and during Test 15 at bent 2. Flexural cracks developed in bents 1 and 3

during Test 15 with up to 4 in. of spalling occurring in bent 3. Spalling continued to develop in

bents 1 and 3 during Tests 16 and 17 resulting in exposure of the transverse reinforcement. During

Test 18, transverse reinforcement in bent 2 began to become exposed, the maximum drift ratio

in bent 3 was 5.5%, and the longitudinal reinforcement in bent 3 was exposed and at the onset

of buckling. During Test 19, bent 3 failed with several spiral hoops fracturing and a significant

number of longitudinal bars buckling. Following Test 20, longitudinal reinforcement in bent 3

fractured, while the additional damage accumulated in bents 1 and 2 was insignificant.

3.2.2 Four-Span Bridge

A subsequent NEES project considered the seismic performance of a reinforced concrete bridge

including abutments at the bridge ends. Shaking table tests of a 1/4-scale reinforced concrete

bridge with four spans supported by two-column bents and abutments were performed at UNR.
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These tests give additional insight into the seismic behavior of the bridge system with abutments.

An extensive description of the design of the bridge and the results of the shaking table tests is

presented by Nelson et al. (2007). The following summarizes selected information pertinent to the

design, testing, and response of the four-span bridge.

Specimen Design

Column heights for the four-span bridge are 5 ft, 7 ft, and 6 ft for bents 1, 2, and 3, respectively, as

shown in Figure A.1. The interior and end spans are 348 in. and 294.25 in. long, respectively, to

meet the space restrictions within the structures facility at UNR. At the ends of the bridge, reaction

blocks support the abutments that seat the bridge deck. The abutments have an embedded steel

wide flange section that slides within a teflon-coated guide restricting movement in the longitudinal

direction only. Each column uses the same longitudinal and transverse reinforcement as in the two-

span bridge with 0.5 in. of cover concrete. Additional mass loads the bridge to an axial load ratio

of 7% in bent 2 and 7.3% in bents 1 and 3. One major difference between the design of the four-

span bridge with that of the two-span bridge is the cap beam detail. The cap beam consists of two

separate members, a bent cap beam of square cross section that is integral with the columns, and

an inverted T-beam to which the prestressed concrete girders are connected. The inverted T-beam

rests on steel bearing plates and hydrostone and two post-tensioned rods fasten it to the bent cap

beam. Due to this detail, there is much greater flexibility at the top of the columns for rotation

about the transverse axis than in the two-span bridge.

Specified Support Motions

The ground motion assumed for the high-level tests of the two-span bridge is the target table motion

used in the tests of the four-span bridge. Site response analysis determined the target motions at

the point of fixity for both horizontal components of the Century City North ground motion. The

input at the base of the soil has a peak bedrock acceleration of 0.40 g in the transverse direction.

The bedrock lies 87.2 ft below the point of fixity for a soil profile consisting of Nevada sand (Dr

= 80%). Simulations in OpenSees prior to the tests calculated the displacement time histories at

the bridge ends due to the response of an assumed abutment model (Zadeh and Saiidi, 2007). The

target displacement input for the actuators at the abutments follows the pre-test simulation results.
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Selected Bridge Response Data

Over the course of 12 tests, the bridge withstood table accelerations as high as 1.5 g and bent

accelerations as high as 1.2 g as shown in Tables A.3 and A.4. Tables A.5 and A.6 list the peak and

residual drift ratios, respectively, at each bent in both horizontal directions. During Tests 1B, 4A,

and 4B, restrainers made of either steel or a shape memory alloy (SMA) modified the response at

the abutments as part of a NEES payload project. The shaking table hydraulic system shut down

during Test 5 due to safety issues resulting in a shorter duration for this test. During Test 6, the

columns in bents 1 and 3 had significant spalling and the longitudinal reinforcement in bent 1 was

at the onset of buckling. Substantial damage occurred in bent 1 during Test 7 with buckling and

fracture of the longitudinal reinforcement. Residual drift ratios exceeded 2.7% for bent 1 and 1.4%

for bent 3 following Test 7. The bridge abutments sustained heavy pounding during the high-level

tests without failure of the backwall.

System Identification Studies

System identification studies using measured data during Tests 1D and 2 allow the vibration fre-

quencies and mode shapes of the four-span bridge to be determined. The system is idealized with

a multiple-input/multiple-output (MIMO) ARX model. The ARX model is given by:

y(t) +
na∑
i=1

Aiy(t− i∆t) =

nb∑
j=1

Bju(t− j∆t) + e(t) (3.1)

where y(t) is the vector of outputs at time t, y(t− i∆t) and u(t− j∆t) are the vectors of previous

outputs and inputs, na and nb are the model orders, Ai and Bj are matrices containing the model

parameters, and e(t) is the error term. The system is solved using the arx function in Matlab by

minimizing the trace of the prediction error covariance matrix (Matlab, 2007). Extensive system

identification studies of the two-span bridge, including the determination of frequencies and mode

shapes using a MIMO ARX model, were performed by Ranf (2007).

To define the response of the bridge system, the inputs included the table accelerations

measured in both the transverse and longitudinal directions, and the outputs included data mea-

sured from the six accelerometers shown in Figure 3.1. The measured data was filtered using an

8th-order lowpass Chebyshev Type I filter with a cutoff frequency equal to 20 Hz. The stability

diagram in Figure 3.2 compares the variation of the identified frequencies with increasing model
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Fig. 3.1 Location of accelerometers used in system identification studies of the 4-span
bridge.

order. The modal phase collinearity (Pappa and Elliott, 1993) is used to quantify the extent to

which the mode shapes display monophase behavior. Data points are plotted according to which

of the following selection criteria are met: a relative difference of less than 10% with increasing

model order for the frequency or damping ratio and MPC ≥ 0.85. Similar selection criteria were

used by Pakzad (2008) in system identification studies of the Golden Gate Bridge. The identified

frequencies, damping ratios, and computed MPC values for increasing model order are tabulated

in Table 3.1. The mode shapes and frequencies vary greatly from Test 1D to Test 2 as shown in

Figure 3.4. The mode associated with twisting about bent 2 for translation in the transverse di-

rection is much more flexible during Test 1D than Test 2. This discrepancy stems from the extent

to which significant pounding occurs at the abutments during these tests. The measured absolute

transverse and relative longitudinal deck displacements at the south end of the bridge are plotted

in Figure 3.3. Pounding at the bridge ends during Test 2 restricts the motion of the bridge deck in

the transverse direction to a greater extent observed during Test 1 resulting in greater stiffness for

the aforementioned mode.
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Fig. 3.2 Stability diagrams from system identification of the 4-span bridge using measured
data during Tests 1D and 2.

Table 3.1 Results from system identification studies of the 4-span bridge.

Test 1D
Model T1 ζ1 MPC

T2 ζ2 MPC
T3 ζ3 MPC

T4 ζ4 MPC
Order (sec) (%) (sec) (%) (sec) (%) (sec) (%)

8 0.60 9.66 0.88 0.48 12.43 0.10 0.40 10.39 0.95 0.21 3.76 1.00
10 0.60 9.19 0.87 0.48 16.61 0.20 0.40 10.58 0.97 0.21 6.38 0.98
12 0.59 8.87 0.91 0.49 17.79 0.08 0.40 12.05 0.97 0.21 7.30 0.95
14 0.58 9.69 0.91 0.49 19.29 0.12 0.40 12.27 0.97 0.22 8.71 0.91
16 0.58 9.62 0.89 0.49 20.14 0.15 0.40 12.39 0.98 0.22 9.95 0.85
18 0.58 9.62 0.91 0.50 18.64 0.31 0.40 12.13 0.98 0.22 11.14 0.83

Test 2
8 0.52 7.55 0.95 0.42 9.47 0.92 0.26 1.07 0.97 0.20 7.50 0.99

10 0.52 7.99 0.96 0.43 8.37 0.93 0.27 0.94 0.98 0.21 11.67 0.94
12 0.52 7.10 0.86 0.44 8.58 0.74 0.26 11.40 0.80 0.21 17.97 0.89
14 0.52 6.44 0.70 0.46 8.66 0.44 0.27 13.35 0.95 0.24 22.42 0.90
16 0.54 6.45 0.71 0.44 6.91 0.54 0.30 16.15 0.60 0.24 22.42 0.19
18 0.54 5.60 0.59 0.44 6.33 0.50 0.30 19.59 0.14 0.24 21.77 0.52
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Fig. 3.3 Measured absolute transverse and relative longitudinal deck displacements at the
south end of the 4-span bridge during Tests 1D and 2.
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3.3 DESCRIPTION OF SIMULATION MODELS

While one purpose of the experimental tests is to provide insight into the system behavior of

a reinforced concrete bridge, they also serve as a benchmark to which simulation models may

be calibrated and validated. Simulations of the shaking table tests have been performed using

OpenSees (McKenna et al., 2000). A calibration procedure has been developed wherein pertinent

parameters for the simulation model are selected to correlate with the global response recorded

during two specific experimental tests. Additional simulation models are developed using various

assumptions regarding the strain penetration along the anchored reinforcement at the column ends.

For the simulations, the earthquake excitation is applied to the model using the recorded actuator

displacements and neglects any interaction between the hydraulic system and the structure.

3.3.1 Material Modeling

To represent the nonlinear response of the bridge specimen under dynamic loading, it is necessary

to model accurately the cyclic response of the materials in the structure. The following describes

the material models utilized in the simulation model and the selection of parameters to provide

agreement with the experimental data.

Concrete

Concrete is modeled using the Concrete02 uniaxial material in OpenSees. The monotonic response

is based on the work of Kent and Park (1971) and was modified by Scott et al. (1982). Further

work by Yassin (1994) extended this model to incorporate unloading and reloading with degrading

stiffness and linear tension softening. The peak strength for the unconfined concrete model is based

on tests of concrete cylinders performed near the date of the shaking table tests. The confined

concrete compressive strength, f ′cc, has been calculated in accordance with the work of Mander et

al. (1988) and is:

f ′cc = f ′co

(
−1.254 + 2.254

√
1 +

7.94f ′l
f ′co

− 2
f ′l
f ′co

)
(3.2)

23



where f ′co is the unconfined concrete compressive strength. The effective lateral confining stress,

f ′l, due to the spiral reinforcement is:

f ′l =
1

2

(
1− s′

2ds

1− ρcc

)
ρsfyh (3.3)

where s′ is the clear vertical spacing between spiral bars, ds is the diameter of spiral between bar

centers, ρcc is the ratio of area of longitudinal reinforcement to area of confined concrete core, ρs

is the ratio of the volume of transverse confining steel to the volume of confined concrete core,

and fyh is the yield strength of the transverse reinforcement. The ultimate strain for the confined

concrete was determined using the energy balance approach developed by Mander et al. (1988).

The parameters for the concrete material models that were used in the simulations are listed in

Table 3.2. The response of these models under cyclic loading is shown in Figure 3.5.

Table 3.2 Concrete material properties.

Test Concrete Type f ′co(ksi) εco f ′cu(ksi) εcu

2-Span
Unconfined 5.9 0.002 0.0 0.006
Confined 7.5 0.0048 4.8 0.022

4-Span
Unconfined 6.7 0.002 0.0 0.006
Confined 8.3 0.0044 4.7 0.024

Steel

The Hysteretic uniaxial material model in OpenSees was selected to model the response of the

steel reinforcement to match the monotonic response observed during the steel coupon tests. The

parameters included in this model are noted in Table 3.3. A comparison of the monotonic response

of the steel material model with the results of the coupon tests, as well as a plot of the response of

the steel material model under cyclic loading, is shown in Figure 3.6.

3.3.2 Column Modeling

Strain Penetration at Column Ends

Additional deformation at the column ends results from elongation of the steel reinforcement at

beam-column joints as well as column-to-foundation connections. As shown in Figure 3.7, a bi-

uniform bond stress distribution is assumed along the length of the anchored bar based on the
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Table 3.3 Steel material properties.

Test F1(ksi) ε1 F2(ksi) ε2 F3(ksi) ε3

2-Span 67 0.0023 92 0.028 97 0.12
4-Span 61 0.0021 91 0.028 97 0.12
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Fig. 3.6 Material modeling of steel reinforcement.
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simplified model developed by Lehman and Moehle (1998). The relationship between the stress
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Fig. 3.7 Rigid-body rotation due to bar slip (based on Mazzoni et al. (2004)).

in the reinforcing bar and the bond stress along the surface is given by equilibrium. Prior to yield,

the bar stress is:

fs =
πdbueld

Ab

(3.4)

where fs is the bar stress, Ab is the cross-sectional area of the bar, db is the bar diameter, ue is

the elastic bond stress, and ld is the development length. After yield, the strain-hardening branch

follows a parabolic curve given by the relationship developed by Mander (Chang and Mander,

1994):

fs = fu + (fy − fu)

(
εsu − εs

εsu − εsh

)P

(3.5)

where fu is the ultimate stress, fy is the stress at yield, εs is the steel strain, εsh is the steel strain at

the onset of strain hardening, εsu is the ultimate steel strain. The exponent P is:

P = Esh

(
εsu − εs

fu − fy

)
(3.6)

where Esh is the strain-hardening modulus that is assumed to be 1500 ksi. At yield, the anchorage

length necessary to equilibrate the bar stress is:

le =
fydb

4ue

(3.7)
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Subsequent to yielding, the additional development length, lp, required for equilibrium is:

lp =
(fs − fy)db

4up

(3.8)

where up is the plastic bond stress. The total development length for the bond stress distribution to

equilibrate the force in the bar is:

ld = le + lp (3.9)

The bar elongation, δ, may then be determined by integrating the strain over the development

length:

δ(x) =

∫ ld

0

εs(x)dx (3.10)

The stress-slip relationship is calculated using bond stress values based on a calibration done by

Ranf (2007) to match strain gauge data recorded along the length of the anchored reinforcement

during the shaking table tests of the two-span bridge. The bond stress is assumed to have constant

bond stress of ue = 8
√

f ′c over the portion of the bar that remains elastic and a constant bond

stress of up = 4
√

f ′c over the remaining portion of the bar. Slip values are computed for the three

stress values used to define the backbone curve for the material response of the steel reinforcement

as was discussed in Section 3.3.1. The stress-slip relationship for the steel reinforcement is shown

in Figure 3.8.
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Fig. 3.8 Stress-slip response for steel reinforcement.

Column Modeling Approaches

Three different approaches are considered for modeling the reinforced concrete columns in the

simulations. Each model includes a forceBeamColumn element based on the force formulation
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presented by Spacone et al. (1996). Using the principle of virtual work, the element deformations

are computed through numerical integration of the curvature along the length of the element as

discussed in a summary of the force formulation by Filippou and Fenves (Bozorgnia and Bertero,

2004). The section response is evaluated using a cross-section discretization with two and four

subdivisions in the radial direction for the core and cover concrete, respectively, and 16 subdivi-

sions in the tangential direction. The reinforcement details and column geometry are listed in Table

3.4. The moment-curvature response for the column sections in the two-span and four-span tests is

shown in Figure 3.9 for an axial load index of 0.08. The yield curvature is defined from a bilinear

approximation to the moment-curvature curve as defined in the Caltrans Seismic Design Criteria

(Caltrans, 2004). Special consideration must be taken when validating the local response of this
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Fig. 3.9 Moment-curvature analysis of reinforced concrete circular column sections used
in the 2-span and 4-span bridges. Bilinear approximations are determined for the
purpose of computing curvature ductilities.

Table 3.4 Column geometry and reinforcement details.

2-span 4-span
cover 0.5 in. 0.75 in.
Dcol 12 in.
ρlong 1.56 %
ρlat 0.9 %
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Fig. 3.10 Comparison of determination of peak calculation in the experiment and simu-
lation. The integration points and weights are shown for determination of the
element response in the simulation.

element based on the experimental results. The peak curvature is sampled at the element end in

the simulation model for the purposes of numerical integration. In the experimental setup, the cur-

vatures are averaged using rotation measurements from displacement transducers as was discussed

in Section 3.2.1. While the average curvatures from the experiment do include the effect of the

additional flexibility at the column ends due to strain penetration along the anchored reinforce-

ment, they are measured five in. from the column ends and thus do not capture the peak column

curvature. Figure 3.10 illustrates that the peak curvatures from the simulation may be much larger

than those measured from the experiment due to the large strain gradient that exists at the column

ends.

The column models differ in the way they account for the additional flexibility at the col-

umn ends due to strain penetration along the anchored reinforcement. An illustration of the dif-

ferent models is shown in Figure 3.11. The first one represents the columns by using a nonlin-

earBeamColumn element with four-point Gauss-Lobatto quadrature and zero-length elements at

the column ends. The zero-length elements, proposed by Mazzoni et al. (2004), include degrees

of freedom describing the moment-rotation response about the longitudinal and transverse axes of

the bridge to account for bar slip. As discussed in Mazzoni et al. (2004), bar slip occurs in two

modes: elongation due to the variation in strain along the length of the anchored bar resulting from

bond to the surrounding concrete, and rigid body slip of the bar that is resisted by friction from the

surrounding concrete. Since the joints in the shaking table specimen included sufficient anchorage

of the reinforcement, the latter mode of slip is not included. The response is modeled using the

Hysteretic uniaxial material, which consists of a backbone curve that is described by three points
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Fig. 3.11 Column models considered in the simulations.

in the positive and negative directions, respectively. The model developed by Mazzoni et al. (2004)

accommodates the limitations of the Hysteretic material by basing the moment-rotation response

on three stages from the moment-curvature analysis of the cross-section as shown in Figure 3.12.
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Fig. 3.12 Moment-curvature analysis of reinforced concrete circular column section used
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These stages correspond to first yield of the reinforcement, nominal moment where the out-

ermost fiber in compression reaches εc = 0.003, and ultimate moment when the confined concrete

crushes. For each stage, the stress in the outer reinforcing bar in tension is determined, and the

corresponding slip is computed using the relationship shown in Figure 3.8. The section rotation is

then:

θ =
δ

dNA

(3.11)

where δ is the bar elongation of the outermost bar in tension and dNA is the distance from the

outermost bar in tension to the neutral axis.

The other two column models include the beamWithHinges element with a plastic hinge

integration method developed by Scott and Fenves (2006). This quadrature rule enables the analyst

to specify the lengths over which nonlinear response is assumed to occur at the element ends

while restricting the interior of the element to remain elastic. Two modeling recommendations are

followed to determine the fixed plastic hinge length, Lp, and the flexural stiffness for the interior

elastic region of the element. The first approach uses the relationship for Lp given by Priestley et

al. (1996):

Lp = 0.08L + 0.15fyedbl ≤ 0.3fyedbl (fye in ksi) (3.12)

where L is the distance from the column end to the point of contraflexure, taken as one half the clear

column height, fye is the yield strength of the longitudinal reinforcement, and dbl is the diameter of

the longitudinal reinforcement. The elastic portion of the element is assumed to have an effective

stiffness equal to My/κy found from the moment-curvature analysis of the cross-section.

The second column modeling approach using the beamWithHinges element incorporates

modeling recommendations by Berry et al. (2008). Using data from 37 tests of well-detailed

bridge columns, Berry proposed relationships for the plastic hinge length and effective elastic

stiffness based on regression analyses. The effective stiffness is modified to ensure compatibility

between the yield displacement computed from a hand calculation with that computed from the

beamWithHinges element. A comparison of the plastic hinge lengths and effective stiffness for the

column models that include the beamWithHinges element is shown in Table 3.5.
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Table 3.5 Comparison of plastic hinge lengths and effective stiffness for beamWithHinges
elements.

Lp/Dcol

Bent 1 Bent 2 Bent 3
Priestley (Priestley et al., 1996) 0.52 0.60 0.48

Berry (Berry et al., 2008) 0.37 0.42 0.34
EIeff/EIg

Bent 1 Bent 2 Bent 3
M-κ 0.37 0.37 0.37

Berry (Berry et al., 2008) 0.32 0.37 0.29

3.3.3 Bent Cap

The bent cap beams are modeled using linear elastic beam-column elements with geometric prop-

erties calculated using assumptions regarding the effective width of the cap beam and reduction of

its stiffness due to cracking. As shown in Figures 3.13 and 3.14, different cap beam designs were

used for the two-span and four-span bridges. For the two-span bridge model, the cap beams at all

bents are assumed to have a depth of 15 in. and an effective width of 15 in. The effective width is

selected as such given that the amount of longitudinal reinforcement outside this effective width is

small. A rigid-joint offset of 8 in. in the vertical direction and 6 in. in the horizontal direction is

applied at the top of the columns to model the rigid behavior of the beam-column joints. For the

four-span bridge model, two separate beams contribute to the flexural resistance of the bents during

motion in the transverse direction. The 15 in. by 15 in. cap beam is integral with the reinforced

concrete columns and transfers moment through the beam-column joint. An inverted T-beam is

connected to the cap beam using vertical steel rods placed at two locations along the length of the

beam and hydrostone is applied at the interfaces. The inverted T-beam supports the prestressed

concrete beams that form the bridge deck.

The cap beams are modeled using linear elastic beam-column elements with rigid joint

offsets to account for the beam-column joints. At each end of the bridge bent, two nodes are placed

at the location of the interface between the inverted T-beam and the square cap beam as shown in

Figure 3.15. A rigidLink bar constrains the translational degrees of freedom of these nodes. A

zero-length element is used to introduce rotational flexibility at these interfaces for rotation about

the axis shown in Figure 3.15 during longitudinal movement of the bridge. As is discussed in
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Section 3.5.2, the rotational flexibility is calibrated to match the results of system identification

studies of the four-span bridge. A reduction factor, α, is applied to the flexural stiffness to account

for cracking in the member. Based on the recommendations of the Caltrans Seismic Design Criteria

(SDC) (Caltrans, 2004), the value of α may be selected within the range of 0.5 − 0.75, where 0.5

corresponds to a lightly reinforced section, and 0.75 corresponds to a heavily reinforced section.
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Fig. 3.13 Cap beam details for the 2-span bridge.
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Fig. 3.14 Cap beam details for the 4-span bridge.
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Fig. 3.15 Nodal constraints at the cap beam interface for the 4-span bridge model.

3.3.4 Superstructure

The superstructure consists of prismatic prestressed concrete members that are prestressed in both

the longitudinal and transverse directions. Each segment of the superstructure is modeled with

a linear elastic beam-column element. No stiffness reduction has been taken for these elements

based on common modeling assumptions and the recommendations of the SDC. No reduction of

the torsional moment of inertia is taken, since this bridge meets the Ordinary Bridge requirements

of the SDC.

3.3.5 Mass Distribution

Point masses are placed along the longitudinal axis of the bridge model. Sources of mass that are

modeled include the gravity load of the bridge deck and columns, and additional concrete and lead

blocks used for similitude. The mass of the abutment is included in the simulations of the four-span

bridge.
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3.3.6 Damping

Damping is incorporated into the simulation models using Rayleigh damping with the last com-

mitted structural stiffness matrix. The first-mode frequency in the transverse direction for the

two-span bridge and the first-mode frequency in the longitudinal direction for the four-span bridge

are used to compute the associated stiffness-proportional damping coefficient. A damping ratio of

2% matches the results of system identification studies performed by Ranf (2007).

3.3.7 Pounding

To account for the impact of the bridge deck with the abutments, zero-length elements are included

at the ends of the bridge. A study performed by Muthukumar (2003) showed the limitations of ex-

isting impact models and introduced a nonlinear Hertz contact model. The Hertz contact is approx-

imated using a bilinear spring including a gap for ease of implementation in existing finite element

software. Further studies including this impact model were performed by Nielson (Nielson, 2005)

in the seismic fragility analysis of highway bridges. The energy dissipated during impact is:

∆E =
Khδ

n+1
m (1− e2)

n + 1
(3.13)

where Kh is the impact stiffness factor, δm is the amount of penetration, n is the the exponent

for the nonlinear Hertz model, and e is the coefficient of restitution. The effective stiffness of the

impact model is:

Keff = Kh

√
δm (3.14)

The impact stiffness factor, Kh, is computed as 0.5EcAdeck/Lbridge, to account for the fact that

two impact elements are included at each end of the bridge. The maximum penetration, δm, is

consistent with the assumed value by Muthukumar (2003). The yield penetration during impact is:

δy = aδm (3.15)

where a must satisfy the relation:

a < 1− 2

5
(1− e2) (3.16)

The initial stiffness and post-yield stiffness of the Hysteretic model may then be derived to give

the energy dissipation during impact, ∆E, shown in Equation 3.13. The initial stiffness, Kt1 , of
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the impact model is:

Kt1 = Keff +
∆E

aδ2
m

(3.17)

The post-yield stiffness, Kt2 , of the impact model is:

Kt2 = Keff − ∆E

(1− a)δ2
m

(3.18)

The selected impact model parameters are shown in Table 3.6. The hysteretic response of

the impact model during a pounding event is shown in Figure 3.16. Initial gap sizes were selected

using the measured relative displacements at the east and west side of each respective end of the

bridge during Test 4D as shown in Figure 3.17.

Table 3.6 Impact model parameters.

Kt1 4715 kip-in e 0.8
Kt2 1623 kip-in a 0.1
Kh 2452 kip-in n 1.5
δm 0.62 in.
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Fig. 3.16 Hysteretic behavior of impact model for pounding at abutments.
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3.4 DEVELOPMENT OF A CALIBRATED SIMULATION MODEL

The shaking table tests provide an opportunity to calibrate a simulation model to the global re-

sponse observed at the experimental scale. Following the calibration, the performance of the

bridge at the local level, as represented by the model, may be investigated. The Calibrated sim-

ulation model also sets a benchmark to which other simulation models using different modeling

assumptions for the concrete columns may be compared. Finally, using the laws of similitude, this

Calibrated simulation model may be scaled to study the earthquake response of prototype bridge

systems.

The simulation model is calibrated to agree with the displacement time histories recorded

at the top of each bridge bent during the shaking table tests of the two-span bridge. Two tests

are used in the calibration procedure, Test 12 where the response can be considered to be elastic

(low level), and Test 15 where the structure behaves nonlinearly (high level). Nonlinear dynamic

analyses are conducted using only the table motions for the particular test under consideration.

Modeling parameters are judiciously chosen to be varied during the calibration procedure and an

evaluation metric is selected to compare the simulation results to those of the shaking table tests.

3.4.1 Selection of Parameters

Based on the data from the experimental tests, there was uncertainty regarding the extent of crack-

ing in the cap beam and the amount of rotation at the column ends due to the strain penetration

along the anchored reinforcement. The calibration process involved sensitivity studies with vari-

ation in parameters associated with the cap beam bending stiffness and the bar-slip model. For

the low-level test, it is necessary to match the elastic period of the structure to capture the re-

sponse accurately. The parameters necessary for inclusion in the calibration procedure to match

the fundamental period are:

1. The reduction factor, γ, applied to the initial stiffness, Kinit, of the moment-rotation model

used to represent bar slip at the column ends.

2. The reduction factor, α, applied to the gross stiffness of the cap beam when modeling this

member as a linear-elastic element.
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For the high-level test, the sensitivity of the model to variation in the parameters associated with

the bar-slip model was investigated. These parameters were selected as:

1. The variation of the unloading stiffness of the bar-slip model with increase in ductility as

denoted by the parameter β.

2. The pinching factor of the bar-slip model.

3.4.2 Evaluation Metric

An evaluation metric was selected to assess the sensitivity of the simulation model to variations

in the parameters selected for inclusion in the calibration procedure. The metric measures the

agreement between the displacement time histories in the simulation and those in the experiment

for a complete time history response. To avoid problems associated with a constant time shift as

shown in Figure 3.18, the metric is evaluated with comparisons made in the frequency domain, as

developed by McVerry (1980):

E =

∑N
i=1

∑l=lmax

l=lmin
|Ai

exp(l∆ω)− Ai
sim(l∆ω)|2

∑N
i=1

∑l=lmax

l=lmin
|Ai

exp(l∆ω)|2 (3.19)

where Ai
exp and Ai

sim are the Fourier amplitudes of the displacement time histories at bent i for

the experiment and the simulation, respectively; N is the number of bents, lmin and lmax determine

the frequency range over which the metric is calculated, and ∆ω = 2π/T , where T is the final

time for the test under consideration. The evaluation metric is a measure of the summation of the

mean square error of the simulation response divided by the summation of the mean square of the

experimental response for the Fourier transforms of the displacement time histories at the three

bents. An illustration of a comparison of the Fourier transform of the displacement time histories

is shown in Figure 3.18.

3.4.3 Parameter Study

Nonlinear dynamic analyses of the simulation model were performed using the table motions for

Test 12. This test was selected because yielding of the reinforcement had not yet occurred in the

test specimen, and the objective for the sensitivity studies associated with the low-level test was

to match the elastic response seen in the experiment. The simulation model included only the

effects of damage from the table motions associated with Test 12, while the experimental results
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Fig. 3.18 Comparison of the Fourier amplitudes of the displacements of the 2-span bridge
at bent 3 during Test 12 used in calculating the evaluation metric and an example
of a constant time shift in a displacement time history.

included damage from all of the low-level tests prior to and including Test 12. This difference was

accepted to reduce the computational time for the sensitivity studies and to investigate a wide range

of parameters. As was discussed in Section 3.4.1, the parameters varied during the calibration for

the low-level test were γ, the reduction factor applied to the initial stiffness of the bar slip model,

and α, the reduction factor applied to the cap beam bending stiffness. These two parameters were

identified as having the most significant impact on the elastic period of the model and thus on the

low-level response.

Sensitivity studies of the simulation model for the low-level response were performed using

the range of parameters given in Table 3.7. For each set of parameters, the metric was calculated

using Equation 3.19. The results of the sensitivity studies are shown in Figure 3.19. The calibrated

parameters selected based on the results of the sensitivity studies for the low-level tests are shown

in Table 3.7.

Table 3.7 Parameters for low-level calibration.

Range Calibrated Value
γ 0.6-1.2 0.65
α 0.4-1.0 0.75
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Fig. 3.19 Sensitivity of the evaluation metric during calibration study of the 2-span bridge
for Test 12.

The improvement in the representation of the vibration periods of the simulation model as

a result of the low-level calibration is shown in Table 3.8 for modes associated with translation in

the transverse direction. The vibration periods from the experiment in Table 3.8 were determined

based on system identification studies performed by Ranf (2007).

Table 3.8 Vibration periods prior to and following calibration.

Mode
2 3 6

Simulation
0.30 0.23 0.07

(Starting Assumptions)

Simulation
0.33 0.25 0.07

(After Calibration)

Experiment 0.34 0.26 0.08

The mode shapes and vibration periods for the simulation following the low-level cali-

bration were determined using OpenSees and are shown in Figure 3.20. The first mode includes
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Fig. 3.20 Mode shapes and periods of vibration for the simulation model of the 2-span
bridge following low-level calibration.

translation in the longitudinal direction. The second mode includes translation in the transverse

direction with rotation about bent 3. Mode 3 is primarily translation in the transverse direction

with twisting occurring about bent 2. Modes 4 and 5 are due to in-plane bending of the deck. The

sixth mode is out-of-plane bending of the deck in the transverse direction.

Additional parameter studies were performed to calibrate the simulation model to the re-

sults from a test where significant nonlinear deformation occurred. Test 15, for which drift ratios

greater than 2% at bents 1 and 3 were observed, was selected for the comparison to a high-level

test. Sensitivity studies of the simulation model for the high-level response were performed using

the range of parameters for the bar-slip model given in Table 3.9.
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Table 3.9 Range of parameters for high-level calibration.

Parameter Range
β 0.0-0.5

pinching factor 0.0-0.75

The simulation model included only the effects of damage from the table motions associ-

ated with Test 15, while the experimental results included damage from all of the low-level tests

prior to and including Test 15. As was the case for the low-level calibration, this limitation was

accepted because of the difficulty in modeling accumulated damage over many tests, and to de-

crease the computation time required for investigating a wide range of parameters. The results

of sensitivity studies for different assumptions regarding the bar slip model are shown in Figure

3.21. The default values of 0.0 for the parameters, β and the pinching factor, for the bar slip model

were selected to satisfy the minimum evaluation metric calculated during the calibration study. The

cyclic response of the bar slip model prior to and following the low-level and high-level calibration

is shown in Figure 3.22.

Further comparisons in Figure 3.23 illustrate the difference in the displacement time histo-

ries and moment-rotation response for different values of the evaluation metric. Increased pinching

in the moment-rotation model leads to a poorer comparison between the experimental and simu-

lation displacement histories. To determine the effect of extensive nonlinear deformation on the

value of the evaluation metric for different assumptions in the bar slip model, additional analyses

were conducted using the recorded table motions during Test 18. For the same selected set of

parameters for the bar slip model, Figure 3.24 demonstrates that the same trend in the value of the

evaluation metric is observed with increased pinching of the moment-rotation model in the simu-

lations for both Tests 15 and 18. In the following section, the performance of the simulation model

developed from the calibration procedure described above is assessed for the response to all table

motions recorded during the shaking table tests.
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Fig. 3.21 Sensitivity of the evaluation metric during calibration study of the 2-span bridge
for Test 15.
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Fig. 3.22 Moment-rotation model for bar slip after calibration.

45



10 15 20 25 30
−3

−2

−1

0

1

2

3

Time (sec)

D
rif

t R
at

io
 (

%
)

 

 

Evaluation Metric = 0.27

Bent 3
Test 15

Exp
Sim

−0.02 −0.01 0 0.01 0.02

−500

0

500

Rotation (rad)

M
om

en
t (

ki
p−

in
.)

PinchX = 0
PinchY = 0
β = 0

10 15 20 25 30
−3

−2

−1

0

1

2

3

Time (sec)

D
rif

t R
at

io
 (

%
)

Evaluation Metric = 0.92

−0.02 −0.01 0 0.01 0.02

−500

0

500

Rotation (rad)

M
om

en
t (

ki
p−

in
.)

PinchX = 0.75
PinchY = 0.00
β = 0.25

Fig. 3.23 Results of calibration study of the 2-span bridge for Test 15. Moment-rotation
response from the simulation model is shown at the bottom of the west column in
bent 3.
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Fig. 3.24 Results of calibration study of the 2-span bridge for Test 18. Moment-rotation
response from the simulation model is shown at the bottom of the west column in
bent 3.

3.5 VALIDATION OF SIMULATION MODELS

3.5.1 Two-Span Bridge

Nonlinear dynamic analyses of the shaking table specimen were performed using simulations with

the different column models described in Section 3.3.2. The excitation was applied using the

multiple support pattern with the measured table displacements. These simulations provide insight

into the accuracy of the Calibrated model, described in Section 3.4, when the accumulated damage

from all of the shaking table tests is considered. The results from the Calibrated model may also be

used as a benchmark to assess the extent to which the two other simulation models being considered

are capable of capturing the response measured during the shaking table tests.

Comparisons of the global response of the simulation model are made using periods of

vibration, the evaluation metric proposed in Section 3.4, and relative displacement time histories

measured at the top of each bridge bent and the table supporting it. Table 3.10 shows the vibration

periods calculated from modal analysis of each simulation model. The Priestley (Priestley et al.,

1996) and Berry (Berry et al., 2008) models underestimate the period of vibration at the second
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mode by 21% and 12%, respectively. A comparison of the displacement time history response

during Test 12 at bent 3 for the different simulation models is shown in Figure 3.25. While the

Berry model gives closer agreement to the periods of vibration identified during the two-span

tests listed in Table 3.10, a larger evaluation metric is computed for the displacement time history

response of this model than for the Priestley model. The agreement of the low-level response,

where yielding has not yet occurred, of the simulation models is very sensitive to any difference of

the periods of vibration compared with the experimental specimen.

Table 3.10 Comparison of periods of vibration (in sec) for the 2-span bridge models.

Mode
Simulation 1 2 3 4 5 6

Lp Priestley (Priestley et al., 1996) 0.32 0.27 0.19 0.22 0.17 0.07
Lp Berry (Berry et al., 2008) 0.35 0.30 0.23 0.22 0.18 0.07

Calibrated 0.36 0.33 0.25 0.22 0.18 0.07
Experiment 0.34 0.26 0.08
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Fig. 3.25 Comparison of displacement time histories of the 2-span bridge during Test 12
when using different column models in the simulations.
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Additional comparisons of the displacement time history response of the simulations con-

sidered for Tests 15 and 18 are shown in Figures 3.26 and 3.27, respectively. For these higher-level

tests where significant nonlinear deformation occurs, there is much less discrepancy between the

results of each simulation model. The frequency content, which proved to be very sensitive to mod-

eling assumptions for the low-level tests, is less sensitive to changes in the modeling assumptions

at these higher-level tests.

The peak drift ratios computed using the selected simulation models are shown in Figure

3.28. The simulation models give excellent predictions of the peak drift ratios at each bent be-

ginning with Test 15, where significant yielding has taken place, until Test 18, at the onset of bar

buckling in bent 3. For these tests, the simulations match the peak drift ratios within a 20% error.

Following Test 18, substantial bar buckling and fracture of the longitudinal and transverse rein-

forcement took place. The simulation models do not account for such phenomena and thus cannot

track the displacement time histories during these final tests.

A comparison of the superstructure displacements at the instants when the peak response of

bent 3 is reached during Test 18 is shown in Figure 3.29. The superstructure displacement profile

at these instants gives insight into the ability of the simulation models to capture the displacements

during the shaking table tests. For the first instant shown, the measured response displays greater

twisting about bent 2 than do the simulation models, resulting in a greater absolute displacement at

bent 3. At the second instant shown, the deck displacement at bent 3 from each of the simulations

is in close agreement with that of the measured response; however, the different amounts of twist

result in either an overestimate or underestimate of the response at bent 1 depending on the selected

column model. To predict the system response of this bridge with varying column heights, it is

necessary to reproduce accurately the twisting response noted during the shaking table tests. The

validated simulation models demonstrate the ability to predict the peak global response within an

acceptable accuracy despite the twisting effect not being fully represented.
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Fig. 3.26 Comparison of displacement time histories of the 2-span bridge during Test 15
when using different column models in the simulations.
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Fig. 3.27 Comparison of displacement time histories of the 2-span bridge during Test 18
when using different column models in the simulations.

52



12 13 14 15 16 17 18 19 20
0

2

4

6

8
P

ea
k 

D
rif

t R
at

io
 (

%
) Bent 1

 

 
Exp
L

p
 Priestley

L
p
 Berry

Calibrated

12 13 14 15 16 17 18 19 20
0

2

4

6

8

P
ea

k 
D

rif
t R

at
io

 (
%

) Bent 2

12 13 14 15 16 17 18 19 20
0

2

4

6

8

P
ea

k 
D

rif
t R

at
io

 (
%

) Bent 3

Test

Fig. 3.28 Comparison of peak drift ratios of the 2-span bridge when using different column
models in the simulations.
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placements during Test 18 when using different column models in the simulations.
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The comparisons of the local response of the simulation models with that of the experiment

are also of interest, since these response quantities are associated with limit states in performance-

based earthquake engineering methodologies. The columns of the two-span bridge were instru-

mented with displacement transducers along the height of the column as shown in Figure A.2.

Using these measurements, the average curvatures at the column ends during the tests are:

φexp
avg =

d2 − d1

lgaugehgauge

(3.20)

where d2 and d1 are the measured displacements, lgauge is the distance of 19 in. between the dis-

placement transducers, and hgauge is the distance of 5 in. over which the average curvature is taken.

It is important to note that the average curvature determined from the experiment includes the effect

of the additional rotation of the column due to strain penetration along the anchored reinforcement.

To compare with this measured quantity, the local responses from the Calibrated simulation model

must be adjusted as follows:

φCalibrated
avg = φbc +

θbarslip

hgauge

(3.21)

where φbc is the curvature computed from the force beam-column element; and θbarslip is the rota-

tion from the zero-length element at the column ends. The curvature computed from the simulation

models with the beamWithHinges element is not modified, since this element does not differentiate

between the local behavior due to material response of the steel and strain penetration along the

anchored reinforcement.

The peak curvature ductility measured at the bottom of each column is shown in Figure

3.30. According to ATC-32 (1996), well-detailed bridge columns must have sufficient transverse

reinforcement to ensure a dependable section curvature ductility capacity of at least 13. The ex-

pected curvature ductility capacity may be much larger, on the order of 20. The bridge performed

well when subjected to significant ground motions, including Test 18 where longitudinal rein-

forcement was at the onset of buckling and curvature ductilities were greater than 20 in bent 3.

A comparison of the peak curvatures from the experiment and the simulation models is shown in

Figure 3.31. Although the experimental response is averaged and does not measure the peak curva-

ture at the column end as discussed in Section 3.3.2, this measurement does include the additional

curvature due to strain penetration along the anchored reinforcement and thus contains inherent
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conservatism when used as a means for comparison. The Priestley model demonstrates excellent

agreement within 7% of the measured response for curvature ductilities exceeding 20 in bent 3

during Test 18. For the high-level tests considered, 15−18, the Priestley model also produces

agreement within 22% for the average curvatures at bents 1 and 3. The Berry model, which has

smaller fixed plastic hinge lengths, consistently overestimates the curvature by as much as 43% in

bent 3 during Test 18. The Calibrated model predicts curvatures due to the material response alone

that are up to 30% less than the measured response at bents 1 and 3 during Test 18.

Due to the fact that the analyst typically computes curvatures from material response alone,

these latter two models do not accurately estimate the local response at levels of nonlinear defor-

mation approaching failure. The beamWithHinges element with fixed plastic hinge lengths defined

by the Priestley relationship is the recommended model in light of the performance of the models

considered when predicting the response of the two-span bridge during the shaking table tests.
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Fig. 3.30 Peak curvature ductilities measured at the bottom of each column of the 2-span
bridge.

56



12 13 14 15 16 17 18
0

10

20

30
φ/

φ y

Bottom of West Column
Bent 1

 

 

Due to
Slip

Exp
L

p
 Priestley

L
p
 Berry

Calibrated

12 13 14 15 16 17 18
0

10

20

30

φ/
φ y

Bent 2

12 13 14 15 16 17 18
0

10

20

30

φ/
φ y

Bent 3

Test

Fig. 3.31 Comparison of peak curvatures of the 2-span bridge when using different column
models in the simulations.
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3.5.2 Four-Span Bridge

Additional validation studies were performed for the four-span bridge by comparing the results of

finite element simulations to the measured response. The nonlinear dynamic analyses in OpenSees

included Tests 4D−7 from the test protocol listed in Table A.3. Only the final four high-level

tests were considered in the simulations, since Test 4D was the first test with table motions applied

in both horizontal directions for which no bridge restrainers were present. The simulation of the

response of the four-span bridge during Tests 4D−7 presents significant modeling challenges and

the following limitations must be addressed when assessing the results.

1. Both conventional and shape memory alloy (SMA) bridge restrainers were used at the abut-

ments during Tests 1B, 4A, and 4B, thus modifying the bridge response considerably. Since

the response of these restrainers was outside the scope of this simulation effort, no consider-

ation has been given to the accumulation of damage in the bridge prior to Test 4D.

2. The actuators delivering the imposed displacement at the abutments had a maximum load

capacity of 110 kips. The contact model considered is not restricted to this maximum value

nor does it account for any fluid-structure interaction that occurs between the compliant

hydraulic system of the actuator and the bridge during pounding events.

3. The abutment sliding system does not have sufficient restraint to prevent rotation of the

abutment during pounding events.

4. The gap between the bridge deck and the abutment was not measured in between each test.

The measured relative displacement at these locations fluctuates during pounding events

rather than consistently returning to zero. As a result, interpretation of the initial gap size

prior to each test from the measured relative displacement is less precise.

5. Friction develops during pounding events where the bridge deck is in contact with the abut-

ment for a finite period of time. No allowance for the modification of the translation of

the bridge in the transverse direction due to friction during pounding has been made in the

simulation.

6. Square-wave and snap-back tests were not performed to give a more direct measurement of

the flexibility at the cap beam interface for each bridge bent.
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The measured table displacements as well as the measured absolute displacements at both

ends of each abutment were applied using the multiple support pattern in OpenSees as shown

in Figure 3.32. Initial gap sizes at the abutment ends and the pounding model were selected as

discussed in Section 3.3.7. The nodal restraints for the input excitation at the abutments are shown

in Figure 3.33. At the locations where the abutment displacements are imposed, the nodes are

restrained to move only in the longitudinal direction. The node at the end of the bridge deck is

restrained from translating in the vertical direction as well as rotating about the longitudinal axis.

 

Bent 1

Bent 2

Bent 3

N

Fig. 3.32 Location of input excitation for the 4-span bridge model.

Three different simulation models were considered in the validation studies. All columns

in the simulation are modeled using a beamWithHinges element with a fixed plastic hinge length

computed from the Priestley relationship and an effective flexural stiffness determined from a

moment-curvature analysis. The parameter varied during the study is the rotational flexibility

at the top of the cap beam discussed in Section 3.3.3. The models are identified as NoRelease,

Calibrated, and WithRelease to correspond to the moment-rotation model for rotation about the

transverse axis at the top of the cap beam. The NoRelease model includes no rotational flexibil-

ity at the cap beam interface. The Calibrated model has a moment-rotation model such that the

first-mode frequency of the bridge matches that found from system identification of low-level tests

as discussed in Section 3.2.2. To calibrate the moment-rotation model, an optimization procedure

in Matlab, fminsearch, minimizes the square of the error of the first-mode period divided by the

square of the first-mode period determined from the system identification. The optimization pro-

cedure reaches the minimum by using the downhill simplex method (Nelder and Mead, 1965). The
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Fig. 3.33 Nodal restraints and modeling of impact at the abutments for the 4-span bridge
model.

WithRelease model uses a moment release for rotation about the transverse axis at the cap beam

interface. A comparison of the vibration periods obtained from a modal analysis of each model is

given in Table 3.11. The corresponding mode shapes are shown in Figure 3.34. The first mode is

translation in the longitudinal direction. The second mode is translation in the transverse direction

with rotation about bent 2. Mode 3 is translation in the transverse direction with twisting occurring

about bent 3. Modes 4 and 5 are due to in-plane bending of the deck. The sixth mode is translation

in the transverse direction due to out-of-plane bending of the deck.

Table 3.11 Comparison of periods of vibration (in sec) for the 4-span bridge models.

Mode
Simulation 1 2 3 4 5 6

NoRelease 0.34 0.33 0.25 0.17 0.15 0.16

Calibrated 0.52 0.33 0.25 0.18 0.16 0.15

WithRelease 0.72 0.33 0.25 0.19 0.16 0.15
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Fig. 3.34 Mode shapes and periods of vibration for the simulation model of the 4-span
bridge.

The peak drift ratios in both the transverse and longitudinal directions computed from the

simulations are compared to those measured during the experiment in Figures 3.35 and 3.36. At

Test 6, spalling has occurred completely around the perimeter of the ends of the columns in bent 1

and the longitudinal bars at these locations are at the onset of buckling. The simulations for Test

6 underestimate the peak drift ratios at bents 1 and 3 by as much as 29%, while overestimating

the drift of bent 2 by as much as 67%. In addition to the modeling challenges enumerated earlier,

some insight may be gained into this lack of agreement by considering the deck profile at particular

instants during Test 6. The deck profile is plotted in Figure 3.37 at the beginning and end of the

pounding event prior to the excursion of bent 1 towards the peak drift ratio. As contact between

the bridge deck and the abutment occurs at the northeast end of the bridge, the abutment rotates

clockwise. The contact over a finite period of time allows for the point of contact to serve as a

pivot. When the abutment rotates, it induces a minor rotation of the bridge deck while maintaining
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a nearly constant drift ratio at bent 1. The deck profile is compared to that from the Calibrated

simulation model in Figure 3.38 immediately following the pounding event and also at the instant

of the peak drift ratio in bent 1. The bridge deck in the experiment exhibits considerably greater

rotation than that seen in the simulation model. This accounts for the larger drift ratios observed at

bents 1 and 3 in the experiment than those from the simulations.

The lack of rotation of the bridge deck in the simulations may be attributed to the high-

frequency pounding response from the impact model at the abutments. Such response does not

allow for a sustained pounding event over a finite period of time during which the abutment may

serve as a pivot about which the bridge deck can rotate. For all simulation models, good agree-

ment is achieved between the displacement time history response at bent 1 during Test 6 until the

pounding event at 10.85 sec as shown in Figure 3.39. While the sustained pounding event restricts

the drift ratio at bent 1 to fluctuate very little in the experiment, the simulation models all recoil

to large drift ratios in the opposite direction between 10.85 sec and 11 sec. Following this large

excursion, the simulation models no longer accurately track the time history response at bent 1,

including the residual drift ratio measured at the end of the test.

The simulations give excellent predictions of the peak drift ratios in the longitudinal di-

rection within 17% of the measured response at all bents during Test 6. The displacement time

histories in the longitudinal direction during Test 6 are compared in Figure 3.40. High-frequency

vibrations are present in the simulations during pounding events and may be observed more readily

by comparing the relative displacement time histories at the northeast side of the bridge as shown

in Figure 3.41. Although the simulation models do introduce hysteretic damping during pounding

at the abutments as shown in Figure 3.42, there is greater damping observed during the experiment

of which a major contribution may be postulated as stemming from the fluid-structure interaction

with the hydraulic systems of the actuators.
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Fig. 3.35 Comparison of drift ratios in the transverse direction of the 4-span bridge when
using different assumptions for the flexibility at the top of the cap beam.
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Fig. 3.36 Comparison of drift ratios in the longitudinal direction of the 4-span bridge when
using different assumptions for the flexibility at the top of the cap beam.
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Test 6.
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Fig. 3.38 Deck profiles from the experiment and Calibrated simulation model following a
pounding event and at the peak drift ratio in bent 1 during Test 6.
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Fig. 3.39 Comparison of drift ratios at bent 1 in the transverse direction during Test 6 of
the 4-span bridge when using different assumptions for the flexibility at the top
of the cap beam.
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Fig. 3.40 Comparison of drift ratios at bent 1 in the longitudinal direction during Test 6 of
the 4-span bridge when using different assumptions for the flexibility at the top
of the cap beam.

68



5 10 15 20 25 30
−2

0

2

4

−2

0

2

4

−2

0

2

4 With Release

Calibrated  

No Release  

Time (sec)

R
el

at
iv

e 
D

is
pl

ac
em

en
t (

in
.)

 

 
Abutment − Northeast End
Initial Gap Size = 0.42 in.

Coefficient of Restitution = 0.8

Exp
Sim
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Fig. 3.42 Comparison of pounding between the deck and the abutment at the northeast of
the 4-span bridge when using different assumptions for the flexibility at the top
of the cap beam.

The peak curvature ductilities in both the transverse and longitudinal directions are com-

pared in Figures 3.43 and 3.44. The predicted local response from the simulations gives good

agreement with the measured curvatures in the transverse direction at bents 1 and 3 during Test 6,

where curvature ductilities exceed 20 in bent 1. At these locations, the simulations do not overesti-

mate or underestimate the local response by more than 25%. For Tests 4D and 5, when the response

is not as nonlinear, the simulations do not predict the local response with such accuracy. The local

response from the simulation models is more sensitive to the modeling assumptions for the curva-

tures in the longitudinal direction than for those in the transverse direction. For greater rotational

restraint at the cap beam interface, the simulations predict larger curvatures in the longitudinal

direction. Although the simulations predict drift ratios in the longitudinal direction during Test 6

within 17% relative error, the predicted curvature varies from 5−52% of that measured at bent 1.

The greater stiffness of the moment-rotation model at the cap beam interface requires additional

deformation concentrated at the bottom of the column giving significantly greater curvatures.

70



4D 5 6 7
0

10

20

30

φ/
φ y

 

 Bent 1 − Transverse
Bottom of West ColumnExp

With Release
Calibrated
No Release

4D 5 6 7
0

10

20

30

φ/
φ y

Bent 2

4D 5 6 7
0

10

20

30

φ/
φ y

Bent 3

Test

Fig. 3.43 Comparison of curvature ductilities in the transverse direction of the 4-span
bridge when using different assumptions for the flexibility at the top of the cap
beam.
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Fig. 3.44 Comparison of curvature ductilities in the longitudinal direction of the 4-span
bridge when using different assumptions for the flexibility at the top of the cap
beam.
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3.6 CONCLUSIONS

Simulations of a two-span, reinforced concrete bridge using different column models demonstrate

the ability to estimate accurately the global and local response for levels approaching failure. Ap-

propriate simplified models that incorporate degradation with increasing damage are necessary to

give accurate predictions of the collapse of reinforced concrete bridges to facilitate performance-

based engineering. In the absence of explicit models for aspects of failure including bar buckling,

loss of confinement, and hoop fracture, the BWH model with a fixed plastic hinge length defined

by Priestley matches both the local and global response well until the onset of failure. Column

models employing a zero-length element at the column ends to account for strain penetration may

underestimate the local response. The analyst must carefully select the fixed plastic hinge length

for the BWH model as a shorter length may significantly influence the predicted local response.

Further studies of the system response of a four-span, reinforced concrete bridge including abut-

ments illustrate the complex interaction that can take place during pounding. The friction at contact

points during sustained pounding events restricts the motion of the bridge in the transverse direc-

tion causing it to be driven to larger drift ratios upon release.

Careful coordination between the experimentalist and the analyst is vital to the develop-

ment of a specimen and test protocol that will enhance validation studies. The experimentalist

should execute the design by asking how the analyst might validate the results given the instru-

mentation and test sequence. Examples of such consideration may include the selection of the

sampling interval and length of the measured record for system identification studies, applying

multiple white noise tests between strong motion tests, acquiring appropriate instrumentation to

measure peak curvatures at the column ends, and implementing a test protocol that will challenge

the analyst to differentiate between widely varying levels of damage from one test to the next. More

refined models for flexural failure including loss of confinement and buckling of longitudinal re-

inforcement must be developed to facilitate the accurate prediction of collapse by the simulations.

In light of the ever increasing computing power available to structural engineers, well-validated

models will enable greater confidence in decisions made within a performance-based engineering

framework using high-fidelity simulations.
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4 Development of a Prototype Bridge Model
Including SFSI

4.1 INTRODUCTION

This chapter addresses the development of a prototype bridge model and input excitation used

to investigate the influence of soil-foundation-structure interaction (SFSI) on the bridge response.

The following details the prototype bridge system, defines the hazard, including the selection of

ground motions and the site response analysis to account for the soil profiles considered, and

describes the OpenSees simulation model. Using the modeling assumptions defined in this chapter,

large-scale parameter studies of prototype bridge systems are conducted to quantify the SFSI effect

as discussed in Chapter 5.

4.2 PROTOTYPE BRIDGE SYSTEM

The prototype bridge is based on scaled properties of the two-span and four-span bridges that were

tested at 1/4 scale as discussed in Chapter 3. The bridge design consists of the column heights and

cap beam geometry from the two-span tests and span lengths from the four-span bridge. A depth

to fixity of two column diameters gives clear column heights of 12 ft, 24 ft, and 16 ft for bents 1,

2, and 3, respectively. The reinforcement ratios for the longitudinal and transverse reinforcement

of the columns and cap beams remain the same as for the two-span bridge. Figure 4.1 shows

the geometry for the post-tensioned box girder deck described by Johnson et al. (2006). The

bridge foundations are cast-in-drilled-hole shafts with embedment lengths scaled from 1/52-scale

centrifuge tests performed in a companion study (Shin et al., 2006).

This study is concerned with the variation in bridge response for different hazard levels

and site effects and investigates two different soil profiles as shown in Figure 4.2. Table 4.1 lists



pertinent geometry for the prototype bridge system. The first soil profile is a medium-dense Nevada

sand consistent with that used in the centrifuge tests (Shin et al., 2006). The second soil profile

has a soft clay above the sand layer that extends from bedrock to the pile ends. For both soil

profiles, the water table is located at the ground surface for bent 2. These soil profiles are not

representative of one individual site, but rather they are selected to study the impact of SFSI on the

bridge response for a range of site conditions.

498 in.
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8 in.

6.5 in.
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Ixx = 263 ft
4
, Iyy = 10839 ft

4
, A = 69 ft

2

Fig. 4.1 Cross section of box girder for prototype bridge model.
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Clay or 

Sand
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Abutment

bedrock

outcrop

Fig. 4.2 Soil profile for prototype bridge model.
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Table 4.1 Dimensions for prototype soil profile.

Location
Depth Below Centroid of Deck (ft)

Abutments Bent 1 Bent 2 Bent 3
Ground Surface 0 14.5 26.5 18.5
Drilled Shaft Tip N.A. 65.3 65.3 65.3

Bedrock 113.7 113.7 113.7 113.7

4.3 DEFINITION OF INPUT EXCITATION

The designs of the prototype bridges used to develop similitude relationships for the two-span and

four-span bridges comply with guidelines developed through the National Cooperative Highway

Research Program (NCHRP) Project 12-49 (ATC/MCEER, 2003). Section 3.2.1 summarizes the

design criteria for the prototype bridge associated with the tests of the two-span bridge. It is

important to note that the structural designs of these prototype bridges are unique and apply to a

specific hazard level dependent on the location and site conditions under consideration. However,

the general trends for this typical bridge and sites are instructive in understanding the influence of

SFSI on the structural response within a performance-based engineering framework.

4.3.1 Selection of Outcrop Ground Motions

Ground motions of varying magnitude and distance from the fault constitute the basis for the

probabilistic seismic hazard analysis. Other researchers have utilized this approach to quantify

structural demands for a range of buildings and bridges with different periods using a performance-

based framework developed within the Pacific Earthquake Engineering Research Institute (PEER)

(Mackie and Stojadinovic, 2003; Medina and Krawinkler, 2004; Aviram et al., 2008b). To in-

vestigate the sensitivity of the bridge response to a variety of hazard levels, Mackie defined the

input using ground motions from four bins (Mackie and Stojadinovic, 2003). Each bin has two

horizontal components for twenty ground motions, and the criteria for organizing the bins is:

• Large Magnitude-Large Distance, LMLR, (6.5 < Mw < 7.0, 30 km < R < 60 km)

• Large Magnitude-Small Distance, LMSR, (6.5 < Mw < 7.0, 13 km < R < 30 km)

• Small Magnitude-Large Distance, SMLR, (5.8 < Mw < 6.5, 30 km < R < 60 km)

• Small Magnitude-Small Distance, SMSR, (5.8 < Mw < 6.5, 13 km < R < 30 km).
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Medina provides additional detail for the selection of the ground motions (Medina and Krawin-

kler, 2004). The ground motions originate from the PEER strong motion database for sites with

shear wave velocities between 590−1200 ft/s (NEHRP Site D). Since the spectral acceleration at

the fundamental period, Sa(T1), was the intensity measure, the frequency content was an impor-

tant consideration when selecting the ground motions. To reduce the sensitivity of the response to

frequency content, the ground motions from each bin have median spectral shapes that are com-

parable when scaled to an intensity measure dependent on the spectral acceleration at a particular

period. Figure 4.3 shows the variation of magnitude and distance for each of the 80 ground mo-

tions included in the study. The response spectra in Figure 4.4 compare the mean of the SRSS of

the two horizontal components for each ground motion in the bins with the design spectra. While

the ground motion bins do not attempt to match a particular design level, this plot provides further

insight into the hazard level associated with the input excitation selected as the basis for this study.

10 20 30 40 50 60 70 80
5.5

6

6.5

7

Distance (km)

M
ag

ni
tu

de

 

 
LMSR
LMLR
SMSR
SMLR

Fig. 4.3 Distribution of magnitudes and distances for ground motions considered.
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Fig. 4.4 Comparison of design response spectra versus ground motion bins.

4.3.2 Site Response Analysis

The input excitation consists of the free-field accelerations along the length of the drilled shaft

foundations and at the abutments computed using Shake91 (Idriss and Sun, 1992). Table 4.2 lists

the unit weights for the soils considered in the site response analyses. The values of the maximum

Table 4.2 Unit weights for SHAKE analyses.

Soil
Unit Weight (lb/ft3)

Above Water Table Below Water Table
sand 119 127
clay 100 104

shear modulus, Gmax, for the soils follow the relationships utilized in a study by Boulanger et al.

(1999). Using the relationship given by Seed and Idriss (1970), Gmax for sand is:

Gmax

Patm

= 21.8K2,max

√
σ′m

Patm

(4.1)

where K2,max = 0.65, σ′m = (1 + 2K0)σ
′
vc/3, K0 = 0.6, Patm is atmospheric pressure, σ′m is the

mean effective stress, σ′vc is the vertical effective stress, and K0 is the coefficient of lateral stress at
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rest. The maximum shear modulus for clay derives from the ratio Gmax/cu = 380, where cu, the

shear strength of the clay, is:

cu = 0.35σ′vcOCR0.8 (4.2)

where OCR is the overconsolidation ratio. The overconsolidation ratio is assumed to be the average

of an initial value equal to 8 and the final value following the earthquake increased by 30% to take

into account additional consolidation that occurs during shaking. This overconsolidation ratio

does not reflect a particular soil profile, but gives the soil a theoretical shear strength that is not

greatly exceeded by the maximum shear stresses computed from the SHAKE analyses. Figure 4.5

compares the profiles for the maximum shear modulus at each layer used in the SHAKE analyses.
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Fig. 4.5 Gmax profiles used in SHAKE analyses.

To determine the sand material properties for the equivalent linear analysis, the average

modulus reduction and damping relationships given by Seed and Idriss (1970) are used. The mod-

ulus reduction and damping relationships for clay assume the Vucetic and Dobry (1991) model

for a plasticity index equal to 50. At large strains, G/Gmax for clay equals 0.17 to limit the peak
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shear stress as described by Boulanger et al. (1999). Figure 4.6 compares the aforementioned rela-

tionships. For both horizontal components of each recorded ground motion, the bedrock motions
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Fig. 4.6 Modulus reduction and damping relationships for sand and clay soil used in
SHAKE analyses.

are evaluated by deconvolution of the input outcrop motions at the abutments, and the acceleration

time histories at the soil layers of interest are then calculated by solving the wave equation. The

number of layers is 30, 26, 23, and 25 at the abutments and bents 1, 2, and 3, respectively. The

layer thickness for the SHAKE analyses does not exceed 4.4 ft and the selected discretization al-

lows for appropriate transitions of material properties at the water table and for changes in the soil

type. The material relationships for bedrock follow those given by Schnabel with a unit weight of

140 lb/ft3 and shear wave velocity equal to 4000 ft/s. The ratio of the equivalent uniform shear

strain to the maximum shear strain for each layer is 0.65 and the number of iterations is 10. Each

ground motion has at least an additional 300 values to be included for use in the Fourier transform

and the cutoff frequency is 25 Hz.

Figures 4.7 and 4.8 show the profiles of maximum shear strain versus depth for each of

the sites and ground motion bins included in the SHAKE analyses. The computed maximum shear

strains lie within acceptable limits with excessive strains over 1% observed only for several ground

motions at the top of the clay layer. Figures 4.9 and 4.10 provide more insight into the SHAKE

results by comparing the computed maximum shear stress with the theoretical shear strength of the

soils. Equation 4.2 gives the theoretical shear strength of the clay and that of the sand is:

cu = σ′vctan(φ′) (4.3)
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where φ′ is the effective friction angle for the sand. The maximum shear stresses calculated from

SHAKE are within acceptable limits given that the focus of this study is to assess the impact of

SFSI on the structural response. Tables 4.3 through 4.10 list the peak ground accelerations for the

outcrop and bedrock motions as well as the amplification factors for the surface motions computed

using SHAKE. Significant amplification of the peak ground accelerations occur at the surface with

this effect being more pronounced in the soil profile with clay overlying sand.
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Fig. 4.7 Maximum shear strain for sand soil profile in SHAKE analyses.
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Fig. 4.8 Maximum shear strain for clay over sand soil profile in SHAKE analyses.
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Fig. 4.9 Maximum shear stress for sand soil profile in SHAKE analyses. The gray line
denotes the theoretical shear strength of the soil.
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Fig. 4.10 Maximum shear stress for clay over sand soil profile in SHAKE analyses. The
gray line denotes the theoretical shear strength of the soil.
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Table 4.3 Peak ground accelerations for sand profile for LMLR bin.

PGA (g) PGAsurface/PGAbedrock

Record outcrop bedrock Abutments Bent 1 Bent 2 Bent 3
A2E000 0.17 0.15 1.90 1.85 1.99 1.87
A2E090 0.14 0.11 2.01 2.01 2.12 2.01

AELC180 0.13 0.11 1.83 1.79 1.88 1.80
AELC270 0.06 0.05 1.57 1.65 1.60 1.63
BAD000 0.10 0.08 2.34 2.41 2.64 2.47
BAD270 0.08 0.06 2.84 2.96 3.16 2.99
CAS000 0.09 0.08 2.05 2.07 2.57 2.26
CAS270 0.14 0.11 1.81 1.95 2.17 1.96
CEN155 0.46 0.38 1.50 1.48 1.58 1.48
CEN245 0.32 0.26 1.67 1.66 1.66 1.64
DEL000 0.14 0.12 1.68 1.50 1.66 1.50
DEL090 0.12 0.10 2.22 2.22 2.42 2.20
DWN090 0.16 0.14 1.94 1.96 2.01 1.95
DWN360 0.23 0.19 1.83 1.79 1.99 1.82
FMS090 0.19 0.15 2.00 1.87 1.78 1.83
FMS180 0.14 0.12 1.73 1.96 2.17 2.01
HVR000 0.13 0.11 1.94 1.84 1.79 1.83
HVR090 0.10 0.09 2.41 2.28 2.44 2.25
JAB220 0.10 0.07 2.69 2.53 2.66 2.54
JAB310 0.07 0.06 2.10 2.16 2.20 2.18
LH1000 0.09 0.08 2.14 2.09 2.22 2.11
LH1090 0.08 0.06 2.15 2.06 1.92 2.01
LOA092 0.09 0.08 1.72 1.88 2.08 1.94
LOA182 0.15 0.12 1.79 1.95 2.21 1.98
LV2000 0.09 0.07 2.06 1.83 1.62 1.73
LV2090 0.06 0.05 2.86 2.51 2.56 2.46
PHP000 0.06 0.05 1.97 2.12 2.21 2.11
PHP270 0.07 0.05 2.07 1.87 1.98 1.96
PIC090 0.10 0.08 2.84 2.90 3.10 2.95
PIC180 0.18 0.14 2.15 2.14 2.17 2.15
SJW160 0.09 0.07 2.08 2.26 2.35 2.28
SJW250 0.11 0.09 2.27 2.12 2.24 2.14
SLC270 0.19 0.15 2.08 2.07 2.14 2.06
SLC360 0.28 0.25 1.33 1.46 1.68 1.52
SOR225 0.06 0.05 2.35 2.25 2.50 2.24
SOR315 0.07 0.05 2.23 2.29 2.58 2.37
SSE240 0.13 0.12 1.98 2.01 2.03 2.00
SSE330 0.20 0.16 2.02 1.76 1.89 1.77
VER090 0.12 0.12 1.63 1.42 1.46 1.41
VER180 0.15 0.11 2.42 2.60 2.75 2.65

mean 0.14 0.11 2.05 2.04 2.15 2.05
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Table 4.4 Peak ground accelerations for sand profile for LMSR bin.

PGA (g) PGAsurface/PGAbedrock

Record outcrop bedrock Abutments Bent 1 Bent 2 Bent 3
AGW000 0.17 0.16 1.28 1.48 1.66 1.55
AGW090 0.16 0.13 1.85 1.95 2.11 1.98
BICC000 0.35 0.30 1.33 1.36 1.40 1.36
BICC090 0.25 0.21 1.83 1.84 1.93 1.85
BIVW090 0.16 0.13 1.48 1.52 1.52 1.52
BIVW360 0.21 0.18 1.79 1.83 1.89 1.84
BWSM090 0.17 0.14 1.81 1.93 1.99 1.95
BWSM180 0.21 0.18 1.63 1.55 1.49 1.48

CAP000 0.51 0.46 1.12 1.13 1.16 1.13
CAP090 0.40 0.35 1.40 1.44 1.56 1.46
CNP106 0.36 0.32 0.97 1.04 1.12 1.05
CNP196 0.42 0.38 1.22 1.25 1.40 1.27
FAR000 0.27 0.22 1.96 1.97 2.02 1.97
FAR090 0.24 0.21 1.62 1.67 1.71 1.68
FLE144 0.16 0.13 2.15 2.10 2.15 2.09
FLE234 0.24 0.21 1.58 1.68 1.80 1.70
G03000 0.55 0.51 1.07 1.06 1.21 1.08
G03090 0.36 0.34 1.20 1.18 1.18 1.18
G04000 0.41 0.37 1.35 1.33 1.49 1.35
G04090 0.21 0.19 1.78 1.78 1.77 1.77
GLP177 0.34 0.28 1.41 1.33 1.42 1.30
GLP267 0.21 0.18 1.59 1.48 1.56 1.47
GMR000 0.22 0.19 1.62 1.64 1.73 1.66
GMR090 0.32 0.28 1.19 1.20 1.29 1.21
HCH090 0.25 0.21 1.84 1.86 1.92 1.86
HCH180 0.21 0.18 1.93 1.97 1.99 1.97
HDA165 0.27 0.23 1.60 1.68 1.79 1.71
HDA255 0.28 0.24 1.69 1.80 1.92 1.83
HOL090 0.23 0.19 1.74 1.75 1.90 1.79
HOL360 0.36 0.32 1.07 1.08 1.09 1.08
LOS000 0.41 0.38 1.03 1.04 1.13 1.05
LOS270 0.48 0.44 0.98 0.99 1.04 1.00
NYA090 0.18 0.14 1.62 1.84 1.86 1.84
NYA180 0.16 0.14 2.05 2.12 2.34 2.15
PEL090 0.20 0.18 1.40 1.46 1.55 1.48
PEL180 0.17 0.15 1.57 1.56 1.64 1.56
RO3000 0.28 0.27 1.52 1.60 1.69 1.61
RO3090 0.44 0.40 1.32 1.34 1.42 1.35
SVL270 0.20 0.18 1.68 1.68 1.65 1.67
SVL360 0.21 0.19 1.35 1.50 1.69 1.54

mean 0.28 0.25 1.52 1.55 1.63 1.56
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Table 4.5 Peak ground accelerations for sand profile for SMLR bin.

PGA (g) PGAsurface/PGAbedrock

Record outcrop bedrock Abutments Bent 1 Bent 2 Bent 3
ABIR090 0.24 0.20 1.52 1.62 1.77 1.65
ABIR180 0.30 0.27 1.51 1.54 1.66 1.56
ACTS000 0.05 0.04 2.43 2.33 2.92 2.56
ACTS090 0.06 0.05 3.19 2.82 2.96 2.75
AHAR000 0.06 0.04 2.57 2.11 2.23 2.04
AHAR090 0.07 0.05 3.74 3.59 3.04 3.42
ASSE252 0.04 0.04 2.51 2.59 2.60 2.60
ASSE342 0.04 0.03 2.47 2.47 2.61 2.40
ASTC090 0.16 0.13 1.93 2.06 2.28 2.09
ASTC180 0.12 0.09 1.83 1.92 2.10 1.92
ASTP093 0.05 0.04 2.02 2.05 2.24 2.11
ASTP183 0.07 0.07 1.97 1.94 2.14 1.91
BELC000 0.07 0.05 2.14 2.21 2.26 2.24
BELC090 0.04 0.04 2.02 2.14 2.21 2.13
H06270 0.07 0.06 1.77 1.90 2.19 1.96
H06360 0.06 0.05 2.40 2.16 2.13 2.16

HC05270 0.15 0.13 1.65 1.73 1.86 1.76
HC05360 0.13 0.10 2.18 2.35 2.45 2.37
HC08000 0.10 0.08 2.30 2.23 2.18 2.21
HC08270 0.10 0.07 2.83 2.73 2.84 2.74
HCC4045 0.11 0.09 2.43 2.48 2.59 2.50
HCC4135 0.13 0.10 2.89 2.96 3.05 2.98
HCMP015 0.18 0.15 1.90 1.85 2.06 1.87
HCMP285 0.14 0.12 1.81 1.86 2.11 1.88
HDLT262 0.22 0.21 1.54 1.58 1.67 1.60
HDLT352 0.33 0.28 1.32 1.33 1.38 1.34
HNIL090 0.11 0.10 1.42 1.65 1.71 1.69
HNIL360 0.07 0.06 2.33 2.31 2.45 2.28
HPLS045 0.04 0.03 2.50 3.21 3.42 3.26
HPLS135 0.06 0.05 1.93 2.09 2.43 2.16
HVCT075 0.12 0.10 1.74 1.95 2.15 2.00
HVCT345 0.16 0.13 2.29 2.41 2.57 2.39
INO225 0.06 0.05 2.19 2.17 2.33 2.10
INO315 0.11 0.10 2.04 1.97 2.06 1.99

MCAP042 0.10 0.09 2.10 1.93 2.04 1.92
MCAP132 0.14 0.13 1.49 1.66 1.73 1.67
MHCH001 0.07 0.05 2.56 2.49 2.79 2.58
MHCH271 0.07 0.06 1.79 1.81 1.83 1.80
MSJB213 0.04 0.04 2.09 2.18 2.09 2.16
MSJB303 0.04 0.03 2.68 2.79 2.91 2.83

mean 0.11 0.09 2.15 2.18 2.30 2.19
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Table 4.6 Peak ground accelerations for sand profile for SMSR bin.

PGA (g) PGAsurface/PGAbedrock

Record outcrop bedrock Abutments Bent 1 Bent 2 Bent 3
ACAS000 0.33 0.29 1.35 1.46 1.60 1.49
ACAS270 0.33 0.28 1.45 1.42 1.56 1.41
ACAT090 0.04 0.04 2.27 2.17 2.29 2.21
ACAT180 0.06 0.05 2.06 2.52 2.88 2.65

ADWN180 0.22 0.18 1.79 1.94 2.10 1.97
ADWN270 0.14 0.11 2.50 2.22 2.27 2.16
AKOD180 0.15 0.13 2.02 2.01 2.06 2.02
AKOD270 0.08 0.06 2.45 2.51 2.69 2.54
ASRM070 0.06 0.05 1.78 1.94 2.14 1.96
ASRM340 0.04 0.04 2.45 2.56 2.85 2.66
AW70000 0.20 0.16 1.96 1.96 1.98 1.95
AW70270 0.15 0.14 1.86 1.88 1.97 1.86
AWAT180 0.10 0.09 2.24 2.04 2.07 2.01
AWAT270 0.13 0.09 2.77 2.52 2.44 2.39
BRA225 0.15 0.13 1.74 1.82 2.00 1.83
BRA315 0.16 0.14 1.57 1.74 1.88 1.74

HCAL225 0.13 0.11 1.80 1.86 2.07 1.88
HCAL315 0.08 0.07 2.10 1.81 1.96 1.81
HCHI012 0.27 0.23 1.42 1.57 1.74 1.61
HCHI282 0.26 0.21 1.76 1.86 2.00 1.90
HE01140 0.14 0.11 2.29 2.12 2.06 2.01
HE01230 0.14 0.12 1.50 1.51 1.64 1.53
HE12140 0.14 0.12 1.56 1.55 1.65 1.52
HE12230 0.11 0.09 2.06 1.91 2.12 1.96
HE13140 0.11 0.10 2.02 1.94 2.11 1.99
HE13230 0.14 0.12 1.58 1.42 1.55 1.43

HWSM090 0.07 0.07 1.76 1.84 1.87 1.85
HWSM180 0.11 0.08 2.73 2.73 2.79 2.73
MAGW240 0.03 0.02 3.16 3.08 3.41 3.20
MAGW330 0.03 0.03 1.98 2.23 2.73 2.36
MG02000 0.16 0.12 2.12 2.07 2.15 2.04
MG02090 0.20 0.17 1.65 1.59 1.73 1.58
MG03000 0.19 0.17 1.32 1.41 1.67 1.47
MG03090 0.20 0.18 1.25 1.37 1.62 1.43

MGMR000 0.18 0.16 1.59 1.75 1.94 1.78
MGMR090 0.11 0.11 1.83 1.86 1.93 1.87

NIL000 0.10 0.08 2.26 2.15 2.14 2.06
NIL090 0.18 0.13 2.08 2.22 2.19 2.19
PHN180 0.11 0.09 2.23 2.26 2.27 2.26
PHN270 0.08 0.06 2.56 2.80 3.01 2.82

mean 0.14 0.12 1.97 1.99 2.13 2.00
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Table 4.7 Peak ground accelerations for clay over sand profile for LMLR bin.

PGA (g) PGAsurface/PGAbedrock

Record outcrop bedrock Abutments Bent 1 Bent 2 Bent 3
A2E000 0.17 0.16 2.35 2.47 3.70 2.52
A2E090 0.14 0.11 2.83 2.75 3.90 2.75

AELC180 0.13 0.11 2.13 2.11 3.73 2.08
AELC270 0.06 0.05 2.38 2.48 4.44 2.64
BAD000 0.10 0.08 3.23 3.53 4.98 3.76
BAD270 0.08 0.06 3.72 3.82 4.72 3.96
CAS000 0.09 0.08 2.48 2.54 4.69 2.56
CAS270 0.14 0.12 3.36 3.30 4.07 3.26
CEN155 0.46 0.39 2.23 2.30 2.97 2.41
CEN245 0.32 0.26 2.55 2.48 2.45 2.42
DEL000 0.14 0.12 2.82 2.85 4.35 2.93
DEL090 0.12 0.09 3.67 3.96 5.10 4.21
DWN090 0.16 0.14 3.11 3.30 5.10 3.30
DWN360 0.23 0.20 2.62 2.74 4.01 2.83
FMS090 0.19 0.15 2.58 2.43 2.51 2.40
FMS180 0.14 0.12 2.61 2.96 4.90 3.32
HVR000 0.13 0.11 2.18 1.98 2.39 1.95
HVR090 0.10 0.09 2.75 2.57 3.63 2.56
JAB220 0.10 0.07 3.59 3.74 4.06 3.72
JAB310 0.07 0.06 3.07 3.17 4.15 3.12
LH1000 0.09 0.08 2.75 2.59 4.77 2.56
LH1090 0.08 0.07 2.98 2.95 4.58 2.93
LOA092 0.09 0.08 2.61 2.64 3.73 2.68
LOA182 0.15 0.12 3.28 3.27 3.09 3.30
LV2000 0.09 0.07 2.83 2.70 3.46 2.83
LV2090 0.06 0.05 3.76 3.47 4.26 3.58
PHP000 0.06 0.05 3.60 3.72 3.50 3.77
PHP270 0.07 0.06 3.10 2.83 3.39 2.58
PIC090 0.10 0.08 3.66 3.76 4.91 3.69
PIC180 0.18 0.15 2.35 2.39 2.99 2.44
SJW160 0.09 0.07 2.56 2.60 3.53 2.56
SJW250 0.11 0.09 2.87 3.23 5.19 3.50
SLC270 0.19 0.16 2.13 2.30 3.58 2.46
SLC360 0.28 0.25 1.97 2.03 3.32 2.06
SOR225 0.06 0.05 3.41 3.79 4.48 3.94
SOR315 0.07 0.05 3.52 3.51 4.53 3.65
SSE240 0.13 0.12 2.12 2.26 4.90 2.39
SSE330 0.20 0.17 2.27 2.37 4.14 2.70
VER090 0.12 0.11 2.80 2.90 5.33 3.04
VER180 0.15 0.11 3.80 3.47 4.29 3.29

mean 0.14 0.11 2.87 2.91 4.05 2.97
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Table 4.8 Peak ground accelerations for clay over sand profile for LMSR bin.

PGA (g) PGAsurface/PGAbedrock

Record outcrop bedrock Abutments Bent 1 Bent 2 Bent 3
AGW000 0.17 0.16 1.86 1.85 4.80 1.95
AGW090 0.16 0.13 2.83 2.89 4.07 2.94
BICC000 0.35 0.31 1.43 1.48 2.10 1.55
BICC090 0.25 0.21 2.48 2.50 3.04 2.52
BIVW090 0.16 0.14 2.18 2.41 2.78 2.40
BIVW360 0.21 0.19 2.13 2.14 3.31 2.21
BWSM090 0.17 0.15 2.45 2.37 3.43 2.24
BWSM180 0.21 0.18 1.93 1.89 3.42 1.83

CAP000 0.51 0.45 1.54 1.50 2.83 1.54
CAP090 0.40 0.36 1.19 1.33 2.39 1.44
CNP106 0.36 0.32 1.44 1.32 1.85 1.26
CNP196 0.42 0.39 1.00 1.17 2.32 1.26
FAR000 0.27 0.22 2.31 2.35 3.08 2.41
FAR090 0.24 0.21 2.04 1.97 2.61 1.95
FLE144 0.16 0.13 3.21 3.11 4.29 3.04
FLE234 0.24 0.21 1.83 1.89 2.38 1.91
G03000 0.55 0.51 1.65 1.38 2.62 1.37
G03090 0.36 0.34 1.41 1.33 2.20 1.28
G04000 0.41 0.38 1.38 1.49 3.42 1.57
G04090 0.21 0.19 2.09 1.97 2.62 1.97
GLP177 0.34 0.28 2.64 2.55 3.42 2.52
GLP267 0.21 0.18 2.64 2.42 4.34 2.46
GMR000 0.22 0.20 3.07 2.65 3.36 2.37
GMR090 0.32 0.28 1.93 1.87 2.73 1.88
HCH090 0.25 0.21 1.76 1.88 2.38 1.93
HCH180 0.21 0.18 2.16 2.17 2.45 2.18
HDA165 0.27 0.23 1.61 1.78 1.92 1.87
HDA255 0.28 0.24 1.69 1.89 2.73 1.95
HOL090 0.23 0.19 2.14 2.13 2.54 2.09
HOL360 0.36 0.32 1.71 1.51 1.94 1.46
LOS000 0.41 0.38 1.02 1.09 2.04 1.12
LOS270 0.48 0.45 1.14 1.00 2.40 1.04
NYA090 0.18 0.14 3.10 2.83 4.15 2.81
NYA180 0.16 0.14 3.43 3.45 3.62 3.36
PEL090 0.20 0.19 1.89 1.88 3.36 1.91
PEL180 0.17 0.15 2.67 2.76 3.54 2.97
RO3000 0.28 0.26 1.84 1.94 3.12 1.99
RO3090 0.44 0.40 1.42 1.48 1.99 1.52
SVL270 0.20 0.18 2.08 1.87 2.79 1.80
SVL360 0.21 0.20 2.13 2.09 3.56 2.06

mean 0.28 0.25 2.01 1.99 2.95 2.00
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Table 4.9 Peak ground accelerations for clay over sand profile for SMLR bin.

PGA (g) PGAsurface/PGAbedrock

Record outcrop bedrock Abutments Bent 1 Bent 2 Bent 3
ABIR090 0.24 0.20 3.02 2.74 3.23 2.58
ABIR180 0.30 0.28 1.38 1.40 2.78 1.44
ACTS000 0.05 0.04 3.40 3.37 4.35 3.40
ACTS090 0.06 0.05 4.80 4.57 5.76 4.63
AHAR000 0.06 0.04 3.63 3.17 4.97 3.27
AHAR090 0.07 0.05 4.47 4.29 5.06 4.20
ASSE252 0.04 0.04 2.99 3.20 5.16 3.46
ASSE342 0.04 0.03 3.32 3.16 5.04 3.32
ASTC090 0.16 0.13 3.24 3.17 4.41 2.97
ASTC180 0.12 0.10 3.31 3.19 4.27 3.08
ASTP093 0.05 0.04 2.46 2.60 3.95 2.71
ASTP183 0.07 0.07 2.24 2.22 3.48 2.25
BELC000 0.07 0.06 2.96 2.79 4.77 2.90
BELC090 0.04 0.04 2.95 3.24 4.44 3.65
H06270 0.07 0.06 3.47 3.46 4.12 3.82
H06360 0.06 0.04 4.01 4.06 4.67 4.03

HC05270 0.15 0.13 2.13 2.32 4.07 2.61
HC05360 0.13 0.11 2.48 2.74 3.69 2.97
HC08000 0.10 0.08 2.47 2.48 3.89 2.54
HC08270 0.10 0.08 3.07 3.08 3.95 3.09
HCC4045 0.11 0.10 3.04 3.09 3.72 3.09
HCC4135 0.13 0.10 3.16 3.27 4.28 3.37
HCMP015 0.18 0.15 3.04 3.05 4.49 3.10
HCMP285 0.14 0.12 2.92 3.09 5.19 3.23
HDLT262 0.22 0.19 1.87 1.87 2.65 1.85
HDLT352 0.33 0.29 1.65 1.51 2.37 1.46
HNIL090 0.11 0.10 2.33 2.19 3.30 2.16
HNIL360 0.07 0.06 3.59 3.76 5.70 3.68
HPLS045 0.04 0.03 4.03 4.17 5.95 3.89
HPLS135 0.06 0.05 3.33 3.59 6.85 3.45
HVCT075 0.12 0.11 3.02 2.68 4.50 2.82
HVCT345 0.16 0.13 4.21 3.84 4.49 3.58
INO225 0.06 0.05 4.26 4.07 5.18 3.82
INO315 0.11 0.10 3.61 3.47 4.50 3.22

MCAP042 0.10 0.08 4.42 3.95 4.55 3.93
MCAP132 0.14 0.14 2.68 2.29 4.73 2.21
MHCH001 0.07 0.06 2.78 2.83 3.99 2.78
MHCH271 0.07 0.07 2.38 2.37 3.88 2.30
MSJB213 0.04 0.04 3.04 3.05 4.46 3.39
MSJB303 0.04 0.03 3.37 3.49 5.01 3.69

mean 0.11 0.09 3.11 3.07 4.40 3.10
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Table 4.10 Peak ground accelerations for clay over sand profile for SMSR bin.

PGA (g) PGAsurface/PGAbedrock

Record outcrop bedrock Abutments Bent 1 Bent 2 Bent 3
ACAS000 0.33 0.29 1.60 1.70 2.46 1.75
ACAS270 0.33 0.28 2.25 2.30 2.61 2.21
ACAT090 0.04 0.03 3.70 3.68 5.98 3.85
ACAT180 0.06 0.05 3.57 3.23 4.19 2.94

ADWN180 0.22 0.18 1.98 2.13 3.20 2.23
ADWN270 0.14 0.11 2.86 3.11 3.93 3.10
AKOD180 0.15 0.13 2.27 2.29 2.50 2.28
AKOD270 0.08 0.06 3.50 3.63 4.57 3.88
ASRM070 0.06 0.05 2.42 2.59 5.25 2.61
ASRM340 0.04 0.03 3.72 3.58 5.35 3.97
AW70000 0.20 0.17 2.12 2.17 2.83 2.19
AW70270 0.15 0.14 2.77 2.69 3.35 2.88
AWAT180 0.10 0.09 2.72 2.59 4.93 2.76
AWAT270 0.13 0.10 4.04 3.96 4.10 3.94
BRA225 0.15 0.14 3.37 3.25 4.77 3.40
BRA315 0.16 0.14 3.46 2.70 3.48 2.92

HCAL225 0.13 0.11 2.89 2.99 5.32 3.12
HCAL315 0.08 0.07 3.24 3.33 3.41 3.17
HCHI012 0.27 0.23 1.89 1.97 2.39 2.04
HCHI282 0.26 0.22 1.89 2.00 2.43 2.05
HE01140 0.14 0.11 3.61 3.38 4.08 3.42
HE01230 0.14 0.12 2.51 2.42 3.97 2.47
HE12140 0.14 0.13 2.56 2.56 2.85 2.27
HE12230 0.11 0.10 2.61 2.78 4.03 2.82
HE13140 0.11 0.10 3.05 3.08 4.03 3.20
HE13230 0.14 0.12 2.65 2.67 3.83 2.73

HWSM090 0.07 0.07 2.39 2.16 3.44 2.19
HWSM180 0.11 0.08 3.14 3.42 4.04 3.53
MAGW240 0.03 0.03 3.48 3.93 6.01 4.24
MAGW330 0.03 0.03 2.34 2.30 4.11 2.41
MG02000 0.16 0.12 3.35 3.44 4.27 3.57
MG02090 0.20 0.17 2.58 2.52 3.83 2.73
MG03000 0.19 0.17 1.98 2.20 3.90 2.39
MG03090 0.20 0.18 1.89 1.93 3.61 2.08

MGMR000 0.18 0.16 2.57 2.46 4.91 2.31
MGMR090 0.11 0.11 2.48 2.36 4.82 2.30

NIL000 0.10 0.08 3.25 3.06 4.40 3.22
NIL090 0.18 0.13 3.32 3.21 3.76 3.13
PHN180 0.11 0.09 2.64 2.61 3.20 2.62
PHN270 0.08 0.06 3.48 3.66 4.74 3.81

mean 0.14 0.12 2.80 2.80 3.97 2.87
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4.3.3 Processing of Free Field Motions

To perform the nonlinear dynamic analyses of the bridge model in OpenSees, the multiple support

excitation must use the displacement time histories at the location of each soil spring as well as

at the abutments. The acceleration time histories computed from the SHAKE analyses are double

integrated to obtain the displacement time histories. For many of the ground motions considered,

such double integration leads to a significant offset in the associated displacement time histories.

To prevent this error, a baseline correction applies the procedure proposed by Boore et al. (2002).

The steps summarized below describe this method:

1. Subtract the mean of the acceleration time history from the whole record.

2. Integrate the acceleration to velocity.

3. Fit a quadratic to the velocity with starting value equal to zero and subtract the derivative of

the quadratic from the zeroth-order-corrected acceleration.

4. Apply a fourth-order, low-cut Butterworth filter with corner frequency equal to 0.01 Hz to

the corrected acceleration.

5. Double-integrate the filtered acceleration to obtain the displacement time history.

Figure 4.11 illustrates the benefit of applying this baseline correction technique to output from the

SHAKE analysis.
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Fig. 4.11 Effect of baseline correction on displacement time histories determined using ac-
celeration output from SHAKE analysis.
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4.4 DESCRIPTION OF SIMULATION MODEL OF PROTOTYPE BRIDGE SYSTEM

Simulations of the prototype bridge system using OpenSees (McKenna et al., 2000) provide insight

into the sensitivity of the structural response to modeling assumptions when considering SFSI. The

simulations incorporate different boundary conditions and site effects to determine the variation of

structural response at the global and local levels. The following describes the assumptions for

four different prototype models: fixed base, fixed base at two column diameters below the ground

surface, and sites with sand only and clay overlying sand. Large-scale parameter studies of these

four prototype bridge systems are performed in Chapter 5 to determine the influence of SFSI on

the structural response.

4.4.1 Material and Column Modeling

The material properties for steel and concrete are the same as those used in the four-span bridge

model as described in Section 3.3.1. Concrete is modeled using the Concrete02 uniaxial mate-

rial and steel is modeled using the Hysteretic uniaxial material. The column models include the

beamWithHinges element with a plastic hinge integration method developed by Scott and Fenves

(Scott and Fenves, 2006). The element algorithm is modified to revert to a noniterative scheme

developed by Neuenhofer and Filippou (1997) in the case of no convergence as discussed in Ap-

pendix B. The fixed plastic hinge length is defined using the Priestley (Priestley et al., 1996)

relationship as described in Section 3.3.2. The column longitudinal reinforcement ratio is 1.56%

and the transverse reinforcement ratio is 0.9% as for the two-span and four-span tests. A 3-in.

concrete cover is provided for the prototype column section. Using the same cross-section dis-

cretization as in the two-span and four-span bridge models, the moment-curvature response is as

shown in Figure 4.12. The elastic portion of the column element has an effective stiffness equal

to My/κy = 0.38EIg found from the moment-curvature analysis of the cross-section. Elastic shear

and torsion properties are incorporated with the section aggregator. The elastic torsional stiffness

is 20% of the gross torsional stiffness following recommendations by Caltrans (2004). The PDelta

geometric transformation includes second-order effects for the columns. Different column lengths

depending on the assumed boundary conditions give different plastic hinge lengths as listed in Ta-

ble 4.11. For the simulation models that consider explicit representation of the soil response, the
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column heights are the same as in the fixed-base case.
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Fig. 4.12 Moment-curvature analysis of reinforced concrete circular column section used
in the prototype bridge. Bilinear approximation is determined for the purpose of
computing curvature ductility.

Table 4.11 Column and plastic hinge lengths for prototype model.

Column Length (ft) Plastic Hinge Length (in.)
Bent 1 Bent 2 Bent 3 Bent 1 Bent 2 Bent 3

Fixed Base 12 24 16 19.3 25.0 21.2
Fixed at 2D 20 32 24 23.1 28.9 25.0

4.4.2 Bent Cap and Superstructure

The bent cap geometry is scaled from that used in the two-span bridge. A reduction factor of

0.75 is applied to the flexural stiffness of the elastic beam-column elements used to model these

members. The post-tensioned box girder deck has the cross-sectional geometry shown in Section

4.2. Outer span lengths are 1177 in. and inner span lengths are 1392 in. using a length scale factor

of four applied to the dimensions of the four-span bridge. Each span is discretized into ten elastic

beam-column elements.
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4.4.3 Mass and Damping

Point masses associated with the dead load of the deck, cap beams, columns, and drilled shafts

are applied at the nodes. From a gravity analysis of the structure, the axial load ratios, P/fcA,

are 5.7%, 5.7%, and 5.3% in bents 1, 2, and 3, respectively. The model is damped with Rayleigh

damping at 2% using the last-committed stiffness. The selected damping ratio matches that de-

termined from system identification of the two-span bridge (Ranf, 2007). Additional damping is

included in the determination of the free-field motions from site response analysis using SHAKE.

4.4.4 Abutments

High-fidelity abutment models are essential when assessing the seismic behavior of bridges, since

they limit displacements and transfer forces from the bridge deck to the approach embankment.

While developing nonlinear analysis guidelines for the seismic response of bridges, Aviram et

al. (2008b) investigated a hierarchy of complexity for modeling abutments. Nonlinear dynamic

analysis of bridges warrants more sophisticated abutment models, particularly for short bridges

with relatively stiff decks, since a higher level of complexity significantly impacts the predicted

peak deformations for the structure (Aviram et al., 2008a). The modeling approach utilized in

this research includes the consideration of passive soil resistance at the backwall and wingwalls,

resistance from the bearing pads and shear keys, and inertia associated with the participating mass.

Figure 4.13 depicts the adopted scheme for modeling the force-deformation response at the bridge

ends.

The longitudinal response considers the bearing pad in series with the passive soil resis-

tance at the backwall. As part of a companion study, Wilson and Elgamal investigated the static

and dynamic response of an abutment-backfill system (Wilson and Elgamal, 2008). A 5.5-ft sacri-

ficial backwall supporting well-graded sand in a laminar box was tested on the outdoor shake table

at UCSD. Using the test results, they proposed abutment models capable of tracking the longitu-

dinal force-displacement response of the abutment-backfill system. The backbone curve follows a

hyperbolic relationship developed previously by Shamsabadi et al. (2007):

F (x) =
x

1
Kmax

+ Rf
x

Fult

(4.4)

where F (x) is the passive soil resistance as a function of longitudinal displacement, x, Fult is
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Fig. 4.13 Schematic of abutment model.

the ultimate resistance, Kmax is the initial tangent stiffness, and Rf is the failure ratio. Wilson

and Elgamal (2008) developed calibrated abutment models to match the experimental results. The

selected parameters for the abutment model are Kmax = 3.1 kip/in. per in. of abutment width, Fult

= 2.0 kip per in. of abutment width, and Rf = 0.7 assuming that the longitudinal displacement does

not exceed 3 in. During unloading and reloading, the stiffness is the same as the initial tangent

stiffness.

To calibrate the abutment response in the prototype bridge model to the experimental re-

sults described above, a HyperbolicGapMaterial object is added to the uniaxialMaterial class in

OpenSees (McKenna et al., 2000). The abutment backwall in the prototype bridge model is 5.5-ft

tall and 30-ft wide. Bearing pads with a height of 2 in. and total horizontal area of 20 in. by 30

in. support the bridge deck. The lateral stiffness for the rubber pads is klat = GA/h, where the

shear modulus, G, is 150 psi. A Steel01 material model with yield displacement corresponding to

150% shear strain and strain-hardening ratio of 0.001 tracks the hysteretic response of the bearing

pads. Figure 4.14 illustrates the hysteretic response of the abutment model for displacement in the

longitudinal direction.

The transverse response of the abutment model includes consideration of the passive soil

resistance at the wingwalls, and resistance from the bearing pads and shear keys as shown in

Figure 4.13. The wingwalls have length equal to one third that of the backwall and lateral stiffness

equal to 20 kip/in./ft following Caltrans recommendations for the initial embankment fill stiffness
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Fig. 4.14 Longitudinal force-deformation response of abutment model.

(Caltrans, 2004). The ultimate resistance of Fult = 2.0 kip per in. of wall width is assumed for

the wingwall as with the backwall. A Steel01 material model with strain-hardening ratio of 0.001

captures the hysteretic response associated with the passive soil resistance from the backfill at the

wingwalls.

Exterior shear keys constrain the displacement at the bridge ends in the transverse direction.

Static cyclic tests performed at the University of California, San Diego, determined the force-

displacement response of these sacrificial elements (Bozorgzadeh et al., 2006). For the purposes

of this study, the dimensions of the shear keys are selected from test series 5 of the UCSD tests

(Bozorgzadeh et al., 2006). The force-displacement response of the shear key model follows the

recommendations for nonlinear analysis of bridges developed by Aviram et al. (2008b). This

model incorporates an initial stiffness that consists of the shear and flexural response of the shear

key in series followed by hardening and softening regions that have a stiffness equal to 2.5% that

of the initial stiffness. The ultimate resistance of the shear keys is 30% of the axial dead load

reaction at the abutment as recommended by Caltrans (2004). The force-displacement response of

the abutment model for motion in the transverse direction is shown in Figure 4.15. Elastic springs

with stiffness EA/h, where E is 5.0 ksi, are used to model the vertical response of the bearing

pads.

To account for the inertia associated with the abutment-embankment system, a participating
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Fig. 4.15 Transverse force-displacement response of abutment model.

mass is incorporated along the abutment array. The participating mass includes the mass of the

backwall, wingwalls, and mobilized backfill. Sextos et al. (2008) listed geometries for abutment-

embankment systems of six typical California bridges. This study assumes an embankment height

of 13.2 ft, a crest width of 30 ft, with slope equal to 0.5. Using the relationship developed by Zhang

and Makris (2001) the critical length associated with the mobilized backfill during shaking is:

Lc = 0.7
√

SBcH (4.5)

where Lc is the critical length, S is the slope, Bc is the crest width, and H is the embankment

height. Assuming the backwall and wingwalls have widths of 1 ft, the computed total participating

mass at each abutment is 962 kips/g.

4.4.5 Soil-Pile Interaction

Cast-in-drilled-hole shafts provide the side friction and tip resistance required to support the pro-

totype bridge columns and superstructure. The embedment lengths for the drilled shafts are 50.8

ft, 38.8 ft, and 46.8 ft beneath bents 1, 2, and 3, respectively. The drilled shafts are modeled using

nonlinearBeamColumn elements with four-point Gauss-Lobatto quadrature and lengths of 4 ft. To

model soil-pile-structure interaction, several researchers have proposed the method of a beam on

a nonlinear Winkler foundation (BNWF) (Boulanger et al., 1999; Hutchinson et al., 2004; Bran-

denberg et al., 2007). The free-field soil displacement time histories determined from the SHAKE
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analyses are input to nonlinear p-y elements connected to the pile nodes. The p-y elements are

modeled using the PySimple1 material in OpenSees which is discussed in detail by Boulanger et

al. (1999). Material properties for the PySimple1 material for sand are selected to correspond to the

API guidelines for nonliquefied sand (American Petroleum Institute, 1993). Figure 4.16 illustrates

the agreement between the backbone curve of the PySimple1 material with the API relationship.

0 5 10
0

0.5

1

y/y
50

p/
p ul

t

 

 

API
PySimple1

Fig. 4.16 Comparison of PySimple1 material for sand with API relationship.

The soil properties used to compute the ultimate resistance of the p-y curves for sand were

described in Section 4.3.2. Since the API guidelines were developed for design against storm wave

loading conditions for offshore structures (Lam et al., 1998), several modifications are made to

adapt these relationships to the modeling of drilled shaft foundations for bridge columns. Given

that the API p-y criteria were based on pile load tests using 24-in.-diameter piles, tests of large di-

ameter shafts have found that these piles have significantly higher resistance due to diameter effects

(Applied Technology Council, 1996). The ATC-32 guidelines suggest that the subgrade reaction

stiffness be increased in linear proportion to the pile diameter for pile diameters exceeding two feet

(Applied Technology Council, 1996). The API guidelines assume that subgrade reaction stiffness

increases linearly with depth; however, the elastic modulus of sand approximately increases with

the square root of confining stress (Brandenberg et al., 2007). To account for the depth effect,

researchers have proposed a correction factor that assumes the API subgrade stiffness corresponds

to a reference vertical stress of 50 kPa and is proportional to the square root of vertical effective

stress (Brandenberg, 2005). The subgrade reaction stiffness, k, is then given as:
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k =
Dpile

24

√
σ′ref

σ′v
kAPI (4.6)

where Dpile is the diameter of the drilled shaft in in., σ′ref is the reference vertical stress equal to

50 kPa, σ′v is the effective vertical stress at the soil spring under consideration, and kAPI is the

subgrade reaction stiffness from the API relationships. The parameters for the PySimple1 material

used in the sand profile of the prototype bridge model are listed in Table 4.12.

Table 4.12 Parameters for p-y springs for sand profile.

Bent 1 Bent 2 Bent 3
Depth pult y50 Depth pult y50 Depth pult y50

(ft) (kips) (in.) (ft) (kips) (in.) (ft) (kips) (in.)
0.0 4.1 0.012 0.0 2.2 0.005 0.0 4.1 0.012
4.0 53.0 0.039 4.0 28.8 0.016 4.0 53.0 0.039
8.0 160.4 0.083 8.0 87.1 0.033 8.0 160.4 0.083

12.0 322.2 0.136 12.0 174.9 0.054 12.0 273.1 0.085
16.0 476.7 0.129 16.0 292.2 0.079 16.0 415.2 0.112
20.0 660.8 0.159 20.0 439.0 0.106 20.0 586.9 0.142
24.0 874.4 0.192 24.0 615.3 0.135 24.0 788.0 0.173
28.0 1117.5 0.228 28.0 821.1 0.167 28.0 1018.7 0.208
32.0 1390.0 0.265 32.0 1056.4 0.201 32.0 1278.8 0.244
36.0 1692.1 0.304 36.0 1123.1 0.237 36.0 1568.5 0.282
40.0 2023.7 0.345 38.8 533.7 0.264 40.0 1887.7 0.322
44.0 2384.8 0.388 44.0 1900.9 0.364
48.0 2359.1 0.432 46.8 874.6 0.394
50.8 1073.6 0.464

The side friction along the drilled shaft foundations is represented with the use of t-z springs

following the modeling procedure used by Brandenberg et al. (2007). The ultimate capacity, tult,

in units of force/length is:

tult = k0σ
′
vp tan δ (4.7)

where k0=0.6 is the lateral earth pressure coefficient, σ′v is the vertical effective stress at the soil

spring under consideration, p is the perimeter of the drilled shaft, and δ is the interface friction

angle between the pile and soil and is taken to be equal to φ′. At displacements equal to 0.5%
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of the pile diameter, the resistance reaches the ultimate capacity, tult. The parameters for the

TzSimple1 material used in the sand profile of the prototype bridge model are listed in Table 4.13.

Table 4.13 Parameters for t-z springs for sand profile.

Bent 1 Bent 2 Bent 3
Depth tult z50 Depth tult z50 Depth tult z50

(ft) (kips) (in.) (ft) (kips) (in.) (ft) (kips) (in.)
0.0 1.4 0.03 0.0 0.7 0.03 0.0 1.4 0.03
4.0 10.8 0.03 4.0 5.9 0.03 4.0 10.8 0.03
8.0 21.6 0.03 8.0 11.7 0.03 8.0 21.6 0.03

12.0 32.5 0.03 12.0 17.6 0.03 12.0 27.5 0.03
16.0 38.3 0.03 16.0 23.5 0.03 16.0 33.4 0.03
20.0 44.2 0.03 20.0 29.4 0.03 20.0 39.3 0.03
24.0 50.1 0.03 24.0 35.2 0.03 24.0 45.1 0.03
28.0 55.9 0.03 28.0 41.1 0.03 28.0 51.0 0.03
32.0 61.8 0.03 32.0 47.0 0.03 32.0 56.9 0.03
36.0 67.7 0.03 36.0 44.9 0.03 36.0 62.7 0.03
40.0 73.6 0.03 40.0 68.6 0.03
44.0 79.4 0.03 44.0 63.3 0.03
48.0 72.5 0.03

The end bearing resistance at the tip of the drilled shaft foundations is represented with

the use of q-z springs following the modeling procedure used by Brandenberg et al. (2007). The

ultimate capacity, qult, is determined using the recommendations by Meyerhof (1976). The unit

point resistance, qp, is:

qp = σ′vNq ≤ ql (4.8)

where Nq is the bearing capacity factor with respect to the effective overburden pressure, σ′v, and

ql is the limiting unit point resistance determined from the critical depth penetration of the pile.

The ultimate capacity, qult, is then:

qult = qp

πD2
pile

4
(4.9)

At displacements equal to 5% of the pile diameter, the resistance reaches the ultimate capacity,

qult. The parameters for the QzSimple1 material used in the sand profile of the prototype bridge

model are listed in Table 4.14.
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Table 4.14 Parameters for q-z springs for sand profile.

Bent 1 Bent 2 Bent 3
Depth qult z50 Depth qult z50 Depth qult z50

(ft) (kips) (in.) (ft) (kips) (in.) (ft) (kips) (in.)
50.8 9890.1 0.15 38.8 6301.1 0.15 46.8 8693.7 0.15

The soil properties used to compute the ultimate resistance of the p-y curves for clay follow

the API criteria (American Petroleum Institute, 1993) and for clarity, the following details the

equations for these parameters using the discussion in the study by Boulanger et al. (1999). The

ultimate capacity, pult, in units of force/length is:

pult = cuDpileNp (4.10)

where Np is:

Np = (3 +
γ′x
cu

+
Jx

Dpile

) ≤ 9 (4.11)

where x is depth and J is taken as 0.5. The displacement at 50% of the ultimate resistance is:

y50 = 2.5Dpileε50 (4.12)

where ε50 = 0.005 for a 4-ft diameter shaft according to the recommendations by ATC-32 (Applied

Technology Council, 1996). The parameters for the PySimple1 material used in the clay over

sand profile of the prototype bridge model are listed in Table 4.15. The side friction along the

drilled shaft foundations for the clay profile is represented with the use of t-z springs. The ultimate

capacity, tult, in units of force/length is:

tult = αcup (4.13)

where cu is the soil shear strength given by Equation 4.2, and p is the perimeter of the drilled shaft,

and using the API criteria (American Petroleum Institute, 1993), α is:

α = 0.5ψ−0.5, ψ ≤ 1.0 (4.14)

α = 0.5ψ−0.25, ψ > 1.0

where ψ = cu/σ
′
v. The parameters for the TzSimple1 material used in the clay profile of the

prototype bridge model are listed in Table 4.16. The end bearing resistance for the clay over sand

104



Table 4.15 Parameters for p-y springs for clay over sand profile.

Depth pult (kips) y50

(ft) Bent 1 Bent 2 Bent 3 (in.)
0.0 6.0 2.5 6.0 0.6
4.0 52.6 21.7 52.6 0.6
8.0 118.4 48.9 118.4 0.6

12.0 197.4 81.5 158.8 0.6
16.0 247.2 119.6 204.6 0.6
20.0 302.3 163.2 255.9 0.6
24.0 362.9 212.2 312.7 0.6
28.0 429.0 266.6 374.9 0.6
32.0 500.5 326.5 442.5 0.6
36.0 577.5 333.1 515.6 0.6
40.0 660.0 154.4 594.2 0.6
44.0 747.8 576.5 0.6
48.0 678.5 249.8 0.6
50.8 291.4 0.6

Table 4.16 Parameters for t-z springs for clay over sand profile.

Depth tult (kips) z50

(ft) Bent 1 Bent 2 Bent 3 (in.)
0.0 2.2 0.9 2.2 0.03
4.0 17.3 7.1 17.3 0.03
8.0 34.6 14.3 34.6 0.03

12.0 51.9 21.4 41.8 0.03
16.0 59.1 28.6 48.9 0.03
20.0 66.2 35.7 56.1 0.03
24.0 73.4 42.9 63.2 0.03
28.0 80.5 50.0 70.3 0.03
32.0 87.7 57.2 77.5 0.03
36.0 94.8 54.7 84.6 0.03
40.0 101.9 91.8 0.03
44.0 109.1 84.1 0.03
48.0 98.8 0.03
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profile follows Equation 4.8. Differences between the tip resistance in this profile versus the sand

profile occur, since the overburden pressures are not the same. The parameters for the QzSimple1

material used in the clay over sand profile of the prototype bridge model are listed in Table 4.17.

Table 4.17 Parameters for q-z springs for clay over sand profile.

Bent 1 Bent 2 Bent 3
Depth qult z50 Depth qult z50 Depth qult z50

(ft) (kips) (in.) (ft) (kips) (in.) (ft) (kips) (in.)
50.8 5421.5 0.15 38.8 4028.4 0.15 46.8 4957.1 0.15

Figure 4.17 compares the response of the soil springs for both sand and clay. For the pur-

poses of this analysis, no radiation damping effects have been included. Kinematic interaction for

large diameter drilled shaft foundations primarily effects the high-frequency response of the bridge

which is of minor significance (Fenves and Ellery, 1998). Gapping effects and soil liquefaction are

also not considered in this study.
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Fig. 4.17 Response of p-y, t-z, and q-z soil springs used in the prototype bridge model.
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4.4.6 Solution Strategies

The analysis of the prototype bridge models proceeds in four stages: enforcement of single point

constraints to fix the boundary nodes, application of gravity loads, removal of single point con-

straints, and imposition of free-field displacement time histories at the boundary nodes using the

multiple support excitation command. Such a sequence is required, since the boundary nodes

must have free degrees of freedom where the multiple support excitation is applied. A Penalty

constraints handler with penalty values of 1e12 is used in conjunction with the multiple support

excitation command. The Newmark average acceleration method is the time integration scheme

used to discretize the system of ordinary differential equations. The Plain numberer orders the

degrees of freedom and the ProfileSPD solver is used to obtain the solution. A normDispIncr con-

vergence test with a tolerance of 1.0e-7 and maximum number of iterations equal to 20 is selected,

since the penalty constraints handler can potentially lead to large norms of the residual unbalanced

force. The Newton algorithm solves for the displacement increment at each time step. In the event

that convergence is not achieved, the input script is modified as shown in Appendix B to obtain

convergence. Initial analysis time steps equal to 0.005 sec were reduced to as small as 0.001 sec in

some cases to achieve a converged solution.

4.5 CONCLUSIONS

This chapter details the development of simulation models for the seismic performance of a pro-

totype bridge system with varying boundary conditions and soil profiles. The prototype bridge

design builds upon the assumptions considered for the prototype bridges that served as the basis

for the design of the two-span and four-span bridges. Site response analysis performed for a suite of

ground motions provides the free-field ground motions when the soil response is modeled explic-

itly. Soil springs along the length of the drilled shaft foundations model the soil-pile-interaction for

both sandy and clayey soils. The abutment model incorporates the results of full-scale experimen-

tal tests conducted as part of a companion study. The prototype bridge models provide the means

to assess the variation of structural response for a range of soil-foundation-structure interaction

through large-scale parameter studies described in the following chapter.
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5 Evaluation of SFSI in the Seismic Response
of a Reinforced Concrete Bridge System

5.1 INTRODUCTION

This chapter presents an investigation of the sensitivity of the seismic response of a reinforced

concrete prototype bridge system to soil-foundation-structure interaction (SFSI). The first section

discusses the background on performance-based simulation models for the seismic response of

reinforced concrete bridges. The next section presents the simulation models that allow for a study

of the effect of SFSI. Finally, the results for the prototype system are given within a performance-

based engineering framework and conclusions are drawn regarding the impact of SFSI.

5.2 BACKGROUND

Probabilistic approaches assess the seismic response of reinforced concrete bridges within a perfor-

mance-based engineering framework. Mackie and Stojadinovic (2003) performed extensive stud-

ies within this framework to quantify the relationship between intensity measures and engineering

demand parameters for a range of prototype bridges designed for sites in California. This study

was later extended to include the repair costs due to typical damage scenarios for bridges (Mackie

et al., 2008). Similar research has considered the fragility of new and retrofitted bridges in the cen-

tral and southeastern United States (Nielson, 2005; Padgett, 2007; Padgett and DesRoches, 2009).

In such approaches, it is necessary to define a relationship between the intensity measure, an indi-

cator of the intensity of the ground motion, and the engineering demand parameter, the response

quantity of interest. The demand model used by Mackie and Stojadinovic (2003) lends itself to a

linear regression of the form:

ln(EDP ) = Aln(IM) + B (5.1)



where EDP is the engineering demand parameter, IM is the intensity measure, and the constants

A and B are determined from a linear regression of the data in log-log space. The dispersion, a

measure of the randomness of the data, is computed using equation 5.2:

σ =

√∑N
i=1(ln(EDPi,fit)− ln(EDPi))2

n− 1
(5.2)

where EDPi,fit and EDPi are the values of the engineering demand parameter from the linear

regression of the data and the simulation model, respectively, for ground motion i, and n is the

number of ground motions (Mackie and Stojadinovic, 2003). Mackie classified models with dis-

persions from 0.20 to 0.30 as superior among the set of optimal models considered (Mackie and

Stojadinovic, 2003). In this study, the dispersion is utilized to compare the variability of the data

for the engineering demand parameters that are studied.

Since the dispersion is dependent on the scale of the engineering demand parameter, a

dimensionless measure of goodness of fit is also considered. The coefficient of determination

(Montgomery et al., 2007), R2, is:

R2 = 1−
∑N

i=1(ln(EDPi)− ln(EDPi,fit))
2

∑N
i=1(ln(EDPi)− ln(EDP ))2

(5.3)

where EDP is the geometric mean of the engineering demand parameter. The geometric mean of

a variable, x, is defined by Shome (1999) as:

x̂ = exp[

∑N
i=1 ln(xi)

N
] (5.4)

The range of the coefficient of determination is 0 ≤ R2 ≤ 1, where R2 = 1.0 indicates that the

model perfectly fits the data.

5.3 SIMULATION MODELS

To investigate the impact of SFSI on the seismic response of a reinforced concrete prototype bridge

system, four different simulation models with varying boundary conditions are evaluated. These

models are denoted as fixed base, fixed base at 2D, sand, and clay over sand. For the cases including

soil, the soil profiles are not taken from a particular site, but rather a range of soil conditions

is used to determine the variation of structural response at the global and local levels. All four
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simulation models orient the pairs of horizontal components for each ground motion such that

the component corresponding to a larger outcrop peak ground acceleration is applied along the

longitudinal direction of the bridge.

The fixed base model has clear column heights of 12 ft, 24 ft, and 16 ft for bents 1, 2, and 3,

respectively. The fixed base at 2D model extends the column lengths by 8 ft, two column diameters,

to where the point of fixity is assumed to occur for the prototype bridge. Each of the fixed-base

models applies the outcrop ground motions at the base of the columns and at the abutments using

the multiple support excitation command with imposed displacements.

The sand model idealizes the case for a site with a medium-dense Nevada sand. The clay

over sand model has a soft clay that extends to the tip of the drilled shaft foundations and overlies

sand that extends to bedrock. The models that include the soil response have soil springs along the

length of the drilled shaft foundations with properties given in Section 4.4.5. Displacement time

histories are imposed at the location of the soil springs and at the abutments using the multiple

support excitation command. Site response analyses used to compute the input excitation were

described in Section 4.3.2.

Modal analyses for each of the four prototype bridge models give the initial periods tabu-

lated in Table 5.1. Figure 5.1 illustrates the first two mode shapes for the clay over sand model.

The extension of the column length by two column diameters has a pronounced effect on the fixed-

base model with the fundamental period increasing by more than 50%. For the cases where soil is

explicitly modeled, the softer clay increases the system flexibility by more than 50% for the period

associated with the longitudinal mode. For the purposes of comparison, the design periods for

the prototype bridges used to develop similitude relationships for the shaking table tests are listed

in Table 5.2. These design periods are much longer than for the fixed-base case, since they were

calculated using the uniform load method and did not include transverse and longitudinal restraint

at the abutments.

Table 5.1 Comparison of periods for prototype bridge models.

Period (s)
Fixed Base Fixed Base at 2D Sand Clay Over Sand

Longitudinal 0.38 0.58 0.52 0.80
Transverse 0.32 0.49 0.57 0.70
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Table 5.2 Design periods for prototype bridges used in 2-span and 4-span tests (Johnson
et al., 2006; Nelson et al., 2007).

Period (s)
2-span 4-span

Longitudinal 0.748 1.34
Transverse 0.758 0.79

Fig. 5.1 Mode shapes for the prototype bridge model with Clay Over Sand soil profile.

5.4 PARAMETERIZATION OF SIMULATIONS

The scale of this simulation effort is significant and includes 1280 site response analyses computed

using SHAKE and 320 nonlinear dynamic analyses performed with OpenSees. For the cases where

soil is modeled explicitly, the simulation models have a total of 940 degrees of freedom. Because

of the large computational effort required, the parallel capability of OpenSees version 2.0 was em-

ployed in this study (McKenna et al., 2000). The parameterization of the model enables execution

of multiple parallel OpenSees interpreters with a different input ground motion for each instance of

the interpreter. The functionality of OpenSeesMP, the multiple parallel OpenSees interpreter appli-

cation, is described by McKenna and Fenves (2008). The commands, getNP and getPID, return the

number of processors allocated to the user and the processor ID, respectively. The input script was

modified for use on a parallel machine as shown in Table 5.3. In this case, a text file containing the

indices from one to twenty was used to parameterize the model for the different ground motions in

each of the four bins. Using an allocation granted by NEESit, the simulations were performed on

the Intel 64 Cluster Abe at the National Center for Supercomputing Applications at the University

of Illinois (National Center for Supercomputing Applications, 2009).
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Table 5.3 OpenSees commands for parameter studies on a parallel computer.

set count 0
set pid [getPID]
set np [getNP]
set motionFile “/cfs/scratch/users/dryden/bin/iGM.txt”
set recordsFile [open $motionFile r]
foreach line [split [read $recordsFile] \n] {
if {[expr $count % $np] == $pid} {
set iGM [lindex $line 0]
. . .
incr count 1
}
close $recordsFile

5.5 SIMULATION RESULTS

The results of the nonlinear dynamic analyses of the prototype bridge simulation models are pre-

sented in the following. First, the demand models are given to evaluate the SFSI effect on prob-

abilistic approaches used within a performance-based framework. Then, two specific cases in

which the SFSI effect causes either less or more yielding are discussed.

5.5.1 Development of Demand Models

The intensity measure (IM) selected to develop the demand models is the square-root-sum-of-

squares (SRSS) of the horizontal components of the peak ground velocity (PGV) for each outcrop

ground motion. This intensity measure is independent of the structural period and has been used in

previous studies on the seismic response of bridges (Mackie et al., 2008; Aviram et al., 2008b). For

reference, the values of the intensity measures for different hazard levels are given in Table 5.4.

Peak ground accelerations (PGA) for each hazard level are determined using the USGS ground

motion parameter calculator for a site at 33.60 degrees latitude, -117.45 degrees longitude, the site

used in the prototype bridge design for the two-span and four-span experimental tests (Johnson

et al., 2006; Nelson et al., 2007). This site is situated southeast of Los Angeles and was chosen be-

cause it was more than 10 km from a fault and produced a seismic demand that was approximately

equivalent to the capacity for the selected column reinforcement of the two-span bridge (Johnson

et al., 2006). Peak ground velocities for each hazard level are calculated using the relationship
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PGV/PGA = 48 in./sec/g recommended by Newmark and Hall (1982). Typically, the relation-

ship between the hazard level and the intensity measure is modeled using a power law (Mackie

et al., 2008). Within a performance-based framework, the hazard levels may be used to establish

the probabilities of exceedance for a given intensity measure that is used in the demand models

developed subsequently.

Table 5.4 Values of intensity measure for different hazard levels.

Hazard Level 50% in 50 yrs 10% in 50 yrs 2% in 50 yrs
Return Period (yrs) 72 475 2475

PGA (g) 0.17 0.41 0.66
PGV (in./sec) 8.02 19.89 31.56

Linear regressions of the form given in Equation 5.1 are shown in Figures 5.2 through

5.5 for deformation response quantities of interest in design. The drift ratios for each bent are

computed using the difference in displacements at the top of the bent and at the ground surface

divided by the column length. In the cases where the soil response is incorporated, this drift

ratio also includes displacement due to the rigid body rotation of the pile at ground surface. At

the element and section levels, the maximum plastic rotations and curvatures, respectively, are

determined within the set of all of the elements in a given bent. For drift ratios and curvatures,

the maximum of the SRSS of these response quantities is plotted. The parameters for each of the

demand models of the form given in Equation 5.1 are listed in Table 5.6.

The extent to which the linear regressions produce acceptable demand models is evaluated

using the dispersion and the coefficient of determination. The dispersion values for each response

quantity are tabulated in Table 5.7. Since the dispersion is scale dependent, it is useful as a measure

of variability when evaluating the same response quantity. Greater variability exists at the global

level for the fixed-base case than for the models including soil. Slightly greater scatter is evident

for the cases with soil than the fixed-base model when evaluating the maximum curvature. No

general trend in the variability of the maximum plastic rotations is apparent. The coefficient of

determination provides more insight into the goodness of fit for the demand models. Table 5.8

lists the values of R2 for each simulation model and engineering demand parameter. The demand

models have slightly better fit for the maximum drift ratios than for the maximum curvatures and
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plastic rotations. At the global level, better fit occurs for the maximum drift ratios at bents 2 and

3, than at bent 1, the stiffest bent. For all engineering demand parameters, the simulation models

including soil have demand models that are in greater agreement with the data than compared to

the fixed-base case.

Soil-foundation-structure interaction clearly has a significant influence on the predicted

maximum response quantities from the demand models for the prototype bridge system. As an

illustration of this effect, the maximum response quantities for the largest value of the intensity

measure, a PGV equal to 26.9 in./sec, are tabulated in Table 5.5. At the local level, the SFSI effect

amplifies the predicted maximum curvatures at bents 1 and 3 by over 67% compared to the fixed-

base case. At bent 1, the maximum plastic rotation about the longitudinal axis is 2.9 times greater

when including SFSI than for the fixed-base model. These trends display the importance of con-

sidering SFSI when using demand models as a decision making tool in the design and assessment

of reinforced concrete bridges.

Table 5.5 Response quantities at the maximum PGV from linear regressions.

Simulation Model
Bent Fixed Base Fixed Base at 2D Sand Clay Over Sand

Max Drift 1 1.28 2.83 3.24 3.23
Ratio 2 4.07 4.26 5.70 5.67
(%) 3 6.15 6.29 8.37 8.60
φmax 1 5.00e-4 6.35e-4 1.53e-3 1.53e-3
(1/in.) 2 1.29e-4 2.11e-4 5.87e-4 6.22e-4

3 3.75e-4 4.94e-4 1.21e-3 1.29e-3
θpx 1 5.53e-3 9.46e-3 2.18e-2 2.18e-2

(rad) 2 1.78e-3 4.13e-3 1.13e-2 1.20e-2
3 5.83e-3 9.65e-3 2.06e-2 2.12e-2

θpy 1 1.21e-2 1.64e-2 3.15e-2 3.06e-2
(rad) 2 2.99e-3 6.37e-3 1.47e-2 1.47e-2

3 7.83e-3 1.23e-2 2.53e-2 2.56e-2
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Fig. 5.2 Demand models for maximum drift ratios (%).
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Fig. 5.3 Demand models for maximum curvatures (1/in.).
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Fig. 5.4 Demand models for maximum plastic rotations (rad) about the longitudinal axis.
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Table 5.6 Comparison of SFSI effect on parameters from demand models.

Parameter Values for Maximum Drift Ratio Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand
A B A B A B A B

Bent 1 0.87 -2.62 0.89 -1.89 0.91 -1.82 0.86 -1.66
Bent 2 1.14 -2.35 1.06 -2.04 1.03 -1.65 1.01 -1.59
Bent 3 1.15 -1.97 1.06 -1.65 1.01 -1.20 1.00 -1.14

Parameter Values for Maximum Curvature Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand
A B A B A B A B

Bent 1 0.92 -10.63 1.16 -11.18 1.40 -11.09 1.30 -10.76
Bent 2 0.87 -11.82 1.09 -12.05 1.40 -12.05 1.36 -11.86
Bent 3 0.93 -10.95 1.05 -11.07 1.39 -11.29 1.33 -11.03

Parameter Values for θpx Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand
A B A B A B A B

Bent 1 0.93 -8.26 1.30 -8.94 1.52 -8.83 1.39 -8.40
Bent 2 1.23 -10.38 1.54 -10.56 1.78 -10.34 1.69 -9.99
Bent 3 1.08 -8.70 1.23 -8.69 1.57 -9.05 1.46 -8.66

Parameter Values for θpy Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand
A B A B A B A B

Bent 1 1.73 -10.11 1.75 -9.87 1.99 -10.01 1.83 -9.51
Bent 2 1.98 -12.33 2.17 -12.20 2.19 -11.43 2.05 -10.97
Bent 3 1.78 -10.71 1.80 -10.32 1.99 -10.23 1.87 -9.82
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Table 5.7 Comparison of SFSI effect on dispersion values from demand models.

Dispersion Values for Maximum Drift Ratio Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand

Bent 1 0.47 0.40 0.34 0.33
Bent 2 0.42 0.35 0.29 0.29
Bent 3 0.42 0.35 0.28 0.29

Dispersion Values for Maximum Curvature Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand

Bent 1 0.51 0.54 0.57 0.56
Bent 2 0.49 0.51 0.55 0.53
Bent 3 0.50 0.50 0.58 0.55

Dispersion Values for θpx Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand

Bent 1 0.55 0.64 0.67 0.64
Bent 2 0.67 0.73 0.71 0.68
Bent 3 0.61 0.64 0.70 0.65

Dispersion Values for θpy Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand

Bent 1 0.95 0.86 0.81 0.78
Bent 2 1.09 1.04 0.81 0.79
Bent 3 1.02 0.91 0.80 0.76
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Table 5.8 Comparison of SFSI effect on coefficient of determination from demand models.

R2 for Maximum Drift Ratio Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand

Bent 1 0.63 0.71 0.78 0.77
Bent 2 0.78 0.82 0.86 0.85
Bent 3 0.79 0.82 0.86 0.86

R2 for Maximum Curvature Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand

Bent 1 0.61 0.70 0.75 0.73
Bent 2 0.61 0.69 0.76 0.77
Bent 3 0.63 0.68 0.74 0.74

R2 for θpx Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand

Bent 1 0.58 0.67 0.72 0.70
Bent 2 0.63 0.68 0.75 0.75
Bent 3 0.60 0.64 0.71 0.71

R2 for θpy Demand Models
Fixed Base Fixed Base at 2D Sand Clay Over Sand

Bent 1 0.62 0.67 0.75 0.73
Bent 2 0.62 0.68 0.78 0.77
Bent 3 0.60 0.66 0.75 0.75
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5.5.2 Deterministic Comparison of SFSI Effect

The extent to which the SFSI effect produces less or more yielding may best be observed on a

case-by-case basis. Two ground motions were considered, one for which the SFSI effect caused

less yielding, M-GMR000 (PGV = 3.62 in./sec), and the other for which the SFSI effect gave more

yielding, HCH090 (PGV = 23.25 in./sec). Figures 5.6 and 5.7 compare the moment-curvature

response at the top of a column in bent 1 for these ground motions, and Figures 5.8 and 5.9 plot

the drift ratios at bent 1. The SFSI effect for each case is evident in the tabulated peak response

quantities listed in Table 5.9. For the simulation models including soil, the maximum curvature

is reduced by as much as 50% compared to the fixed-base model when SFSI effects less yielding.

Where SFSI induces greater yielding, the maximum curvature is over 18 times greater than that

determined from the fixed-base model.

To gain greater insight into these disparities, the response spectra for both ground motions

are plotted in Figure 5.10. The spectral accelerations at the initial periods of each simulation model

are plotted on the response spectra from the outcrop and surface motions for the cases including a

fixed base and soil, respectively. In the case of greater yielding due to SFSI, the response spectra

have much higher spectral acceleration values for periods at or exceeding the initial periods of the

simulation models with soil. When SFSI introduces less yielding, the long-period range of the

response spectra including soil falls sharply below the spectral acceleration at the initial period for

the fixed-base model.
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Fig. 5.6 Moment (kip-in.) versus curvature (1/in.) for the section at the top of one column
in bent 1 during ground motion M-GMR000.
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Fig. 5.7 Moment (kip-in.) versus curvature (1/in.) for the section at the top of one column
in bent 1 during ground motion HCH090.
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Fig. 5.8 Drift ratio (%) versus time (sec) for bent 1 during ground motion M-GMR000.
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Fig. 5.9 Drift ratio (%) versus time (sec) for bent 1 during ground motion HCH090.
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Table 5.9 Comparison of SFSI effect on response quantities for simulation models.

Bent 1 Maximum Drift Ratio (%)
Ground Motion Direction Fixed Base Fixed Base at 2D Sand Clay Over Sand

M-GMR000
Longitudinal 0.48 0.37 0.34 0.41
Transverse 0.23 0.26 0.39 0.39

HCH090
Longitudinal 0.57 2.15 3.49 3.47
Transverse 0.19 1.75 3.85 3.76

φmax (1/in.) at Top of Column in Bent 1
Ground Motion Direction Fixed Base Fixed Base at 2D Sand Clay Over Sand

M-GMR000
Longitudinal 1.46e-4 6.08e-5 7.08e-5 7.65e-5
Transverse 8.32e-5 2.43e-5 3.25e-5 4.42e-5

HCH090
Longitudinal 9.78e-5 3.84e-4 1.91e-3 1.86e-3
Transverse 8.30e-5 3.46e-4 1.49e-3 1.49e-3
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Fig. 5.10 Response spectra for ground motions where the soil-foundation-structure inter-
action effect is illustrated. For the cases with soil, the response spectra are shown
for the ground motions at the ground surface at bent 1. Spectral values are plotted
at the initial period of each simulation model.
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5.6 CONCLUSIONS

Parameter studies conducted in parallel on a supercomputer have provided insight into the effect

of soil-foundation-structure interaction on a reinforced concrete bridge system. Demand models

have been developed for use within a performance-based framework and the influence of SFSI

on the predicted response has been assessed. The demand models predict deformation response

quantities that are significantly higher for rare events when the SFSI effect is included. Better fit

exists for linear regressions of response quantities from simulation models including soil than for

the fixed-base case. A deterministic comparison of the structural response for two specific cases

reveals the extent to which more or less yielding can occur when including the SFSI effect. Where

the site effect greatly amplifies the spectral acceleration at the period of interest, significantly

more yielding is observed compared to the fixed-base case. While the consideration of additional

intensity measures is outside the scope of this study, the response spectra for these deterministic

cases suggest that intensity measures dependent on a spectral quantity at a measure of the structural

period that incorporates SFSI should be evaluated. Additional intensity measures and regression

models should be investigated and the sensitivity of the simulation results to model parameters

should be studied to determine their influence on the demand models.
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6 Conclusions

This chapter summarizes the report and the conclusions drawn from this research. Important issues

for future research are presented.

6.1 SUMMARY

This report addresses the system response of reinforced concrete bridges including soil-foundation-

structure interaction (SFSI). Chapter 1 introduces the research topic and provides the motivation

for the research. Chapter 2 includes a literature review of previous research on the performance of

reinforced concrete bridges. Important research related to the experimental testing of bridge com-

ponents and computational simulation of the seismic response of bridges is described. Previous

work on the assessment of seismic demands within a performance-based engineering framework

is highlighted.

The experimental testing and computational simulation of shaking table tests of a two-span

and a four-span reinforced concrete bridge are discussed in Chapter 3. The simulation model is

developed using OpenSees and is validated with the test results from the two-span bridge. Compar-

isons are made at both the global and local levels. Further studies evaluate the simulation response

when compared to the test results from the four-span bridge.

Chapter 4 develops a simulation model for a prototype bridge system including SFSI. The

prototype bridge is taken from prototype designs used for experimental testing of the two-span

and four-span bridges. The model incorporates the influence of the abutments, drilled shaft foun-

dations, and site response effects. The input excitation using site response for ground motions of

varying magnitude and distance from the fault is detailed.

Chapter 5 provides a comprehensive assessment of the SFSI effect within a performance-



based engineering framework. Large-scale parameter studies are conducted on a supercomputer for

four different prototype bridge models with and without the SFSI effect. The influence of SFSI is

quantified through comparisons of demand models that relate an intensity measure to engineering

demand parameters at both the global and local levels.

6.2 CONCLUSIONS OF THE RESEARCH

High-fidelity simulation models that are calibrated against the results of experimental tests must

be developed to give accurate predictions of the response of reinforced concrete bridge systems.

The response must account for all aspects of the bridge system including soil-foundation-structure

interaction at the abutments and foundations.

Simulations of shaking table tests of a two-span and a four-span reinforced concrete bridge

are performed with OpenSees. When using the beam with hinges column element with a fixed

plastic hinge length defined by Priestley et al. (1996), the simulation model matches well both

the global and local response until the onset of failure at a drift ratio approaching 5.5%. Column

models employing a zero-length element at the column ends to account for strain penetration may

underestimate the local response. The analyst must carefully select the fixed plastic hinge length

for the beam with hinges model as a shorter length may significantly impact the predicted local

response. The highly nonlinear pounding at the abutments and complicated test protocol of the

four-span bridge produces less agreement in the simulation results. Additional rotational flexibility

is present at the cap beam interface. The friction at contact points during sustained pounding events

restricts the motion of the bridge in the transverse direction causing it to be driven to larger drift

ratios upon release. The abutment sliding system does not provide sufficient restraint to prevent

rotation of the abutment during pounding events. Given the many challenges in modeling the

response of the four-span bridge, the simulation models underestimate the peak drift ratios at bents

1 and 3 by as much as 30% and do not reproduce the residual displacements at these locations.

Experimental tests should be designed, instrumented, and tested in such a way that the results

may be used to validate the simulation model. More refined models for flexural failure including

loss of confinement and buckling of longitudinal reinforcement must be developed to facilitate the

accurate prediction of collapse by the simulations.

The parallel capability of OpenSees and access to a supercomputer enable the analyst to
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perform large-scale parameter studies of bridge systems including SFSI. A prototype bridge model

is developed that incorporates the influence of the abutments, drilled shaft foundations, and site

response effects. Demand models for use within a performance-based framework predict larger

values of deformation quantities for rare events when including SFSI. Better fit exists for linear

regressions of response quantities from simulation models including soil than for the fixed-base

case. For ground motions where the site effect greatly amplifies the spectral acceleration at the

structural period, significantly more yielding can occur when including SFSI compared to the

fixed-base case. In such cases, the SFSI effect should be considered to give accurate predictions of

the demand within a performance-based engineering framework.

6.3 FUTURE RESEARCH

This research effort provides an improvement in the understanding of soil-foundation-structure

interaction in reinforced concrete bridge systems. Further research should focus on the following

issues.

1. Appropriate intensity measures must be obtained that provide good fit for the demand models

when including SFSI. Intensity measures that are dependent on the site effect should be

evaluated.

2. Sensitivity analyses should be performed to consider the influence of modeling assumptions

on the response. Among the modeling parameters that should be varied are the abutment

mass and site effects. Additional studies of abutment-embankment interaction and liquefac-

tion effects should also be explored.

3. The extent to which response modification devices benefit the structural response when in-

cluding SFSI must be understood. Demand models for simulations that incorporate isolation

bearings at the tops of the bents and at the abutments should be computed.

4. High-performance computing should be made more accessible to the structural analyst.

User-friendly portals that enable the analyst to run parameter studies and obtain the results

will allow the structural engineering profession to keep pace with developments in compu-

tational technology.
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Appendix A: Experimental Tests of the
Two-Span and Four-Span
Bridges

The appendix includes information related to the 1/4-scale two-span and four-span reinforced con-

crete bridges that were tested at the University of Nevada, Reno (Johnson et al., 2006; Nelson et al.,

2007). The geometry of the bridges and instrumentation for the columns are shown in Figures A.1

and A.2, respectively. Peak response quantities for the two-span bridge are listed in Tables A.1 and

A.2. The peak response quantities for the four-span bridge are given in Tables A.3 through A.6.



8
 f
t

6
 f
t

5
 f
t

3
0
 f
t

3
0
 f
t

1
4
 i
n
.

7
 f
t

6
 f
t

3
4
8
 i
n
.

3
4
8
 i
n
.

1
4
 i
n
.

5
 f
t

2
9
4
.2
5
 i
n
.

2
9
4
.2
5
 i
n
.

B
e
n
t 
3

B
e
n
t 
2

B
e
n
t 
1

B
e
n
t 
3

B
e
n
t 
2

B
e
n
t 
1

 

Fig. A.1 Elevations of the 2-span and 4-span bridges.
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Fig. A.2 Instrumentation for determining column curvature for the 2-span bridge.
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Table A.1 Measured peak accelerations during shaking table tests of the 2-span bridge.

Test
Max Table Acceleration (g) Max Bent Acceleration (g)
Table 1 Table 2 Table 3 Bent 1 Bent 2 Bent 3

1a 0.13 0.23 0.13 0.09 0.08 0.08
1b 0.21 0.32 0.25 0.12 0.14 0.13
2a 0.03 0.13 0.07 0.08 0.07 0.11
2b 0.07 0.34 0.16 0.18 0.12 0.23
3a 0.08 0.13 0.05 0.08 0.06 0.04
3b 0.17 0.38 0.08 0.18 0.11 0.08
4b 0.07 0.22 0.23 0.10 0.08 0.15
5b 0.21 0.10 0.25 0.11 0.11 0.13
6b 0.20 0.21 0.09 0.09 0.08 0.07
8 0.16 0.22 0.21 0.10 0.11 0.10
9a 0.09 0.10 0.10 0.05 0.05 0.04
9b 0.17 0.33 0.21 0.11 0.13 0.10
10a 0.08 0.10 0.10 0.15 0.09 0.13
11a 0.07 0.09 0.10 0.13 0.08 0.13
12 0.07 0.10 0.08 0.18 0.14 0.16
13 0.18 0.18 0.17 0.36 0.28 0.30
14 0.35 0.31 0.28 0.42 0.32 0.41
15 0.67 0.65 0.72 0.48 0.52 0.58
16 0.98 0.94 1.25 0.47 0.52 0.56
17 1.20 1.50 1.09 0.43 0.41 0.50
18 1.56 1.81 1.59 0.48 0.54 0.63
19 2.00 2.13 2.20 0.53 0.47 0.59
20 1.26 1.30 1.44 0.42 0.29 0.24
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Table A.2 Measured peak drift ratios during shaking table tests of the 2-span bridge.

Test
Max Drift Ratio (%) Residual Drift Ratio (%)

Bent 1 Bent 2 Bent 3 Bent 1 Bent 2 Bent 3
1a 0.13 0.09 0.08 -0.01 0.01 -0.01
1b 0.21 0.14 0.15 -0.01 0.01 -0.01
2a 0.08 0.05 0.12 -0.01 0.01 -0.01
2b 0.18 0.13 0.32 -0.02 0.01 -0.01
3a 0.12 0.06 0.09 -0.02 0.02 -0.02
3b 0.27 0.14 0.10 -0.01 0.02 -0.01
4b 0.14 0.10 0.17 -0.01 0.02 0.00
5b 0.17 0.09 0.17 -0.02 0.03 -0.01
6b 0.17 0.10 0.08 -0.02 0.03 0.01
8 0.18 0.10 0.13 -0.02 0.02 0.01
9a 0.08 0.06 0.15 -0.02 0.03 0.01
9b 0.19 0.14 0.14 -0.02 0.04 -0.01
10a 0.25 0.14 0.15 -0.02 0.05 -0.02
11a 0.20 0.13 0.16 -0.02 0.05 -0.02
12 0.32 0.21 0.22 -0.02 0.06 -0.01
13 0.87 0.44 0.55 -0.02 0.07 -0.03
14 1.07 0.55 0.83 -0.02 0.07 -0.02
15 2.15 1.24 2.43 -0.08 0.04 -0.09
16 3.68 2.45 3.13 0.18 0.16 0.01
17 2.77 2.09 2.37 0.23 0.16 -0.05
18 3.84 3.58 5.53 -0.08 0.11 0.16
19 4.89 4.39 7.84 0.09 0.02 -0.36
20 3.11 3.16 5.81 0.02 0.01 -0.28
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Table A.3 Measured peak table accelerations during shaking table tests of the 4-span
bridge.

Max Table Acceleration (g)

Test
Transverse Longitudinal

Table 1 Table 2 Table 3 Table 1 Table 2 Table 3
1B 0.00 0.00 0.00 0.11 0.14 0.13
1C 0.00 0.00 0.01 0.10 0.13 0.12
1D 0.14 0.12 0.11 0.12 0.14 0.15
2 0.18 0.20 0.18 0.26 0.38 0.36
3 0.29 0.29 0.28 0.41 0.70 0.48

4A 0.01 0.03 0.02 0.88 1.22 1.25
4B 0.01 0.01 0.01 0.81 0.91 0.91
4C 0.01 0.01 0.01 0.78 0.92 0.78
4D 0.66 0.66 0.65 0.69 0.89 0.85
5 0.98 1.01 1.01 0.90 1.08 1.09
6 1.34 1.32 1.43 1.28 1.54 1.43
7 1.20 1.18 1.26 1.23 1.26 1.27

Table A.4 Measured peak deck accelerations during shaking table tests of the 4-span
bridge.

Max Deck Acceleration (g)

Test
Transverse Longitudinal

Bent 1 Bent 2 Bent 3 Deck
1B 0.01 0.01 0.01 0.06
1C 0.01 0.01 0.01 0.14
1D 0.27 0.12 0.21 0.10
2 0.45 0.57 0.50 0.56
3 0.42 0.87 0.60 0.78

4A 0.08 0.07 0.06 0.43
4B 0.05 0.04 0.04 0.38
4C 0.03 0.02 0.01 0.23
4D 0.54 1.07 0.56 0.70
5 0.78 0.88 0.52 0.80
6 0.76 1.26 0.85 0.79
7 0.72 1.18 0.77 0.92
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Table A.5 Measured peak drift ratios during shaking table tests of the 4-span bridge.

Peak Drift Ratio (%)

Test
Transverse Longitudinal

Bent 1 Bent 2 Bent 3 Bent 1 Bent 2 Bent 3
1B 0.37 0.11 0.14 0.32 0.22 0.25
1C 0.12 0.08 0.08 0.33 0.23 0.25
1D 1.09 0.31 0.88 0.48 0.28 0.61
2 0.76 0.48 0.80 2.55 1.77 2.04
3 1.36 0.87 1.35 3.60 2.38 2.84

4A 0.16 0.07 0.13 3.18 2.09 2.43
4B 0.18 0.10 0.08 3.20 2.27 2.54
4C 0.15 0.08 0.09 4.52 3.31 3.79
4D 2.70 1.50 2.65 4.28 3.09 3.49
5 3.99 1.79 4.34 5.71 4.16 4.68
6 7.71 2.71 6.97 7.07 5.15 5.81
7 8.94 3.11 7.40 7.20 5.27 5.97

Table A.6 Measured residual drift ratios during shaking table tests of the 4-span bridge.

Residual Drift Ratio (%)

Test
Transverse Longitudinal

Bent 1 Bent 2 Bent 3 Bent 1 Bent 2 Bent 3
1B 0.02 -0.02 0.00 -0.00 0.00 -0.01
1C 0.00 -0.03 -0.00 0.00 -0.00 -0.00
1D 0.05 -0.00 0.04 -0.01 0.00 0.00
2 0.06 -0.01 0.05 -0.11 -0.07 -0.10
3 -0.03 -0.03 -0.01 -0.07 -0.05 -0.07

4A -0.08 -0.03 0.00 -0.93 -0.67 -0.77
4B -0.04 -0.04 0.01 -0.24 -0.17 -0.20
4C 0.03 -0.03 -0.01 0.00 -0.00 0.01
4D 0.20 -0.08 -0.31 -0.12 -0.08 -0.09
5 0.65 0.07 -0.64 0.31 0.12 0.18
6 1.66 0.07 -1.12 -0.06 -0.05 -0.05
7 2.73 0.35 -1.42 -0.08 -0.05 -0.06
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Appendix B: Modifications to Achieve
Convergence

The appendix describes key modifications that were required to achieve convergence when per-

forming highly nonlinear finite element simulations of the prototype bridge models. First, the

algorithm for the force-based beam-column element is revised to revert to a noniterative scheme.

Next, the algorithms and analysis time step for the input script are modified to obtain a converged

solution.

The current version of ForceBeamColumn3d.cpp in the repository performs iterations at the

element level as described by Spacone et al. (1996). By default, maxNumIters = 10 and tolerance

= 1.0e-12. The following sequence of iterations are performed at the element level to achieve

convergence: (1) maxNumIters using Newton, (2) 10*maxNumIters using Newton with initial

tangent, and (3) maxNumIters using Newton with initial tangent on the first iteration followed by

Newton for the remaining iterations. The code was modified as shown in Table B.1 to revert to the

noniterative scheme proposed by Neuenhofer and Filippou (1997) provided that the convergence

criteria is not met at the element level. This element formulation modifies the element resisting

forces for the current global iteration and thus element convergence and global convergence are

achieved simultaneously. The maximum number of subdivisions for reducing the size of the trial

element deformations, dvTrial, in the event of nonconvergence was reduced from 10 to 1 to allow

for a more efficient use of the noniterative method.

The input file was modified to reduce the analysis time step and change the solution algo-

rithm to achieve convergence as shown in Table B.2. In the case that the Newton algorithm with

the initial analysis time step did not converge, the following sequence of actions were followed

until the point of convergence.



Table B.1 Modifications to ForceBeamColumn3d.cpp.

Line 499
maxSubdivisions = 1;

Line 920 - within if(converged==false)
// return -1;

1. Reduce the analysis time step to as small as 1/100 the initial value.

2. Perform 2500 iterations with the initial tangent stiffness and 1/100 of the initial analysis time

step.

3. Invoke the Broyden and NewtonLineSearch algorithms at 1/100 of the initial analysis time

step.
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Table B.2 Modifying the script in the case of no convergence.

# Perform dynamic analysis
while {$tCurrent < $tFinal && $ok == 0} {
test $testtype $tol $maxNumIter 0;
set ok [analyze 1 $DtAnalysis]
if {$ok != 0} {
set ok [analyze 1 [expr $DtAnalysis/20.0]];
}
if {$ok != 0} {
set ok [analyze 1 [expr $DtAnalysis/50.0]];
}
if {$ok != 0} {
set ok [analyze 1 [expr $DtAnalysis/100.0]];
}
if {$ok != 0} {
test $testtype $tol 2500 0;
algorithm Newton -initial
set ok [analyze 1 [expr $DtAnalysis/100.0]]
test $testtype $tol $maxNumIter 0;
}
if {$ok != 0} {
algorithm Broyden 8
set ok [analyze 1 [expr $DtAnalysis/100.0]]
}
if {$ok != 0} {
algorithm NewtonLineSearch .8
set ok [analyze 1 [expr $DtAnalysis/100.0]]
algorithm Newton
}
set tCurrent [getTime]
}
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