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ABSTRACT 

This report summarizes the development of the NGA-West2 Campbell-Bozorgnia empirical 
ground motion prediction equation (GMPE). This GMPE updates and supersedes the GMPE 
developed by Campbell and Bozorgnia (2008) as part of the NGA-West1 Project (Power et al. 
2008). We used the extensive and expanded PEER NGA-West2 ground motion database 
recorded from shallow crustal earthquakes in active tectonic domains to develop a GMPE for the 
“average” (RotD50) horizontal components of peak ground acceleration (PGA), peak ground 
velocity (PGV), and 5%-damped elastic pseudo-absolute acceleration response spectral ordinates 
(PSA) at 21 periods ranging from 0.01 to 10 sec. As in our NGA-West1 GMPE, we included 
terms and predictor variables that modeled magnitude scaling, geometric attenuation, style of 
faulting, hanging-wall effects, shallow linear and nonlinear site response, and basin response. In 
our NGA-West2 model we added several new terms and predictor variables, including a new 
hanging-wall model and related parameters; hypocentral depth; rupture dip, regionally dependent 
linear shallow site and basin response; regionally dependent anelastic attenuation; and 
magnitude-dependent between-event and within-event standard deviations. Our new GMPE is 
considered valid for estimating ground motions from shallow continental earthquakes occurring 
worldwide in active tectonic domains for magnitudes ranging from 3.3 to as large as 8.5, 
depending on the style of faulting, and distances as far as 300 km from the source. 
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PAGE 2, PARAGRAH 3, LINES 6 & 7: 

The phrase “… strike-normal (SN), strike-parallel (SP), and …” should be deleted. 

PAGE 4, PARAGRAH 2, LINE 14: 

The equation “( 80RUPR ≤  km)” should be deleted. 

PAGE 12, SECTION 3.3.10, BULLET 4, LINE 2: 

The phrase “… , where XR  is negative in the footwall direction and positive in the hanging-wall 
direction” should be added before the reference “(Ancheta et al. 2013)”. 

PAGE 15, SECTION 3.4.2, PARAGRAPH 2, LINE 8: 

The word “NGA-West” should be replaced with “NGA-West2”. 

PAGE 15, SECTION 3.4.2, PARAGRAPH 2: 

This paragraph should be deleted.  The arbitrary horizontal component was not revised as part of 
the study. 

PAGE 22, TABLE 3.4: 

The columns labeled cφ  and ARBσ  should be deleted.  The arbitrary horizontal component was 
not revised as part of the study.  The values in the column labeled ln ,lnPGA Yρ  should be replaced 
with the following values (from top to bottom): 1.000, 0.998, 0.986, 0.938, 0.887, 0.870, 0.876, 
0.870, 0.850, 0.819, 0.743, 0.684, 0.562, 0.467, 0.364, 0.298, 0.234, 0.202, 0.184, 0.176, 0.154, 
1.000, and 0.684, which are valid for 5≥M  events.  The magnitude-dependence of this 
correlation coefficient will be addressed in a separate study. 

PAGE 57, PARAGRAPH 2, LAST LINE: 

Replace the phrase “… use in PSHA…” with “… estimating spectral displacement and PGD…”. 



PAGE 62, PARAGRAH 3, LINE 1: 

The term “ HYPZ ” should be deleted.  The same term at the beginning of Line 2 should be 
retained. 

PAGE 62, EQUATION (6.7): 

Equation (6.7) should be corrected as follows: ( )( 4.07)/0.98min 10 ,( ) sin( )BOT TORW Z Z δ−= −M . 
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1 Introduction 

1.1 SCOPE OF THE PEER NGA-WEST2 PROJECT  

The PEER Next Generation of Ground Motion Attenuation Phase 2 Project (the “PEER NGA-
West2 Project”) is a multidisciplinary research initiative coordinated by the Pacific Earthquake 
Engineering Research Center (PEER) to extend the original NGA Project, now the NGA-West1 
Project, to develop next generation ground motion models for shallow crustal earthquakes in 
active tectonic regions. According to Bozorgnia et al. (2012), an objective of the PEER NGA-
West2 Project is to update the NGA-West1 horizontal empirical ground motion prediction 
equations (GMPEs) (a.k.a., ground motion models or attenuation relationships) through a 
comprehensive and highly interactive research program.  

The NGA-West2 model development was composed of the following technical topics: 
(1) updating the NGA-West1 models for moderate-to-large magnitude data recorded through 
2011: (2) extending the NGA-West1 models to magnitudes as small as M3.0: (3) developing 
GMPEs for the vertical component: (4) developing a model for scaling 5%-damped response-
spectral amplitudes for damping values between 0.5% and 30%: (5) exploring the effects of 
source directivity: (6) developing models for adjusting the “average” horizontal component for 
component polarization (directionality): (7) developing models for incorporating epistemic 
uncertainty: and (8) updating the linear and nonlinear site-response models. As part of the 
supporting research projects conducted as part of the NGA-West2 Project, there was also an 
effort to derive a hanging-wall model from ground motion simulations to aid the NGA-West2 
ground motion model developers in evaluating the hanging-wall terms in their NGA-West1 
models. An overview of the PEER NGA-West2 Project components, process, and products is 
presented in Bozorgnia et al. (2012). 

1.2 SCOPE OF NGA-WEST2 GROUND MOTION MODEL DEVELOPMENT 

Under the auspices of the PEER NGA-West2 Project, updated empirical GMPEs were developed 
for shallow crustal earthquakes for applicability in active tectonic regions around the world, such 
as the western United States, through a comprehensive and highly interactive research program 
that involved the following components: (1) development of separate sets of ground motion 
models by five teams (the “developers”); (2) development of an updated and expanded PEER 
ground motion database to provide the recorded ground motion data and the supporting metadata 
on the causative earthquakes, source-to-site travel paths, and local site conditions needed by the 
GMPE developers for their empirical regression analyses and model-development activities; (3) 
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a number of supporting research projects including numerical simulations of rock motions and 
soil site response to provide an improved scientific basis for evaluating functional forms and 
determining constraints on the GMPEs; and (4) a series of workshops, working group meetings, 
GMPE developer meetings, and external reviews that provided input to the project and review of 
project results by both the scientific research community and the engineering user community. 

The GMPE developers of the five previous NGA-West1 empirical GMPEs participated in 
the concurrent update of their models. These developers, along with the reference to their NGA-
West1 peak ground acceleration (PGA), peak ground velocity (PGV), and spectral acceleration 
models, are listed alphabetically as follows: (1) Abrahamson and Silva (2007, 2008), (2) Boore 
and Atkinson (2007, 2008), (3) Campbell and Bozorgnia (2007, 2008), (4) Chiou and Youngs 
(2008a, 2008b), and (5) Idriss (2008). In addition, we also used the NGA-West1 database to 
develop GMPEs for inelastic response spectra (Bozorgnia et al. 2006, 2010), cumulative absolute 
velocity (Campbell and Bozorgnia 2010), Japan Meterological Agency (JMA) instrumental 
seismic intensity (Campbell and Bozorgnia 2011a), standardized cumulative absolute velocity 
(Campbell and Bozorgnia 2011b), and Arias intensity (Campbell and Bozorgnia 2012a). We also 
developed correlation equations between cumulative absolute velocity and seismic intensity 
(Campbell and Bozorgnia 2012b). 

To meet the needs of the earthquake engineering community, all of the NGA-West2 
models were required to be applicable to the following conditions: (1) they should include the 
ground motion intensity measures PGA, PGV, and 5%-damped elastic pseudo-absolute response-
spectral acceleration (PSA) for a minimum set of periods ranging from 0–10 sec; (2) they should 
model the average horizontal component defined by the median rotated direction RotD50 (Boore 
2010), as well as horizontal components in the strike-normal (SN), strike-parallel (SP), and 
maximum rotated (RotD100) directions, although this latter requirement was covered by the 
NGA-West2 Directionality Working Group (Baker and Shahi 2013); (3) they should be valid for 
shallow crustal earthquakes with strike-slip, reverse, and normal mechanisms in active tectonic 
regions; (4) they should be valid for moment magnitudes ranging from 3.0 to 8.5; (5) they should 
be valid for distances ranging from 0 to 200 km; and (6) they should incorporate the time-
averaged shear-wave velocity in the top 30 m of the site ( 30SV ) as a site parameter, although no 

specific range of 30SV  values was specified. 

The terms that were addressed by Campbell-Bozorgnia NGA-West2 empirical GMPE 
include: (1) hanging-wall effects; (2) style of faulting; (3) rupture or hypocentral depth; (4) 
rupture dip; (5) regionally dependent shallow linear site amplification; (6) nonlinear soil 
response; (7) three-dimensional (3D) sedimentary basin amplification; (8) regionally dependent 
anelastic attenuation; (9) magnitude-dependent between-event (inter-event) and within-event 
(intra-event) standard deviations; and (10) standard deviations that depend on nonlinear site 
response. The remainder of this report documents the development of the Campbell-Bozorgnia 
NGA-West2 empirical GMPE. The other NGA-West2 models and supporting projects are 
documented in a series of companion PEER reports. 
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2 GROUND MOTION DATABASE 

The ground motion database used in this study is a subset of the PEER ground motion database 
that was updated as part of the PEER NGA-West2 Project (Ancheta et al. 2012, 2013). An 
electronic version of the PEER NGA-West2 database can be accessed from the PEER website. 
The NGA-West2 database includes over 21,000 three-component recordings from worldwide 
earthquakes with moment magnitudes ranging from 3.0 to 7.9. The database includes recordings 
that for the most part represent free-field site conditions. In order to increase the reliability of our 
selected database, we applied the following additional criteria for deciding whether a recording 
should be used: (1) the earthquake should be within the shallow seismogenic continental 
lithosphere (crust) in a region considered to be tectonically active; (2) the recording should be 
located at or near ground level with no known embedment effects; (3) the earthquake should 
have enough recordings to reliably represent the mean ground motion, although this criterion was 
relaxed for larger earthquakes in order to retain these important recordings; and (4) the 
earthquake metadata and recording should be reliable (see below for earthquakes and recordings 
that were excluded because of reliability issues). 

We excluded from the larger PEER NGA-West2 database the following earthquakes, 
recordings, or seismic stations in order to meet our general selection criteria and project 
requirements: (1) recordings having only one horizontal component or only a vertical 
component, which precludes calculating the RotD50 horizontal component; (2) recording sites 
with no measured or estimated value of 30SV , which precludes modeling shallow site effects; (3) 

earthquakes with no rake or focal mechanism, which precludes modeling style-of-faulting 
effects; (4) earthquakes with the hypocenter or a significant amount of the fault rupture located 
in the lower crust (below about 20 km), in an oceanic plate, or in a stable continental region 
(SCR), which are not consistent with the desired tectonic domain; (5) the Lamont Doherty 
Geologic Observatory recordings from the 1999 Düzce, Turkey, earthquake, which are 
considered to be unreliable because of their odd spectral shapes; (6) recordings from instruments 
designated quality D from the 1999 Chi-Chi, Taiwan, earthquake according to the quality 
designation of Lee et al. (2001), which are considered to be unreliable because of their poor 
quality; (7) “aftershocks” located in the immediate vicinity of the inferred mainshock rupture 
plane and defined as a “Class 2” event with 10JBCR   km according to criteria given in Ancheta 

et al. (2012, 2013) and Wooddell (2012), which are potentially considered to have below-average 
stress drops; (8) rupture distances ( RUPR ) within 80 km to isolate the effects of apparent 

geometric attenuation; however, to model apparent anelastic attenuation we used a separate 
database with recordings at distances as far as 500 km; (9) an earthquake considered to be poorly 
recorded according to the criteria (a) 5.5M  and 5N   or (b) 5.5 6.5 M  and 3N   (i.e., note 
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that singly recorded events with large magnitudes are included), where M is moment magnitude 
and N is the number of recordings with 80RUPR   km; (10) a seismic station not representative 

of free-field site conditions, which we define as an instrument that is: (a) in the basement of a 
building, (b) embedded more than a few meters below the ground surface, or (c) on a dam crest, 
embankment, or toe (note that abutment recordings were included if sited on rock in order to 
supplement the limited number of firm and hard rock sites in the database); and (11) recordings 
from the Pacoima Dam upper-left abutment and the Tarzana Cedar Hill Nursery that have been 
shown to exhibit strong topographic effects. 

The application of the above criteria, as described further below, resulted in selecting a 
total of 15,521 recordings from 322 earthquakes. This includes 7208 near-source ( 80RUPR   km) 

recordings from 282 California and worldwide earthquakes. The remainder events are primarily 
California earthquakes. We used the same selection critiera, except for criterion 9 in the previous 
paragraph, to include an additional 8313 far-source (80 500RUPR   km) recordings from 276 

earthquakes with magnitudes ranging from 3.0 7.9 M  for the purpose of constraining the 
apparent anelastic attenuation term. Most of these earthquakes are the same ones included in the 
near-source database. This compares to 1561 recordings from 64 earthquakes of 4.3 7.9 M  
used to develop our NGA-West1 model. Significant additional earthquakesthat we have included 
in our selected database are the 2003 Bam, Iran ( M6.6); 2004 Parkfield, California ( M6.0); 
2008 Wenchuan, China ( M7.9); 2009 L’Aquila, Italy ( M6.3); 2010 El Mayor-Cucapah, Mexico 
( M7.0); 2010 Darfield, New Zealand ( M7.0); and 2011 Christchurch, New Zealand ( M6.2) 
events. The distribution of the recordings with respect to magnitude and distance is shown in 
Figure 2.1 for the near-source and far-source databases ( 80RUPR   km) used to develop our 

GMPE (CB13). A list of the selected earthquakes and recording sites is given in Appendix A for 
the near-source database and in Appendix B for the far-source database. 
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Figure 2.1 Distribution of recordings with magnitude and distance for the CB13 database. 
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3 Ground Motion Model 

The functional forms for the mathematical terms used in our NGA-West2 GMPE were 
developed or confirmed using data exploration techniques such as analysis of residuals. 
Candidate functional forms were developed or selected through numerous iterations to capture 
the observed trends in the recorded ground motion data. We primarily updated and modified the 
functional forms used in our NGA-West1 model. Our hanging-wall term was updated in part 
with the hanging-wall model developed by Donahue et al. (2013) using ground motion 
simulations and constrained empirically. The GMPE includes new terms for rupture dip and 
hypocentral depth that were developed from an analysis of residuals. Final functional forms were 
chosen based on the following general criteria: (1) their simplicity, although this was not an 
overriding factor; (2) their sound seismological basis; (3) their unbiased residuals; and (4) their 
ability to be extrapolated to values of magnitude, distance, and other predictor variables that are 
important to engineering applications such as probabilistic seismic hazard analysis (PSHA). To 
satisfy item 4, theoretical constraints were also used based on the supporting research projects 
conducted as part of the PEER NGA-West1 and NGA-West2 Projects. 

3.1 REGRESSION ANALYSIS APPROACH 

The model development was done in two phases. In the first phase the near-source database was 
used to develop a GMPE that captured near-source effects, including the “apparent” geometric 
attenuation term. This is not “geometric attenuation” as defined in seismology but the apparent 
geometric attenuation of response spectral ordinates. The same is true for the “apparent” 
anelastic attenuation term. In the remainder of this report the word “apparent” in front of these 
terms will be dropped for simplicity. The emphasis on near-scource distances ( 80RUPR   km) is 

due to the importance of such distances in seismic hazard analysis. The use of the near-source 
database also avoided the trade-off between the geometric and anelastic attenuation terms that 
occur when both are attempted to be fit simultaneously. During the development of the 
functional forms the regression analysis using the near-source database was performed in two 
steps using a subset of spectral periods and the two-stage weighted regression procedure of 
Boore et al. (1993, 1994) and Joyner and Boore (1993). The only exception to this procedure was 
that the analysis used nonlinear rather than linear regression. In Stage 1, all of the mathematical 
terms involving individual recordings were fit by the method of nonlinear least squares using all 
of the selected recordings. Each earthquake was constrained to have a zero mean residual by 
including a “source” (a.k.a, between-event, inter-event or simply event) term for each 
earthquake. The terms included in Stage 1 were disf , hngf , sitef  and sedf  in the GMPE presented 
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in the next section. In Stage 2 all of the mathematical terms involving the earthquake source 
were fit by the method of weighted least squares using the source terms from Stage 1. Each 
source term was assigned a weight that was inversely proportional to its variance from Stage 1. 
The Stage 2 terms included magf , fltf , hypf  and dipf  in the GMPE presented in the next section. 

The two-stage analysis allowed us to clearly investigate the within-event and between-
event terms and associated residuals, and helped stabilize the regression analysis; thus allowing 
us to better evaluate and model magnitude-scaling effects at small and large magnitudes. Once 
the functional forms of all of the mathematical terms were established, a final regression analysis 
was performed for the entire range of spectral periods using random-effects regression 
(Abrahamson and Youngs 1992). After the near-source GMPE was developed, we used random 
effects-regression in conjunction with the far-source database to develop a regionally-dependent 
anelastic attenuation term. Finally, we did a limited amount of smoothing of the coefficients in 
order to remove roughness in predicted response spectra. 

3.2 STRONG MOTION INTENSITY MEASURES 

The strong motion intensity measure (IM) used in our GMPE and the PEER NGA-West2 Project 
is not the traditional geometric mean of the two as-recorded horizontal components that was used 
in our pre-NGA models (Campbell 1997, 2000, 2001; Campbell and Bozorgnia, 1994, 2003a, 
2003b, 2003c, 2004) or the GMRotI50 “geometric mean” horizontal component (Boore et al. 
2006) used in the NGA-West1 models (Campbell and Bozorgnia 2008). The original as-recorded 
geometric mean was calculated as the square root of the product (or, alternatively, the mean of 
the logarithms) of the peak and spectral ground motion parameters of the two as-recorded 
orthogonal horizontal components. This geometric mean is dependent on the orientation of the 
sensors as installed in the field. This means that the ground motion measure could differ for the 
same 3D wave field depending on the orientation of the sensors. Such a dependence on sensor 
orientation is most pronounced for strongly correlated ground motions that often occur at 
oscillator periods of one second and longer. 

The PEER NGA-West1 Project opted to use an alternative definition of the ground 
motion IM that is independent of sensor orientation. It is based on a set of geometric means 
computed from the orthogonal horizontal motions after rotating them through a non-redundant 
angle of 90° (Boore et al. 2006). A single period-independent rotation is used in which a single 
angle is chosen that minimizes the spread of the rotation-dependent geometric means over the 
usable range of spectral periods. Period-independence ensures that the proper correlation 
between spectral ordinates is maintained. There is a distribution of geometric means to choose 
from using this approach (one for each of the 90 discrete rotation angles). The PEER NGA-
West1 Project selected the 50th-percentile, or what is called GMRotI50 by Boore et al. (2006), as 
being the most appropriate for engineering use. 

In 2009 the U.S. National Earthquake Hazards Reduction Program (NEHRP) provisions 
adopted the maximum rotated horizontal component to develop seismic design maps (BSSC 
2009). This lead Boore (2010) to propose a simpler version of GMRotI50 that is defined to be 
consistent with this newly defined ground motion IM and that does not require the calculation of 
a geometric mean. Boore generically refers to this parameter as RotDnn. One difference between 
this parameter and GMRotI50 is that rather than using the median (50th-percentile) value of the 
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geometric means of the two rotated horizontal components, he recommends using the median of 
the IM obtained from the single combined rotated horizontal component, which he calls RotD50. 
The maximum rotated horizontal component used in BSSC (2009) is simply the largest (100th-
percentile) of the IMs obtained from the combined rotated horizontal component, which Boore 
(2010) calls RotD100. The other difference is the use of the median (or maximum) rotated 
horizontal component that is period-dependent (“D”) rather than period-independent (“I”). Boore 
(2010) notes that, while RotI50 may still be an adequate measure of the median motion, the 
conceptual simplicity of the relation between the different fractal levels is lost for the period-
independent rotation-angle measures. 

The IMs addressed in this study are the RotD50 components of PGA, PGV, and PSA at 
21 oscillator periods (T) ranging from 0.01 to 10 sec. The specific spectral periods are 0.01, 0.02, 
0.03, 0.05, 0.075, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.75, 1, 1.5, 2, 3, 4, 5, 7.5 and 10 sec. The 
consensus of the NGE-West2 GMPE developers was to exclude peak ground displacement 
(PGD) as an IM because of its strong dependence on the low-pass filter used to process the 
strong-motion recordings. Methods for estimating values of PGD that attempt to overcome its 
dependence on the low-pass filter corner frequency were explored by Campbell and Bozorgnia 
(2007). Scaling spectral values to damping values ranging from 0.5% to 30% can be obtained 
from the spectral value at 5% damping using the spectral damping factors developed by Rezaeian 
et al. (2012, 2013). 

3.3 MEDIAN GROUND MOTION MODEL 

The natural logarithm of the RotD50 horizontal ground motion component of PGA (g), PGV 
(cm/sec), and PSA (g) is given by the equation 

ln PGA; PGA,  0.25
ln

; Otherwisemag dis flt hng site sed hyp dip atn

Y T
Y

f f f f f f f f f

 
         

 (3.1) 

where the terms represent the scaling of ground motion with respect to earthquake magnitude, 
(apparent) geometric attenuation, style of faulting, hanging-wall geometry, shallow site response, 
basin response, hypocentral depth, rupture dip, and (apparent) anelastic attenuation. Note that 
PGA is the true value of peak ground acceleration and is not equivalent to PSA at 0.01T   sec as 
was the case in our NGA-West1 model, although the two have very similar amplitudes. Note 
also that there are some combinations of predictor variable values, especially at large distances, 
for which the calculated value of PSA at periods of 0.25T   sec can fall below the value of PGA. 
Since this is an artifact of the numerical analysis and is not possible given the definition of 
pseudo-absolute acceleration, the calculated value of PSA is set equal to the value of PGA when 
this occurs.  



10 

3.3.1 Magnitude Term 
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 
             
        
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M M M
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 (3.2) 

3.3.2 Geometric Attenuation Term 

 2 2

5 6 7( ) lndis RUPf c c R c  M   (3.3) 

3.3.3 Style-of-Fautling Term 

, ,flt flt F flt Mf f f   (3.4) 

, 8 9flt F RV NMf c F c F    (3.5) 

,

0; 4.5

4.5; 4.5 5.5

1; 5.5
flt Mf


   
 

M

M M

M

  (3.6) 

3.3.4 Hanging-Wall Term 

10 , , , , ,X RUPhng hng R hng R hng M hng Z hngf c f f f f f    (3.7) 

, 1 1

2 1

0; 0

( ); 0

max[ ( ),0];
X

X

hng R X X

X X

R

f f R R R

f R R R


  
 

 (3.8) 

2

1 1 2 1 3 1
( ) ( ) ( )

X X X
f R h h R R h R R     (3.9) 

2

1 1
2 4 5 6

2 1 2 1

( ) X X
X

R R R R
f R h h h

R R R R

    
         

 (3.10) 

1 cos( )R W    (3.11) 

2 62 350R  M   (3.12) 
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RUP
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R
f

R R R R








 
 (3.13) 

, 2

2

0; 5.5

( 5.5)[1 ( 6.5)]; 5.5 6.5

1 ( 6.5); 6.5
hng Mf a

a


     
   

M
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 (3.14) 

,

1 0.06 ; 16.66

0; 16.66
TOR TOR

hng Z
TOR

Z Z
f

Z





 



  (3.15) 

, (90 ) / 45hngf      (3.16) 

3.3.5 Shallow Site Response Term 

, ,site site G J site Jf f S f    (3.17) 

 30 30
11 2 1100 1100 30 1

1 1

,

30
11 2 30 1

1

ln ln ln ;

( ) ln ;
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                           
  

   
  

 (3.18) 
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      
    
 

 (3.19) 

3.3.6 Basin Response Term 

14 15 2.5 2.5

2.5

0.75
16 3 2.5 2.5

( )( 1); 1

0; 1 3

[1 exp( 0.25( 3)]; 3

J

sed

c c S Z Z

f Z

c k e Z Z

   


  
    

 (3.20) 

3.3.7 Hypocentral Depth Term 

, ,hyp hyp H hyp Mf f f   (3.21) 
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 (3.23) 

3.3.8 Rupture Dip Term 
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 (3.24) 

3.3.9 Anelastic Attenuation Term 

20 20( )( 80); 80

0; 80
RUP

atn

RUP

RUP

c R
f

c R

R


  
 

 (3.25) 

3.3.10 Definitions of Predictor Variables 

The definitions of the predictor variables appearing in the equations given in the previous 
sections are defined as follows: 

 M  is moment magnitude 

 RUPR  (km) is closest distance to the coseismic rupture plane 

 JBR  (km) is closest distance to the surface projection of the coseismic rupture plane 

(Joyner-Boore distance) 

 XR  (km) is closest distance to the surface projection of the top edge of the coseismic 

rupture plane measured perpendicular to its average strike (Ancheta et al. 2013) 

 W  (km) is the down-dip width of the rupture plane 

  (°) is rake defined as the average angle of slip measured in the plane of rupture between 
the strike direction and the slip vector (e.g., Ancheta et al. 2013; Lay and Wallace 1995] 

 RVF  is an indicator variable representing reverse and reverse-oblique faulting where 

1RVF   for 30 150     and 0RVF   otherwise 
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 NMF  is an indicator variable representing normal and normal-oblique faulting where 

1NMF   for 150 30      and 0NMF   otherwise 

 TORZ  (km) is the depth to the top of the coseismic rupture plane 

  (°) is the average dip of the rupture plane 

 30SV  (m/sec) is the time-averaged shear-wave velocity in the top 30 m of the site 

 1100A  (g) is the median predicted value of PGA on rock with 30 1100SV   m/sec (rock 

PGA) 

 JS  is an indicator variable representing regional site effects where 1JS   for sites 

located in Japan and 0JS   otherwise 

 2.5Z  (km) is depth to the 2.5 km/sec shear-wave velocity horizon beneath the site 

(sediment depth) 

 HYPZ  (km) is the hypocentral depth of the earthquake 

3.3.11 Model Coefficients 

The coefficients appearing in the equations given in the previous sections are defined as follows: 

 c  and n  are period-independent, theoretically constrained model coefficients 

 2a , ih  and ik are period-dependent, theoretically constrained model coefficients 

 ic  and 20c  are empirically derived model coefficients (see Section 3.5) 

3.3.12 Treatment of Missing Values 

When predictor variables for selected recordings were missing from the PEER database, they 
were either estimated using proxies or the regression analysis involving the terms that included 
those variables was performed using only the recordings for which values were available. 
Sediment depth ( 2.5Z ) was the only predictor variable that had missing values and no credible 

proxies to substitute for the missing values. When values of 30SV  were missing, they were 

replaced with proxy values derived from surface geological units, geotechnical site categories, 
ground slope, geomorphology, or elevation based on relationships given in Stewart et al. (2012) 
and Ancheta et al. (2012, 2013). When finite rupture models were not available, the distance 
variables RUPR , JBR , and XR  and the source variables W , HYPZ , and   were derived from focal 

mechanism or moment tensor information and source dimension versus magnitude relationships 
(Ancheta et al. 2012, 2013). These predictor variables are defined in Section 3.3.10. 
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3.4 ALEATORY VARIABILITY MODEL 

Aleatory variability is defined in terms of both the RotD50 and arbitrary horizontal components 
of motion. 

3.4.1 RotD50 Horizontal Component 

Consistent with the random-effects regression analysis used to derive the median value of Y, the 
aleatory variability model for the RotD50 horizontal component is defined by the equation 

ij ij i ijy Y       (3.26) 

where i  is the between-event (inter-event) residual for event i and ijy , ijY , and ij  are the 

observed value, predicted value, and within-event (intra-event) residual for recording j of event i, 
respectively. The independent normally distributed variables i  and ij  have zero means and 

estimated between-event and within-event standard deviations on reference rock ( 30 1100SV 
m/sec) or on soil represented by linear site response, ln Y  and ln Y , given by the magnitude-

dependent equations 
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 (3.27) 
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 
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 (3.28) 

where i  and i  are empirically derived standard deviations. 

The final model standard deviations that incorporate the effects of nonlinear soil response 
are given by the equations 

2 2 2
ln ln ln ,ln ln ln2

B B B BY PGA PGA Y Y PGA          (3.29) 

2 2 2 2
ln ln ln ln ,ln ln ln2

B B B BY AF PGA PGA Y Y PGA            (3.30) 

where ln lnBY Y   and ln lnBPGA PGA   are the between-event standard deviations for the IM of 

interest and PGA at the base of the site profile; 
2 2 1 2

ln ln ln( )
BY Y AF     and 

2 2 1 2

ln ln ln( )
BPGA PGA AF     

are the within-event standard deviations for the IM of interest and PGA at the base of the site 
profile; ln AF  is the estimated standard deviation of the logarithm of the site amplification factor 

sitef  for linear site response; ln ,lnPGA Y  is the correlation coefficient between the within-event 
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residuals of the intensity measure of interest and PGA; and   is the linearized functional 
relationship between sitef  and 1100ln A , which is calculated from the partial derivative 

 
1
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2 1100 1100 1100 30 1
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ln
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


                       
 

 (3.31) 

The total aleatory standard deviation is given by combining the between-event and 
within-event standard deviations by square-root of sum of squares (SRSS) by the equation 

2 2      (3.32) 

3.4.2 Arbitrary Horizontal Component 

We define the arbitrary horizontal component as the expected value of the peak amplitude from 
the two as-recorded orthogonal horizontal components (Baker and Cornell 2006). Although this 
expected value (taken with respect to its logarithm) is identical to the geometric mean of the as-
recorded horizontal components and virtually identical to the median rotated horizontal 
component (Boore 2010), its standard deviation is not. Baker and Cornell (2006) point out that 
many engineering applications require a probabilistic estimate of the arbitrary horizontal 
component and not the geometric mean or median horizontal components. In such a case, even 
though no adjustment of the median is required, the larger standard deviation associated with the 
arbitrary horizontal component will lead to a larger probabilistic estimate of ground motion. 

Boore et al. (1997) and Boore (2005) show that the aleatory variance of the arbitrary 
horizontal component, which they call the component-to-component variability, can be 
calculated from the equation 

2 2
1 2

1

1
(ln ln )

4

N

c j j
j

y y
N




    (3.33) 

where the subscripts 1 and 2 refer to the two individual as-recorded horizontal components of 
motion, j is an index representing the recording number, and N is the total number of recordings. 
We used this equation to calculate the values of c  associated with the selected PEER database 

we used to develop our NGA-West model. The total standard deviation corresponding to this 
component is given by the equation 

2 2
Arb c      (3.34) 

where   is the total RotD50 standard deviation given by Equation (3.32). 
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3.5 RESULTS 

The model coefficients ik  and 0 19c c  are listed in Table 3.1 and the hanging-wall model 

coefficients ih  are listed in Table 3.2. Table 3.3 lists the anelastic attenuation coefficients 20c  and 

20c , where the latter captures the regional differences in anelastic attenuation for those regions 

where sufficient data are available to determine a separate anelastic attenuation coefficient. The 
base region used to derive 20c  includes California, Taiwan, the Middle East and similar active 

tectonic regions. The regions used to derive 20c  include Japan and Italy as one region (JP) and 

eastern China as another region (CH). The aleatory standard deviations i  and i  and the 

correlation coefficients ln ,lnPGA Y  are listed in Table 3.4. Note that the coefficients 1.88c   and 

1.18n   are the same for all spectral periods as indicated in the footnote to Table 3.1. 

In order to evaluate the validity of the median GMPE, it is useful to plot the between-
event and within-event residuals as defined in Abrahamson and Youngs (1992). Residual plots 
for PGA, PGV, and PSA at spectral periods of 0.2, 1, 3, and 5 sec are shown in Figures 3.1 to 
3.10. In these plots a positive residual indicates under-prediction by the model and a negative 
residual indicates over-prediction by the model. Figures 3.1 to 3.4 show between-event residuals 
as a function of magnitude, hypocentral depth, rake, and rupture dip. Figures 3.5 to 3.10 show 
within-event residuals as a function of magnitude, rupture distance, horizontal distance from the 
top edge of the rupture plane for sites located directly over the rupture plane (hanging-wall 
effects), 30-m shear-wave velocity, rock PGA, and sediment depth. The plots show that there are 
no systematic trends or biases in the residuals that would indicate that the model is inconsistent 
with the data. 

Figures 3.11 to 3.19 present a series of plots that show how our median ground motion 
model scales with rupture distance, magnitude, site effects, and spectral period. The values of the 
predictor variables used to calculate the ground motions are listed in the title at the top of each 
plot. Figure 3.11 shows the scaling of PGA with distance (attenuation) for magnitudes of 3.5, 
4.5, 5.5, 6.5, and 7.5 for a strike-slip fault. Figure 3.12 shows similar plots comparing our NGA-
West2 model (CB13) with our NGA-West1 model (CB08). This figure shows that the two 
GMPEs predict similar amplitudes except at 4.5M  where CB13 is now better constrained due 
to the inclusion of the large number of small magnitude recordings in the NGA-West2 database. 
It also shows that CB13 predicts stronger geometric attenuation characteristics than CB08 at 
small magnitudes. The stronger large-distance attaenuation in CB13 is mainly due to the 
inclusion of an anelastic attenuation term. Figure 3.13 shows similar plots to Figure 3.12 for PSA 
at 1T   sec with similar conclusions, except that the difference at large distances is not as 
significant. Figure 3.14 shows scaling of PGA with distance for sites over the hanging-wall of a 
reverse fault. The small-magnitude bias of CB08 is somewhat larger in this case. Hanging-wall 
effects are stronger for CB13 because of the new hanging-wall model that predicts the largest 
effects over the bottom edge of the rupture plane. 

Figure 3.15 shows the scaling of PGA with magnitude for rupture distances of 5, 10, 40, 
and 80 km for a strike-slip fault. This figure shows that magnitude scaling for 5.5M  is similar 
for CB08 and CB13 except at the largest distances where the small-magnitude bias of CB08 
becomes noticeable even above this magnitude. The stronger magnitude scaling at smaller 
magnitudes exhibited by CB13 is the result of including the small-magnitude recordings in the 
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development of our NGA-West2 GMPE. Figure 3.16 shows similar plots for PSA at 1T   sec. In 
this case, the two models have similar amplitudes down to around 5M  below which the small-
magnitude bias of CB08 becomes evident. 

Figure 3.17 shows the scaling of PSA with magnitude for rupture distances of 5, 10, 40, 
and 80 km. There is a clear shift in the peak of the spectra from spectral periods of about 0.08 sec 
to 0.15 sec at short distances as magnitude increases from around 3.5 to 5.5, where the peak 
becomes relatively constant. There is also a noticeable shift at larger distances where the spectral 
peak shifts to longer periods at small magnitudes and broadens considerably at large magnitudes. 
Figure 3.18 shows how PSA behaves as the median estimate of rock PGA ( 1100A ) increases from 

0.1g to 0.7g for NEHRP site categories B ( 30 1070SV   m/sec), C ( 30 525SV   m/sec), D (

30 255SV   m/sec), and E ( 30 150SV   m/sec). All predictor variables are held constant except for 

1100A . This figure clearly shows the strong shift in the spectral peak to longer periods and the 

associated reduction in spectral amplitude for the softer site conditions (NEHRP D and E) as 
rock PGA increases. This phenomenon is the result of nonlinear soil effects. 

Figure 3.19 compares the between-event, within-event, and total aleatory standard 
deviations between CB08 and CB13. The largest difference is for 4.5M  where the short-period 
PSA standard deviations for CB13 are larger than for CB08 because of the inclusion of the 
small-magnitude data. However, we are somewhat surprised that the CB13 within-event standard 
deviations are actually smaller at longer periods. We surmise that this might be due to the 
availability of high-quality broadband recordings from a similar region (California) and the fact 
that these spectral periods correspond to the constant displacement part of the spectrum, which is 
largely controlled by moment magnitude. There is a relatively constant increase in the CB13 
between-event standard deviations of about 0.1 for the larger magnitudes that we believe is the 
result of including earthquakes with larger numbers of recordings from a more geographically 
diverse active tectonic regions. The within-event standard deviations are more similar to CB08. 
The result is that the total standard deviation increases by about 0.07. For both magnitude ranges, 
the large increase in standard deviations at 5T   sec found by CB08 is not observed in CB13 
due to an increase in the number of high-quality digital recordings. 
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Table 3.1 Median ground motion model coefficients. 

 

 

 

T (sec) 0
c  

1
c  

2
c  

3
c  

4
c  

5
c  

6
c  

7
c  

8
c

9
c  

10
c  

11
c  

0.010 -4.292 0.977 0.533 -1.485 -0.499 -2.773 0.248 6.753 0 -0.214 0.720 1.094 

0.020 -4.271 0.976 0.549 -1.488 -0.501 -2.772 0.247 6.502 0 -0.208 0.730 1.149 

0.030 -3.963 0.931 0.628 -1.494 -0.517 -2.782 0.246 6.291 0 -0.213 0.759 1.290 

0.050 -3.475 0.887 0.674 -1.388 -0.615 -2.791 0.240 6.317 0 -0.244 0.826 1.449 

0.075 -3.293 0.902 0.726 -1.469 -0.596 -2.745 0.227 6.861 0 -0.266 0.815 1.535 

0.10 -3.666 0.993 0.698 -1.572 -0.536 -2.633 0.210 7.294 0 -0.229 0.831 1.615 

0.15 -4.866 1.267 0.510 -1.669 -0.490 -2.458 0.183 8.031 0 -0.211 0.749 1.877 

0.20 -5.411 1.366 0.447 -1.750 -0.451 -2.421 0.182 8.385 0 -0.163 0.764 2.069 

0.25 -5.962 1.458 0.274 -1.711 -0.404 -2.392 0.189 7.534 0 -0.150 0.716 2.205 

0.30 -6.403 1.528 0.193 -1.770 -0.321 -2.376 0.195 6.990 0 -0.131 0.737 2.306 

0.40 -7.566 1.739 -0.020 -1.594 -0.426 -2.303 0.185 7.012 0 -0.159 0.738 2.398 

0.50 -8.379 1.872 -0.121 -1.577 -0.440 -2.296 0.186 6.902 0 -0.153 0.718 2.355 

0.75 -9.841 2.021 -0.042 -1.757 -0.443 -2.232 0.186 5.522 0 -0.090 0.795 1.995 

1.0 -11.011 2.180 -0.069 -1.707 -0.527 -2.158 0.169 5.650 0 -0.105 0.556 1.447 

1.5 -12.469 2.270 0.047 -1.621 -0.630 -2.063 0.158 5.795 0 -0.058 0.480 0.330 

2.0 -12.969 2.271 0.149 -1.512 -0.768 -2.104 0.158 6.632 0 -0.028 0.401 -0.514 

3.0 -13.306 2.150 0.368 -1.315 -0.890 -2.051 0.148 6.759 0 0 0.206 -0.848 

4.0 -14.020 2.132 0.726 -1.506 -0.885 -1.986 0.135 7.978 0 0 0.105 -0.793 

5.0 -14.558 2.116 1.027 -1.721 -0.878 -2.021 0.140 8.538 0 0 0 -0.748 

7.5 -15.509 2.223 0.169 -0.756 -1.077 -2.179 0.178 8.468 0 0 0 -0.664 

10.0 -15.975 2.132 0.367 -0.800 -1.282 -2.244 0.194 6.564 0 0 0 -0.576 

PGA -4.346 0.984 0.537 -1.499 -0.496 -2.773 0.248 6.768 0 -0.212 0.720 1.090 

PGV -2.895 1.510 0.270 -1.299 -0.453 -2.466 0.204 5.837 0 -0.168 0.305 1.713 
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Table 3.1 Continued. 

T (sec) 12
c  

13
c  

14
c  

15
c  

16
c  

17
c  

18
c  

19
c  

1
k  

2
k  

3
k  

0.010 2.191 1.416 -0.0070 -0.207 0.390 0.0981 0.0334 0.00755 865 -1.186 1.839

0.020 2.189 1.453 -0.0167 -0.199 0.387 0.1009 0.0327 0.00759 865 -1.219 1.840

0.030 2.164 1.476 -0.0422 -0.202 0.378 0.1095 0.0331 0.00790 908 -1.273 1.841

0.050 2.138 1.549 -0.0663 -0.339 0.295 0.1226 0.0270 0.00803 1054 -1.346 1.843

0.075 2.446 1.772 -0.0794 -0.404 0.322 0.1165 0.0288 0.00811 1086 -1.471 1.845

0.10 2.969 1.916 -0.0294 -0.416 0.384 0.0998 0.0325 0.00744 1032 -1.624 1.847

0.15 3.544 2.161 0.0642 -0.407 0.417 0.0760 0.0388 0.00716 878 -1.931 1.852

0.20 3.707 2.465 0.0968 -0.311 0.404 0.0571 0.0437 0.00688 748 -2.188 1.856

0.25 3.343 2.766 0.1441 -0.172 0.466 0.0437 0.0463 0.00556 654 -2.381 1.861

0.30 3.334 3.011 0.1597 -0.084 0.528 0.0323 0.0508 0.00458 587 -2.518 1.865

0.40 3.544 3.203 0.1410 0.085 0.540 0.0209 0.0432 0.00401 503 -2.657 1.874

0.50 3.016 3.333 0.1474 0.233 0.638 0.0092 0.0405 0.00388 457 -2.669 1.883

0.75 2.616 3.054 0.1764 0.411 0.776 -0.0082 0.0420 0.00420 410 -2.401 1.906

1.0 2.470 2.562 0.2593 0.479 0.771 -0.0131 0.0426 0.00409 400 -1.955 1.929

1.5 2.108 1.453 0.2881 0.566 0.748 -0.0187 0.0380 0.00424 400 -1.025 1.974

2.0 1.327 0.657 0.3112 0.562 0.763 -0.0258 0.0252 0.00448 400 -0.299 2.019

3.0 0.601 0.367 0.3478 0.534 0.686 -0.0311 0.0236 0.00345 400 0.000 2.110

4.0 0.568 0.306 0.3747 0.522 0.691 -0.0413 0.0102 0.00603 400 0.000 2.200

5.0 0.356 0.268 0.3382 0.477 0.670 -0.0281 0.0034 0.00805 400 0.000 2.291

7.5 0.075 0.374 0.3754 0.321 0.757 -0.0205 0.0050 0.00280 400 0.000 2.517

10.0 -0.027 0.297 0.3506 0.174 0.621 0.0009 0.0099 0.00458 400 0.000 2.744

PGA 2.186 1.420 -0.0064 -0.202 0.393 0.0977 0.0333 0.00757 865 -1.186 1.839

PGV 2.602 2.457 0.1060 0.332 0.585 0.0517 0.0327 0.00613 400 -1.955 1.929

Note: 1.88c   and 1.18n  for all spectral periods. 
 
  



20 

 

Table 3.2 Constrained hanging-wall coefficients. 

T (sec) 2
a  

1
h  

2
h  

3
h  

4
h  

5
h  

6
h  

0.010 0.168 0.242 1.471 -0.714 1.000 -0.336 -0.270 

0.020 0.166 0.244 1.467 -0.711 1.000 -0.339 -0.263 

0.030 0.167 0.246 1.467 -0.713 1.000 -0.338 -0.259 

0.050 0.173 0.251 1.449 -0.701 1.000 -0.338 -0.263 

0.075 0.198 0.260 1.435 -0.695 1.000 -0.347 -0.219 

0.10 0.174 0.259 1.449 -0.708 1.000 -0.391 -0.201 

0.15 0.198 0.254 1.461 -0.715 1.000 -0.449 -0.099 

0.20 0.204 0.237 1.484 -0.721 1.000 -0.393 -0.198 

0.25 0.185 0.206 1.581 -0.787 1.000 -0.339 -0.210 

0.30 0.164 0.210 1.586 -0.795 1.000 -0.447 -0.121 

0.40 0.160 0.226 1.544 -0.770 1.000 -0.525 -0.086 

0.50 0.184 0.217 1.554 -0.770 1.000 -0.407 -0.281 

0.75 0.216 0.154 1.626 -0.780 1.000 -0.371 -0.285 

1.0 0.596 0.117 1.616 -0.733 1.000 -0.128 -0.756 

1.5 0.596 0.117 1.616 -0.733 1.000 -0.128 -0.756 

2.0 0.596 0.117 1.616 -0.733 1.000 -0.128 -0.756 

3.0 0.596 0.117 1.616 -0.733 1.000 -0.128 -0.756 

4.0 0.596 0.117 1.616 -0.733 1.000 -0.128 -0.756 

5.0 0.596 0.117 1.616 -0.733 1.000 -0.128 -0.756 

7.5 0.596 0.117 1.616 -0.733 1.000 -0.128 -0.756 

10.0 0.596 0.117 1.616 -0.733 1.000 -0.128 -0.756 

PGA 0.167 0.241 1.474 -0.715 1.000 -0.337 -0.270 

PGV 0.596 0.117 1.616 -0.733 1.000 -0.128 -0.756 
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Table 3.3 Regional anelastic attenuation coefficients. 

T (sec) 20
c  

20
c  

CA JP CH 

0.010 -0.0055 0 -0.0035 0.0036 

0.020 -0.0055 0 -0.0035 0.0036 

0.030 -0.0057 0 -0.0034 0.0037 

0.050 -0.0063 0 -0.0037 0.0040 

0.075 -0.0070 0 -0.0037 0.0039 

0.10 -0.0073 0 -0.0034 0.0042 

0.15 -0.0069 0 -0.0030 0.0042 

0.20 -0.0060 0 -0.0031 0.0041 

0.25 -0.0055 0 -0.0033 0.0036 

0.30 -0.0049 0 -0.0035 0.0031 

0.40 -0.0037 0 -0.0034 0.0028 

0.50 -0.0027 0 -0.0034 0.0025 

0.75 -0.0016 0 -0.0032 0.0016 

1.0 -0.0006 0 -0.0030 0.0006 

1.5 0 0 -0.0019 0 

2.0 0 0 -0.0005 0 

3.0 0 0 0 0 

4.0 0 0 0 0 

5.0 0 0 0 0 

7.5 0 0 0 0 

10.0 0 0 0 0 

PGA -0.0055 0 -0.0035 0.0036 

PGV -0.0017 0 -0.0006 0.0017 

Note: CA represents California and similar active tectonic domains, JP represents Japan 
and Italy, and CH represents eastern China (Wenchuan earthquake). 
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Table 3.4 Aleatory variability model standard deviations and correlation coefficients. 

T (sec) 1
  

2
  

1
  

2
  

ln AF
  

c
  

4.5M  5.5M  
ln , lnPGA Y


   

ARB
    

ARB
  

0.010 0.404 0.325 0.734 0.492 0.300 0.166 0.838 0.854 0.590 0.613 1.000 

0.020 0.417 0.326 0.738 0.496 0.300 0.166 0.848 0.864 0.594 0.617 0.999 

0.030 0.446 0.344 0.747 0.503 0.300 0.165 0.870 0.886 0.609 0.631 0.989 

0.050 0.508 0.377 0.777 0.520 0.300 0.162 0.928 0.942 0.642 0.662 0.963 

0.075 0.504 0.418 0.782 0.535 0.300 0.158 0.930 0.943 0.679 0.697 0.922 

0.10 0.445 0.426 0.769 0.543 0.300 0.170 0.888 0.904 0.690 0.711 0.898 

0.15 0.382 0.387 0.769 0.543 0.300 0.180 0.859 0.878 0.667 0.691 0.890 

0.20 0.339 0.338 0.761 0.552 0.300 0.186 0.833 0.854 0.647 0.673 0.871 

0.25 0.340 0.316 0.744 0.545 0.300 0.191 0.818 0.840 0.630 0.658 0.852 

0.30 0.340 0.300 0.727 0.568 0.300 0.198 0.803 0.827 0.642 0.672 0.831 

0.40 0.356 0.264 0.690 0.593 0.300 0.206 0.776 0.803 0.649 0.681 0.785 

0.50 0.379 0.263 0.663 0.611 0.300 0.208 0.764 0.792 0.665 0.697 0.735 

0.75 0.430 0.326 0.606 0.633 0.300 0.221 0.743 0.775 0.712 0.746 0.628 

1.0 0.470 0.353 0.579 0.628 0.300 0.225 0.746 0.779 0.720 0.754 0.534 

1.5 0.497 0.399 0.541 0.603 0.300 0.222 0.735 0.768 0.723 0.756 0.411 

2.0 0.499 0.400 0.529 0.588 0.300 0.226 0.727 0.761 0.711 0.746 0.331 

3.0 0.500 0.417 0.527 0.578 0.300 0.229 0.726 0.761 0.713 0.749 0.289 

4.0 0.543 0.393 0.521 0.559 0.300 0.237 0.753 0.789 0.683 0.723 0.261 

5.0 0.534 0.421 0.502 0.551 0.300 0.237 0.733 0.770 0.693 0.732 0.200 

7.5 0.523 0.438 0.457 0.546 0.300 0.271 0.695 0.746 0.700 0.751 0.174 

10.0 0.466 0.438 0.441 0.543 0.300 0.290 0.642 0.704 0.698 0.756 0.174 

PGA 0.409 0.322 0.734 0.492 0.300 0.166 0.840 0.856 0.588 0.611 1.000 

PGV 0.317 0.297 0.655 0.494 0.300 0.190 0.728 0.752 0.576 0.607 0.691 

Note: All standard deviations are in natural logarithmic units and are for linear site conditions. 
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Figure 3.1 Dependence of between-event residuals on earthquake magnitude. 
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Figure 3.2 Dependence of between-event residuals on hypocentral depth. 
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Figure 3.3 Dependence of between-event residuals on rake. 
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Figure 3.4 Dependence of between-event residuals on rupture dip. 
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Figure 3.5 Dependence of within-event residuals on earthquake magnitude. 
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Figure 3.6(a) Dependence of within-event residuals on rupture distance for distances ranging 
from 0 to 80 km. 
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Figure 3.6(b) Dependence of within-event residuals on rupture distance for distances ranging 
from 80 to 300 km. 
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Figure 3.7 Dependence of within-event residuals on horizontal distance for sites located over 
the rupture plane. 



31 

 

 

 

 

	

Figure 3.8 Dependence of within-event residuals on 30-m shear-wave velocity. 
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Figure 3.9 Dependence of within-event residuals on rock PGA. 
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Figure 3.10 Dependence of within-event residuals on sediment (basin) depth. 
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Figure 3.11 Scaling of PGA with distance for the CB13 model. 

 

Figure 3.12  Scaling of PGA with distance for strike-slip faults comparing the CB08 and CB13 
models. 
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Figure 3.13 Scaling of PSA (T = 1 sec) with distance for strike-slip faults comparing the CB08 
and CB13 models. 
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Figure 3.14 Scaling of PGA with distance for reverse faults comparing the CB08 and CB13 
models.  
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Figure 3.15 Scaling of PGA with magnitude for strike-slip faults comparing the CB08 and CB13 
models. 
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Figure 3.16 Scaling of PSA (T = 1 sec) with magnitude for strike-slip faults comparing the CB08 
and CB13 models. 
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Figure 3.17 Scaling of PSA with magnitude (M3.5, 4.5, 5.5, 6.5 and 7.5) for the CB13 model. 
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Figure 3.18 Scaling of PSA with site conditions and rock PGA for the CB13 model. 
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Figure 3.19 Aleatory standard deviations for  (purple),  (green) and  (blue) comparing the 
CB08 and CB13 models. 

  

PGA PSA 0.2s









42 

 

  



43 

 

4 Justification of Functional Forms 

This chapter presents the justification for the functional forms of the predictor variable terms 
used to develop our median ground motion and aleatory uncertainty models. Sections include a 
discussion of the magnitude term, the geometric attenuation term, the style-of-faulting term, the 
hanging-wall term, the shallow site response term, the basin response term, the hypocentral depth 
term, the rupture dip term, and the anelastic attenuation term. 

4.1 MAGNITUDE TERM 

The quadrilinear functional form used to model magf  was derived from an analysis of residuals. 

An additional linear scaling term for 4.5M  was needed to extend our previous trilinear scaling 
model down to 3M . The addition of the small-magnitude recordings to the NGA-West2 
database together with this additional break in the magnitude scaling mitigated the over-
prediction of small-magnitude ground motions that we observed in our NGA-West1 model as 
noted by Campbell (2008, 2011). This functional form models the observed decrease in the 
degree of magnitude scaling with increasing magnitude at short distances, commonly known as 
“magnitude saturation” (Campbell 1981), using a piecewise linear function rather than the more 
commonly used quadratic function. The piecewise linear scaling term for 6.5M  allows greater 
control of the large-magnitude scaling and, unlike the quadratic scaling model, decouples this 
scaling from that of smaller magnitudes allowing more flexibility in determining how ground 
motions scale with earthquake size. The stochastic simulations of Baltay and Hanks (2013a,b) 
confirmed that a piecewise linear model was able to fit the magnitude-scaling characteristics of 
ground motion just as well as the quadratic model over the magnitude range of interest in this 
study (Figure 4.1). 

The regression analysis using the quadrilinear magnitude term predicted “oversaturation” 
(i.e., decreasing ground motion with increasing magnitude) for PGA and short-period ( 0.2T   
sec) PSA for large magnitudes and short distances. This behavior, which had been noted in 
previous studies including our NGA-West1 study but not considered to be reliable, was still 
evident even after adding many more 6.5M  earthquakes, including the 2008 ( 7.9M ) 
Wenchuan earthquake. Although some seismologists believe that such a reduction in short-
period ground motion is possible for very large earthquakes (e.g., Schmedes and Archuleta 2007; 
Tom Hanks, personal communication; Dave Boore, personal communication), this behavior was 
not allowed in our model as discussed further below. 
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Other functional forms were either found to be too difficult to constrain empirically (e.g., 
the hyperbolic tangent function used by Campbell 1997, 2000, 2001) or could not be reliably 
extrapolated to magnitudes as large as 8.5M  (e.g., the quadratic function used by many other 
investigators) as required by the PEER NGA-West2 Project. It is interesting to note that in our 
pre-NGA models (Campbell and Bozorgnia 2003a, 2003b, 2003c, 2004) we found it necessary to 
force magnitude saturation at all spectral periods in order to make the regression analysis 
converge. In our NGA-West1 (Campbell and Bozorgnia 2008) and NGA-West2 models this 
constraint was not necessary nor was it warranted at moderate-to-long periods. 

During the review process of the NGA-West1 models, one of the reviewers was 
concerned that many of the large earthquakes in the PEER database had ground motions that 
were biased low because of a potentially biased distribution of recordings with respect to the 
tectonic domain, the source-site azimuth, and the location of large asperities on the rupture plane. 
This reviewer did, however, support the notion that short-period ground motion should “saturate” 
with magnitude near the fault. The concept of magnitude saturation was later verified by Frankel 
(2009) using broadband ground motion simulations of extended fault sources. Halldorsson and 
Papageorgiou (2005) also found a breakdown in self-similar magnitude scaling of high-
frequency ground motion from worldwide crustal “interplate” earthquakes at 6.3M  that caused 
them to add a parameter to significantly decrease high-frequency magnitude scaling at large 
magnitudes in their specific barrier model. They attributed this deviation to a decrease in 
“effective” source area and/or irregularities in the rupture kinematics (i.e., a source effect). This 
supports the Hanks and Bakun (2002) finding that the rupture area of shallow continental 
earthquakes is less dependent on magnitude at 6.7M , which they attributed to a breakdown in 
self-similar magnitude scaling after coseismic rupture extends the full width of the seismogenic 
zone. This is also consistent with the L (length) rupture model of Scholz (1982). Douglas (2002) 
also found empirical evidence in support of the L-model’s inferred near-source magnitude-
scaling characteristics for PGA and PGV. Baltay and Hanks (2013a,b) found that they had to 
allow magnitude saturation at 6.6M  for PGA and 6.9M  for PGV when fitting stochastic 
simulations to NGA-West2 recordings within 20 km of the rupture plane. Schmedes and 
Archuleta (2007) used kinematic ground motion simulations of a strike-slip fault with a large 
aspect ratio (length/width ratio) to show that PGV increases to a maximum at a critical distance 
along the fault and then decreases to an asymptotic level beyond this distance that is related to 
the rupture width. Di Toro et al. (2006) gave a possible physical reason for a breakdown in self 
similarity. They concluded from investigations of exhumed faults and from laboratory 
experiments in granitoids (tonalities) that dynamic shear resistance becomes low at 10 km depths 
when coseismic slip exceeds around one meter due to friction-induced melting on the fault 
surface. According to Wells and Coppersmith (1994), one meter of displacement corresponds to 
an earthquake of approximately 6.7 6.9 M . 

These observations could possibly be interpreted as possible evidence for oversaturation 
of ground motion with magnitude. However, considering the weak statistical evidence for 
oversaturation in our analyses and the general support of the U.S. Geological Survey (USGS) 
and other seismologists and engineers that short-period ground motion can saturate but not 
necessarily oversaturate, we conservatively decided to constrain magf  to remain constant (i.e., 

saturate but not oversaturate) at 6.5M  and 0RUPR   when oversaturation was indicated by the 
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regression analysis. This constraint is equivalent to setting 4 1 2 3 6 7ln( )c c c c c c      in 

Equation (3.2). 

Using a simple seismological model, Jack Boatwright (written communication, 2005) 
showed that the far-field magnitude-scaling coefficient of log PGA  and log PSA at short periods 
for earthquakes of 6.7Μ should be less than about 0.38M . In this magnitude range PGA and 
PSA can be expected to saturate with magnitude at close distances. The large-magnitude scaling 
in our model increases with distance due to the positive value of 6c . Nonetheless, after 

converting our large-magnitude scaling coefficient 4c  from a natural to a common logarithm we 

get PGA and short-period magnitude-scaling coefficients that are less than Boatwright’s limit out 
to a distance of at least 200 km. 

Baltay and Hanks (2013a,b) show that the magnitude-scaling characteristics of PGA and 
PGV inferred from the PEER NGA-West2 database for recordings within 20 km of the rupture 
plane are consistent with the magnitude-scaling characteristics of a Brune (1970, 1971) single-
corner point-source (SCPS) stochastic simulation model with constant stress parameter from 

3M  to a specified magnitude where saturation is observed. They found this saturation to occur 
at about 6.6M  for PGA and 6.9M  for PGV. The stress parameter was assumed to be 
independent of magnitude at 53 bars for both PGA and PGV. Site amplification was estimated 
from the quarter-wavelength method using the western United States crustal model of Boore and 
Joyner (1997) with a site shear-wave velocity of 30 620SV   m/sec and a site attenuation 

parameter (Anderson and Hough 1984; Hough et al. 1988; Anderson 1991) of 0 0.04   sec. The 

magnitude at which magnitude saturation occurs is consistent with the threshold of 6.5 at which 
saturation occurs in our model. Baltay and Hanks (2013a,b) also show that their near-source 
magnitude scaling can be approximated by a piecewise linear model with breakpoints at 3.3M , 
4.5 and at either 6.6 (PGA) or 6.9 (PGV). Although we have another breakpoint at 5.5M , 
which is required at further distances and longer periods, our predicted PGA near-source 
magnitude scaling from 4.5 5.5 M  and 5.5 6.5 M  is similar to that predicted by Baltay and 
Hanks (Figure 4.1). 

4.2 GEOMETRIC ATTENUATION TERM 

Our source-to-site distance term disf  incorporates magnitude-dependent apparent geometric 

attenuation through the model coefficient 6c . This coefficient is well constrained empirically and 

varies from about 0.14 at long periods to 0.25 at short periods. In order to isolate the effects of 
geometric attenuation and avoid a trade-off with apparent anelastic attenuation, we first 
performed the regression analyses using recordings with 80RUPR   km. This analysis showed that 

geometric attenuation was regionally independent out to this distance, which greatly simplified 
the regression analyses. 

Jack Boatwright (written communication, 2005) used a simple seismological model to 
show that the magnitude-dependent geometric attenuation coefficient 6c  should be less than 0.17 

for log PGA  and log PSA . Our range of values bracket this estimate. However, because our 

estimates are so well constrained empirically, we chose not to set 6 0.17c   in our NGA-West2 
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model like we did in our NGA-West1 model. The geometric attenuation of PGA and PSA 
predicted by disf  includes the effects of duration as well as geometric spreading and whatever 

anelastic attenuation there is at 80RUPR   km. Because the attenuation within this distance range 

behaves similar to geometric attenuation (i.e., it decays as nr ), we refer to it as apparent 
geometric attenuation or simply geometric attenuation. We predict stronger overall geometric 
attenuation rates than either our NGA-West1 model or the theoretical values of –1 for a point 
source and –0.5 for an infinitely long fault predicted by Boatwright’s simple seismological 
model. For 5M  we get values that systematically range from about –2.0 to –1.7 for 3M , –1.6 
to –1.3 for 5M , and –0.9 to –0.8 for 8M  from short periods to long periods. As expected, our 
values are consistently higher than the theoretical values obtained from simple seismological 
theory. Frankel (2009) used broadband ground motion simulations of extended fault sources to 
show that the distance decay of PSA from simulations was consistent with the NGA-West1 
models for magnitudes of 6.5 and 7.5 and distances ranging from about 2 to 100 km. 

4.3 STYLE-OF-FAULTING TERM 

The functional form used to model fltf  was determined from an analysis of residuals. In our 

NGA-West1 model we used TORZ  to represent whether or not coseismic rupture extended to the 

surface. This predictor variable was found to be important for modeling reverse faults. Ground 
motions were found to be significantly higher for reverse faults when rupture did not propagate 
to the surface regardless of whether this rupture was on a blind thrust fault or on a fault with 
previous surface rupture. When rupture broke to the surface or to very shallow depths, ground 
motions for reverse faults were found to be comparable on average to those for strike-slip faults. 
Some strike-slip ruptures with partial or weak surface expression also appeared to have higher-
than-average ground motions (e.g., 1995 Kobe, Japan, earthquake) but there were many counter 
examples in the database. Some of these discrepancies could have been due to the ambiguity in 
identifying coseismic surface rupture for strike-slip events. As a result, we decided that an 
additional study or additional data would be needed in order to resolve these discrepancies before 
it was possible to consider TORZ  as a predictor variable for strike-slip faulting. 

Somerville and Pitarka (2006) give both empirical and theoretical evidence to support 
their conclusions that ground motions from earthquakes that break the ground surface are weaker 
than those from buried events. Dynamic rupture simulations show that if a weak zone exists at 
shallow depths, rupture of the shallow part of the fault will be controlled by velocity 
strengthening with larger slip-weakening distance, larger fracture energy, larger energy 
absorption from the crack tip, lower rupture velocity, and lower slip velocity than at greater 
depths on the fault. These properties lead to lower ground motions for surface and shallow 
faulting than for buried faulting. The field and laboratory results of Di Toro et al. (2006) also 
indicate that this phenomenon might extend to intermediate crustal depths as well due to melting 
on the fault surface during large coseismic slip. If this is true we would expect this phenomenon 
to occur for all earthquakes of large enough slip (about one meter according to Di Toro et al. 
2006). However, this phenomenon is interrelated with magnitude-scaling effects so it might be 
that the presence of a weak shallow layer adds to this effect for surface-rupturing earthquakes. 
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After adding hypocentral depth HYPZ  as a predictor variable, we found that we no longer 

needed to make a simple distinction between surface rupture and buried rupture. As before, we 
found that there is no significant difference between strike-slip and reverse mechanisms at short 
periods. With the addition of more normal mechanism earthquakes the normal-faulting factor is 
now statistically significant at a factor of about –25% at short periods decreasing to no difference 
at mid-to-long periods similar to the findings of Ambraseys et al. (2005). However, as in our 
NGA-West1 model this factor becomes very large (in a negative sense) at periods greater than 
about 5 sec. We are concerned that these long-period effects are due to systematic differences in 
sediment depth, although these depths are not known, since many of these events occurred in a 
geological and tectonic environment that might be associated with shallow depths to hard rock 
(e.g., Italy and Greece). Our concern is corroborated by Ambraseys et al. (2005), who found that 
strike-slip and normal mechanism ground motions from similar regions in Europe and the 
Middle East had similar spectral amplitudes at moderate-to-long periods. Therefore, we 
constrained 9c  to be zero for 3T   sec. 

In our NGA-West2 model we found that the style-of-faulting effects observed for large-
magnitude earthquakes were not observed for small-magnitude events. Therefore, we included 
the term ,flt Mf  to phase out these effects at small magnitudes. The reason for the lack of style-of-

faulting effects for small-magnitude earthquakes could be due to the greater uncertainty in the 
focal mechanisms of such small events that smears out any mechanism effects. It is intriguing to 
note that even though we did not find mechanism effects for small magnitudes, we did find a 
strong dependence on rupture dip which might be acting as a proxy for mechanism effects (see 
Section 4.8). Further studies will be required to determine whether there is a seismological 
reason for these observations. 

4.4 HANGING-WALL TERM 

The functional form used to model hngf  was a modified version of the model developed by 

Donahue and Abrahamson (2013) from ground motion simulations. This model incorporates 
rupture width, W , rupture dip,  , and horizontal distance from the top edge of the rupture 
plane, XR . Our analysis of residuals showed that although this model worked well over the 

rupture plane it predicted hanging-wall effects that were too strong off the rupture plane. 
Therefore, we included the term ,hng Rf  to model the distance-dependence of hngf . This term, 

which was also used in our NGA-West1 model, has the additional effect of smoothing out the 
transition between the hanging wall and the footwall that avoids an abrupt drop in predicted 
ground motion as the site crosses the fault trace. In its preliminary review of the NGA-West1 
models for PEER, the USGS pointed out that there is very little data to support an abrupt drop 
from the hanging wall to the footwall over what can amount to a distance of only a few meters, 
and that providing a smooth transition from the hanging wall to the footwall would allow for 
some uncertainty in the location of the actual fault trace. We also included the terms ,hng Mf  and 

,hng Zf  in Equation (3.7) that are not in the Donahue and Abrahamson (2013) model in order to 

phase out hanging-wall effects at small magnitudes and large rupture depths where the 



48 

simulations or residuals indicated that these effects are either negligible or cannot be resolved 
from the data. 

Similar to our NGA-West1 model, we have included hanging-wall effects for strike-slip 
and normal faults in our current model. Although the statistical evidence for hanging-wall effects 
for normal faults is weak because of a lack of recordings, it is consistent with the large 
amplitudes recorded over the rupture plane of the 2009 L’Aquila earthquake. Furthermore, Jim 
Brune (personal communication, 2006) noted that hanging-wall effects similar to those for 
reverse faults have been observed in foam rubber modeling of normal mechanism earthquakes in 
laboratory experiments and is consistent with the limited amount of precarious rock observations 
on the hanging wall of normal faults with documented historical and Holocene rupture in the 
Basin and Range Province of the United States. In a study of broadband simulations in the Basin 
and Range, Collins et al. (2006) found a hanging-wall factor for normal faults that is similar to 
the one we found empirically for reverse faults. It should be noted that, unlike a reverse fault, the 
hanging wall of a normal fault will typically lie beneath the range front valley where the majority 
of the population and infrastructure is located (e.g., Reno, Nevada, and Salt Lake City, Utah). 
Although most strike-slip earthquakes have rupture planes that dip too steeply to produce strong 
hanging-wall effects, those that do have observed ground motions that are empirically consistent 
with our predicted hanging-wall effects. 

4.5 SHALLOW SITE RESPONSE TERM 

The linear part of the functional form used to model sitef  is similar to that originally proposed by 

Boore et al. (1994) and Borcherdt (1994) and later adopted by Boore et al. (1997), Choi and 
Stewart (2005), and the NGA-West1 models among others. One difference from our NGA-
West1 model is that we no longer hold the site term to be constant for 30 1100SV   m/sec when 

30-m shear-wave velocities are greater than this value. Although, we recommend that the model 
not be used for 30 1500SV   m/sec, which represents the boundary between NEHRP A and 

NEHRP B site categories (BSSC 2009). Extrapolation of the model to larger velocities is not 
constrained by data. Furthermore, as the site conditions get very hard, it is likely that the site 
attenuation parameter 0  becomes small enough that the trend of lower amplification with 

increasing 30SV  might begin to flatten or even trend upwards. 

We retain the same theoretical nonlinear soil term that we used to develop our NGA-
West1 shallow site response term since the empirical data were insufficient to constrain the 
complex nonlinear behavior of the softer soils. After including the linear part of sitef  in the 

model, the residuals clearly exhibited a bias when plotted against rock PGA, 1100A , consistent 

with the nonlinear behavior of PGA and PSA at shorter periods. However, because of the 
relatively small number of recordings, the residuals alone cannot be used to determine how this 
behavior varies with 30SV , ground motion amplitude, and spectral period. The nonlinear site-

response model developed by Walling et al. (2008) based on one-dimensional (1D) equivalent-
linear site-response simulations conducted by Silva (2005) was used to constrain the functional 
form and the nonlinear model coefficients 1k , 2k , n and c in Equation (3.18). This approach is 

supported by Kwok and Stewart (2006), who found that theoretical site factors from 1D 
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equivalent-linear site-response analyses were able to capture the average effects of soil 
nonlinearity when used in conjunction with empirical ground motion models to estimate a 
reference rock spectrum. 

The linear behavior of our current model was calibrated by empirically fitting the model 
coefficients 11c  through 13c  in the regression analysis. The first of these coefficients applies to all 

recording sites except for those in Japan. We found that the linear 30SV  scaling for sites in Japan 

was different than for sites outside of Japan, which come primarily from California. We also 
found that the 30SV  scaling in Japan was especially different for softer sites defined as 30 200SV   

m/sec than for harder sites. The way that sitef  is defined means that the scaling in Japan 

represents the difference between Japan and non-Japan regions, so that the coefficients are 
additive, meaning that the total model coefficient for the harder sites in Japan is equal to 11 13c c  

and that for the softer sites in Japan is equal to 11 12 13c c c  . There might be differences in other 

regions as noted by Ancheta et al. (2013) and Stewart et al. (2013). However, there are an 
insufficient number of either earthquakes, recordings, or shear-wave velocities in our selected 
database to evaluate and model such effects. 

Walling et al. (2008) developed two sets of nonlinear model coefficients: one set 
representing dynamic soil properties (i.e., strain-dependent shear modulus reduction and 
damping curves) developed by EPRI (1993), and another set representing dynamic soil 
properties developed by Silva et al. (1999), which these latter authors refer to as the Peninsular 
Range or PEN curves. Neither our residuals nor the empirical site factors compiled by Power et 
al. (2004) could distinguish between these two alternative models, although a slightly lower 
aleatory standard deviation favored the PEN model. We selected the PEN model because it 
represents a wider range of regional site conditions than the EPRI model (Silva, personal 
communication, 2005). 

As part of the NGA-West2 Project, Kamai et al. (2013) revised the nonlinear site-
response model of Walling et al. (2008) using the same 1-D simulations by Silva (2005) 
augmented by additional simulations for soft sites. We evaluated this model and found that the 
residuals for soft sites plotted against rock PGA was slightly better fit using the Walling et al. 
(2008) model. Therefore, we chose not to use the Kamai et al. (2013) model at this time. One of 
the advantages of the Kamai et al. (2013) model is that it uses rock PSA as the reference ground 
motion instead of rock PGA, thus eliminating the need for including the correlation between 
PSA and PGA in Equations (3.29) and (3.30). We will pursue this approach in a future study. 

4.6 BASIN RESPONSE TERM 

The functional form used to model sedf  has two parts: (1) a term to model 3D basin effects for 

2.5 3Z   km and (2) a term to model shallow sediment effects for 2.5 1Z   km. This is the same 

functional form used in our NGA-West1 model. We modeled the functional form of the 3D basin 
term from numerical simulations conducted by Day et al. (2008). We modeled the shallow 
sediment term based on an analysis of residuals. The residuals after including the shallow site 
response term sitef  clearly indicated that long-period ground motion increased with sediment 
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depth up to around 2.5 1Z   km, leveled off, then increased again at 2.5 3Z   km. We surmise that 

the observed decrease in long-period ground motion for sites with shallow sediment depths 
might be the result of relatively lower long-period site-amplification effects compared to sites 
with deep sediment depths and the same values of 30SV . We found that the data were sufficient to 

empirically constrain this trend. 

The trend for 2.5 3Z   km, which is due presumably to 3D basin effects, was based on too 

few data to empirically determine how these effects could be extrapolated with sediment depth 
and spectral period. Instead, this trend was constrained using the sediment-depth model 
developed by Day et al. (2008) from theoretical ground motion simulations of the 3D response of 
the Los Angeles, San Gabriel, and San Fernando basins in southern California. These authors 
also found that ground motions scaled strongly with depth between depths of 1.0 and 3.0 km, 
whereas we did not find any trend in the residuals over this depth range. We believe that this 
scaling is apparently accounted for by other predictor variables in our model (most likely 30SV ). 

For example, it is below a depth of 3 km that we found a strong correlation between 2.5Z  and 

30SV  in the PEER database. It is also possible that the ground motion simulations are dominated 

by 1D effects at depths shallower than about 3 km that are adequately modeled by sitef . Because 

there is no basin-response adjustment between depths of 1 and 3 km, this depth range represents 
the default, which means that the results are centered on this depth range. 

The Day et al. (2008) model was developed for spectral periods of 2.0 sec and greater, 
but these authors developed relationships for their model coefficients that allowed us to 
extrapolate them to shorter periods. In order to remove any bias that this extrapolation might 
cause, we included an additional model coefficient 16c  in Equation (3.20) to empirically adjust 

the theoretical model coefficient 3k  (the 2a  coefficient of Day et al. 2008). This additional 

coefficient was found to increase from about 0.4 for PGA and short-period PSA to around 0.8 for 
PSA at longer periods, although this value decreases again to around 0.6 to 0.7 at long periods. 
Because the Day et al. (2008) model was applied only at large sediment depths, their first term 
(involving their 1a  coefficient) was found to be negligible and was dropped from our basin 

response term. The small but finite value of 16c  at short periods causes our model to predict some 

(albeit weak) amplification at these periods. Although counter-intuitive to many seismologists’ 
expectations, these results are generally consistent with the empirical results of Campbell (1997, 
2000, 2001), Field (2000), and our NGA-West1 model, although Campbell did not find any 
significant amplification at spectral periods less than 0.5 sec. 

We found that the shallow basin response term was different for sites in Japan than for 
sites outside of Japan. The model coefficient 14c  for non-Japan recording sites is based primarily 

on California sites because of a lack of sediment-depth information for other regions. A different 
coefficient was found for recording sites in Japan. Since this coefficient is additive, the total 
Japan coefficient is equal to 14 15c c . The deep basin response term was found to be similar in 

Japan and California. 

Tom Shantz (personal communication, 2009) found that 2.5Z  was a better predictor than 

the depth to the 1 km/sec shear-wave velocity horizon ( 1.0Z ) to characterize basin depths in 
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California because geological and geophysical data could be used more easily to estimate this 
depth. Art Frankel (personal communication, 2013) found that ground motion simulations of 3D 
basin effects in the Seattle basin were better correlated with 2.5Z  than with 1.0Z  because of the 

very shallow depth to the 1 km/sec velocity horizon (glacial till). This adds support to our choice 
of 2.5Z  to represent sediment-depth and basin-response effects. 

4.7 HYPOCENTRAL DEPTH TERM 

In our NGA-West1 model, we incorporated source depth by allowing reverse-mechanism events 
to have higher ground motions for 1TORZ   km that gradually diminishes to no effect for surface 

faulting. The small-magnitude recordings in the NGA-West2 database clearly show that there is 
a strong increase in ground motion with hypocentral depth for 7HYPZ   km that is captured in a 

new term, hypf . We explored the use of TORZ  to model the depth-dependence of ground motion, 

but found that it left a residual trend with hypocentral depth at large magnitudes where the two 
depths can be very different. We surmise that even if the top of the ruptre is shallow a relatively 
deep hypocentral depth implies a higher average stress drop and correspondingly higher ground 
motion. Because of the similarity of HYPZ  and TORZ  for small-magnitude earthquakes, both 

predictor variables modeled this trend equally as good. In order to remove the trend at large 
magnitudes we chose to use HYPZ  instead of TORZ  to model earthquake depth effects. We found 

that this dependence was stronger for small-magnitude earthquakes than for large-magnitude 
earthquakes, which we accounted for by using a different model coefficient for the former ( 17c ) 

than for the latter ( 18c ). The deepest events in our database have hypocentral depths of about 20 

km, so the effect is capped at this depth in Equation (3.22). 

4.8 RUPTURE DIP TERM 

Although we found that recordings from small-magnitude earthquakes did not show a 
dependency on focal mechanism, they did show a strong dependence on the dip of the rupture 
plane,  , for small-magnitude earthquakes. This is captured with a new rupture dip term dipf  

and model coefficient 19c . This effect becomes negligible at large magnitudes. This means that 

style-of-faulting effects are found only at large magnitudes, whereas rupture dip effects are found 
only at small magnitudes.  

4.9 ANELASTIC ATTENUATION TERM 

An initial review of ground motions recorded at larger distances indicated that there is a strong 
regional dependence of attenuation beyond the 80 km distance used to develop our near-source 
NGA-West2 model. This implies that there is a regional dependence to the apparent anelastic 
attenuation we observe. Like geometric attenuation, we call the nonlinear decay of ground 
motion at large distances apparent anelastic attenuation or simply anelastic attenuation because it 
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behaves in a similar manner (i.e., it decays as e r ). We have modeled this decay with a new 
anelastic attenuation term atnf  and model coefficients 20c  and 20c . Although probabilistic 

seismic hazard is typically dominated by sources that are located within 80 km of the site of 
interest, we included this term for completeness and for estimating ground motion at those sites 
that are located in lower seismicity regions and might be impacted by distant large earthquakes. 
We fit the anelastic attenuation term by holding all of the other coefficients constant and using 
the far-source database (80 500RUPR   km) to derive the anelastic attenuation coefficients 

using random-effects regression. 

We used an analysis of residuals together with iterative random-effects regression to 
determine which regions had both a sufficient number of far-source recordings to derive a 
reliable anelastic attenuation coefficient and a significant difference in this coefficient. This 
analysis indicated that California, Taiwan, the Middle East, and other similar active tectonic 
regions could be used to represent a typical anelastic attenuation or average Q region. Japan and 
Italy were found to exhibit relatively high anelastic attenuation, representing a relatively lower 
value of Q and a negative value of 20c . Eastern China (i.e., the Wenchuan earthquake region) 

was found to exhibit relatively low anelastic attenuation represented by a relatively higher value 
of Q and a postive value of 20c . The quality factor Q, or more appropriately 1/Q, is a term used 

by seismologists to quantify anelastic attenuation (Lay and Wallace 1995). Parts of eastern China 
are characterized as a SCR, which explains the relatively lower rate of attenuation, however it 
was the decision of the NGA-West2 working group responsible for reviewing finite-fault models 
that the Wenchuan earthquake could be considered representative of an active tectonic domain 
based on its source characteristics and its location on the boundary between active and stable 
tectonic regions. The regional differences in attenuation observed in our analysis are consistent 
with previous seismological and ground motion studies. 

4.10 ALEATORY VARIABILITY TERM 

In our NGA-West1 model, we included an alternative formulation to the calculation of aleatory 
variability to that used in our pre-NGA models. The more complicated functional form of this 
formulation takes into account the soil nonlinearity effects embodied in Equation (3.18) that 
predicts that as the value of 1100A  (the median estimate of rock PGA) increases, the 

corresponding value of sitef  decreases for soils with 30 1SV k  (i.e., softer soils). The self-

compensating effects of this nonlinearity impacts the within-event standard deviation by 
reducing the variability in the site-amplification factor at high values of 1100A  modeled by the 

first-order second-moment approximations of   and   given by Equations (3.29) and (3.30). 
This approximation was first introduced by Bazzurro and Cornell (2004a) for the case in which 
PSA is used as the reference rock ground motion and later extended by Stewart and Goulet 
(2006) to our case in which PGA is used as the reference rock ground motion. These effects are 
especially significant for NEHRP site categories D and E (BSSC 2009). 

In our NGA-West1 model we only included nonlinear site effects in the estimate of   
based on a common understanding at the time that between-event terms are not significantly 
affected by soil nonlinearity e.g., Kwok and Stewart 2006; J. Stewart, personal communication, 
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2007). Their argument is that the between-event residual is a source term and represents the 
average source effects that apply to all sites and not just to the site response of an individual site. 
On the other hand, Abrahamson and Silva (2008) included nonlinear site effects in both   and   
for reasons that were later justified by Al Atik and Abrahamson (2010). These latter authors 
argue that both   and   are impacted by nonlinear response because, with the incorporation of 
nonlinear site response in the median ground motion model, the interpretation of the between-
event term is revised to represent the average residual for rock site conditions (i.e., linear site 
response). Therefore, for application of the GMPE to soil sites the standard deviation of the rock 
source terms need to be modified to be applicable to nonlinear site conditions. For this reason we 
now include nonlinear site response effects in both   and  . Note that even if we were to assume 
that   was not subject to soil nonlinearity effects, this assumption would have a relatively small 
impact on the total standard deviation because of the dominance of the within-event standard 
deviation. 

Another key element in our nonlinear formulation of aleatory variability is the selection 
of an appropriate value for ln AF , the aleatory variability associated with site response. Although 

this value can be impacted by many factors, site-response studies using both empirical methods 
(e.g., Baturay and Stewart 2003) and theoretical methods (e.g., Silva et al. 1999, 2000; Silva 
2005; Bazzurro and Cornell 2004b, 2005) suggest that a period-independent value of ln 0.3AF   

is a reasonable value for deep soil sites, at least once 3D basin response effects have been 
removed as is the case in our model. Walt Silva (personal communication, 2007) also 
recommends ln 0.3AF   for all spectral periods based on the 1-D equvalent-linear site-response 

analyses of Silva (2005). This variability is expected to decrease as sites become harder (Silva et 
al. 1999, 2000), but since such sites do not respond nonlinearly, the value of   is not sensitive to 

the value of ln AF . 

Baturay and Stewart (2003), Stewart et al. (2003), and Choi and Stewart (2005) also 
found a dependence of the within-event standard deviation on 30SV . They found that softer sites 

tend to have lower standard deviations than stiffer sites. Since these authors did not include 
ground motion amplitude as a parameter in their aleatory variability model, the difference in 
standard deviations that they found is likely due, at least in part, to the nonlinear site effects 
embodied in Equations (3.29) to (3.31). We investigated this in our NGA-West1 study by 
binning our within-event residuals into 30SV  ranges corresponding to NEHRP site categories C 

30( 360 760SV    m/sec) and D ( 30 180 360SV   m/sec) and performing a hypothesis test to see 

if the differences in the mean residuals for PGA and PSA at periods of 0.2, 1, and 3 sec were 
statistically significant. We found that the mean residuals for each of the velocity bins were not 
significantly different from zero (i.e., they were unbiased) at the 95% confidence level, and that 
the residual standard deviations of the two bins differed by less than 6%. Based on these results, 
we concluded that the within-event standard deviations for our model is not dependent on 30SV  

once nonlinear site effects are taken into account. Therefore, we did not find it necessary to make 
the standard deviations of the linear ground motion predictions dependent on the value of 30SV . 

We did find both a slight positive bias in the mean residuals and a larger difference in the 
residual standard deviations between bins in our NGA-West1 study when we included only those 
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sites with measured values of 30SV . The differences in the standard deviations were generally 

consistent with the results of Choi and Stewart (2005) who only used sites with measured values 
of 30SV . The bias in the mean residuals suggested that ground motion amplitudes might be under-

predicted by our NGA-West1 model by as much as 10% at some spectral periods. We concluded 
that further study was needed before we would recommend adjusting our model for possible 
differences in the predicted amplitudes of ground motion between sites with estimated and 
measured values of 30SV , particularly since there is likely to be a correlation between sites with 

measured 30-m shear-wave velocities and recordings with relatively high levels of ground 
motion due to the engineering significance of such recordings. Because the percentage of 
recording sites with measured values of 30SV  is about the same in the NGA-West2 database, we 

did not believe that we needed to repeat this study and accepted our previous conclusions. 

We did not find within-event and between-event standard deviations to be a significant 
function of magnitude in our NGA-West1 study, whereas we do in our current study. These 
observations are not as contradictory as they would first appear. We observe an increase in 
aleatory variability in our current study for earthquakes with 5.5M  that fully phases in at 

4.5M . Previously, we only had a few earthquakes in this magnitude range, which precluded us 
from determining whether there was a significant magnitude-dependent standard deviation. 
These later findings were consistent with those of Choi and Stewart (2005) who, in a careful 
investigation of the residuals of several empirical GMPEs, did not find compelling evidence for 
either a magnitude-dependent or distant-dependent between-event or within-event standard 
deviation once the dependence on 30SV  was taken into account. However, those GMPEs were 

developed from earthquakes with 5.0M  near the magnitude threshold at which our increase in 
aleatory variability begins. 

We found that standard deviations generally increase at 80RUPR   km. This is especially 

noticeable for 5.5M . The increase in the between-event standard deviation is not considered 
important because we do not consider the large distant data to be suitable for estimating  . The 
within-earthquake standard deviation for the small-magnitude events is not very different from 
that found for the near-source data ( 80RUPR   km). This is likely because it is derived from 

recordings from a single region (California). This suggests that the larger value of   for the 
larger magnitudes might be caused by epistemic uncertainty rather than aleatory variability. 
Therefore, the standard deviations listed in Table 3.3 can be used at 300RUPR   km, 

corresponding to the distance range over which we consider our GMPE to be valid. Epistemic 
uncertainty at these large distances will be captured through the use of multiple GMPEs. 
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Figure 4.1 Comparison of stochastic model of Baltay and Hanks (2013a,b) with the CB13 
model. 
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5 User Guidance 

Because of the relatively complex nature of the functional forms that comprise our NGA-West2 
ground motion model, and because of the inclusion of many new predictor variables, this chapter 
presents guidelines to users on how one might evaluate the model for engineering applications. 
Covered topics include general limits of applicability, calculating PGA on rock, accounting for 
unknown predictor variables, estimating epistemic uncertainty, and use in PSHA. 

5.1 GENERAL LIMITS OF APPLICABILITY 

Generally speaking, our ground motion model is considered to be valid for shallow continental 
earthquakes occurring worldwide in active tectonic regimes for which the following conditions 
apply: 

 Minimum magnitudes of 3.3M  

 Maximum magnitude limits of 8.5M  for strike-slip faults, 8.0M for reverse faults, 
and 7.5M  for normal faults 

 Distances of 0 300RUPR    km 

 Shear-wave velocities of 30 150 1500SV    m/sec (NEHRP site categories B, C, D, and E) 

 Sediment depths of 2.5 0 10Z    km 

 Depths to top of rupture of 0 20TORZ    km 

 Hypocentral depths of 0 20HYPZ    km 

 Rupture dips of 15 90   °. 

The model is not uniformly valid over the entire range of predictor variables listed above. 
Statistical prediction errors are smallest for values of predictor variables near their mean and 
increase as these values diverge from this mean (e.g., see Campbell 2004). These errors can 
become very large when the model is extrapolated beyond the data limits of the predictor 
variable and should be used with caution under such conditions. The applicable range of some 
predictor variables have been extended beyond the limits of the data when the model has been 
constrained theoretically. Additional details are given in the following sections. 
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5.1.1 Magnitude 

The upper magnitude limits for strike-slip and reverse faults are dictated by the requirements of 
the PEER NGA-West2 Project. The largest magnitudes for each of these style-of-faulting 
categories are 0.1–0.6 magnitude units smaller than these limits. Although not a requirement by 
the PEER NGA-West2 Project, we have recommended a similar extrapolation for normal faults. 
We believe that such an extrapolation can be justified because of the careful selection of an 
appropriate magnitude-scaling term that includes magnitude saturation. Nonetheless, any 
extrapolation is associated with additional epistemic uncertainty (see Section 5.4). Figure 4.1 
indicates that although we have data down to 3M , we tend to overestimate PGA for the 
smallest events where simple seismological theory would predict that magnitude should scale as 

1.5 M  (Baltay and Hanks 2013a,b). As a result, we consider our GMPE to be most reliable for 

earthquakes of 3.3M  or 0.3 magnitude units above the smallest magnitude used in the 
analysis. 

5.1.2 Source-to-Site Distance 

The PEER NGA-West2 Project required that the GMPE be valid to a minimum distance of 200 
km. The rate of attenuation out to 80 km where geometric attenuation dominates is well 
constrained for all magnitudes. The rate of attenuation at larger distances where anelastic 
attenuation becomes important is constrained by events for which a significant number of large 
distance recordings are available (primarily California and Japan). Although we used recordings 
out to 500 km to constrain the anelastic attenuation term, we consider the GMPE to be most valid 
at 300RUPR   km, beyond which the number of recordings dimishes rapidly. It should be noted 

that such distant earthquakes rarely have a material impact on PSHA results. 

5.1.3 Shear-Wave Velocity 

Even though our selected NGA-West2 database included a limited number of recording sites 
with 30 180SV   m/sec, such soft-soil sites or even sites with somewhat higher shear-wave 

velocities might have other unusual site conditions (e.g., shallow Bay Mud over rock) that make 
site effects more complicated than our simple nonlinear site response term would predict. For 
that reason, we caution the use of our GMPE for NEHRP site category E and F sites (BSSC 
2009). Furthermore, the 1D equivalent-linear site-response simulations that were used to derive 
the nonlinear soil model become less reliable at shear strains in excess of about 1%. However, if 
neither of these conditions exists, our nonlinear soil model might be generally valid at 30 180SV   

m/sec because of its theoretical basis and its lack of any significant bias in the within-event 
residuals (Figure 3.8). Otherwise, we recommend that a site-specific site-response analysis be 
conducted. There is only one recording site in our database that would be classified as NEHRP 
site category A, which is insufficient to determine whether the model can be extrapolated beyond 

30 1500SV   m/sec. There is still a tendency for our GMPE to underestimate ground motions for 

spectral periods greater than 1 sec for NEHRP site category B sites, which might indicate that 
site attenuation or kappa effects need to be considered for these hard rock sites. This will be a 
topic of a future study. The shallow site-response term included in our model is intended to 
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provide an approximate empirical estimate of site response for general site classifications. We 
strongly recommend that a site-response analysis be conducted for site-specific studies. 

5.1.4 Sediment Depth 

The sediment depth limit used in the 3D basin response simulations that formed the basis for our 
sediment depth term at 2.5 3Z   km was about 6 km. However, the model might be valid beyond 

this depth limit (up to about 10 km) because of its theoretical basis. It is possible, although 
improbable, that the value of 30SV  could be inconsistent with the value of 2.5Z  for very shallow 

sediment depths. There are two cases where this might occur: (1) when 30SV  is extrapolated to 

values exceeding 2500 m/sec, in which case 2.5 0Z  ; and (2) when 2.5Z  becomes very small, in 

which case 30SV  must be large enough to adequately represent the top 30 m of the site profile. 

The first case should never occur based on our recommendation that the model should not be 
extrapolated beyond 30 1500SV   m/sec. For small values of both 30SV  and 2.5Z , it is possible that 

a site resonance condition will occur, which is not predicted by our model. In this case we 
strongly recommended that a site-specific site-response analysis be conducted. 

5.1.5 Hypocentral Depth 

The 20 km limit for hypocentral depth is based on an analysis of residuals that showed that the 
between-event residuals were generally unbiased down to this depth (Figure 3.2). Therefore, 
until we can acquire additional deep earthquake data to better constrain this possible depth 
dependence, we recommend that our ground motion model not be used for hypocentral depths or 
depths to the top of rupture greater than about 20 km. This depth limit constrains the modeled 
earthquakes to occur in the shallow lithosphere, which was a requirement of the PEER NGA-
West2 Project. 

5.1.6 Rupture Dip  

The dip of the rupture plane is used in the hanging-wall term for large-magnitude earthquakes 
and in the rupture dip term for small-magnitude earthquakes. The relatively wide range of 
rupture dips for which we consider our GMPE to be valid is selected to represent the range of 
values in our selected NGA-West2 database over which the between-event residuals are unbiased 
(Figure 3.4). 

5.1.7 Tectonic Domain 

Even if an earthquake is relatively shallow, there can be some uncertainty in deciding whether it 
is located within the continental lithosphere. “Continental” means that the earthquake must occur 
within continental crust rather than oceanic crust. Earthquakes that occur on land or on the 
continental shelf and have focal depths of less than about 25 km can generally be considered to 
occur within the shallow continental lithosphere. There is also some uncertainty in deciding if a 
region can be considered an active tectonic region. A general rule of thumb is that it can be 
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classified as active if it is not otherwise identified as a SCR (e.g., Johnston 1996); Campbell 
2004), although regional studies should be used to confirm this. 

5.1.8 Source Directivity 

It was our original intent to include a source directivity term in our NGA-West2 GMPE based on 
the work of the PEER Directivity Working Group (Spudich et al. 2013). However, the four teams 
that composed this working group produced directivity models that varied significantly for 
reverse and/or faults with complicated rupture plane geometry. The NGA project decided to 
continue the investigation of the working group to understand the cause of these differences. As 
a result, we decided not to include any of the directivity models in our NGA-West2 model until 
such time that the directivity models become more mature.   

5.2 ESTIMATING ROCK PGA 

It might appear at first that the shallow site response term is non-unique because it requires an 
estimate of median rock PGA, 1100A . However, in no case does the model coefficient 1k , the 

threshold value of 30SV  at which sitef  becomes linear, exceed the 1100 m/sec value used to 

define rock PGA. Therefore, rock PGA can be calculated using only the second (linear) term in 
Equation (3.18) that is independent of 1100A . This estimate of rock PGA can then be substituted 

back into sitef  for purposes of calculating ground motion, including PGA, when 30 1SV k . 

Consistent with the way that our aleatory variability model was developed, the median estimate 
of rock PGA should be used for this purpose even if this estimate is for a level of aleatory 
variability larger or smaller than the median. 

5.3 ESTIMATING UNKNOWN PREDICTOR VARIABLES 

There will be instances in which the user will not know the value of one or more of the predictor 
variables. Simply substituting a default value for a predictor variable can lead to biased results 
and an underestimation of variability. The more rigorous approach is to estimate or assume 
reasonable estimates for the mean values of these variables, assign them subjective weights, and 
model them as additional epistemic uncertainty (e.g., using a logic tree). If a predictor variable is 
estimated from a model rather than from data, it also might be associated with additional aleatory 
variability. The determination of whether estimates of predictor variables are subject to aleatory 
variability or epistemic uncertainty is beyond the scope of this report and is left to the user. 
However, some guidance on the selection and estimation of unknown or uncertain predictor 
variables is provided in Kaklamanos et al. (2011) and in the following sections. However, note 
that some of the relationships given in Kaklamanos et al. (2011), which are based on the NGA-
West1 datbabase, are superseded by the NGA-West2 database and should be used with caution. 
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5.3.1 Magnitude and Distance 

If M  or RUPR  are unknown, these predictor variables can be estimated from other magnitude and 
distance measures (e.g., Scherbaum et al. 2004). However, it is preferable to directly include in 
the seismic hazard analysis one or more 3D models of the potential rupture planes of the relevant 
seismic sources in order to properly account for epistemic and aleatory uncertainty in the 
estimated distances and, for reverse faults, to take into account potential hanging-wall effects. A 
convenient method for pre-calculating the mean values of JBR , RUPR , and the hanging-wall 
factor for randomly oriented virtual faults used to model diffuse seismicity was used in the 
National Seismic Hazard Mapping Program (NSHMP) and documented in Petersen et al. (2008). 
Although this method only estimates the mean distances and hanging-wall effects for a randomly 
oriented fault, it could be easily modified to estimate the uncertainty in these estimates. 

5.3.2 Shear-Wave Velocity 

If 30SV  is unknown, it can be estimated from the definition of the NEHRP site categories (BSSC 

2009; Campbell 2004; Bozorgnia and Campbell 2004) or from surface geological units, 
geotechnical site categories, ground slope, geomorphology, or elevation based on proxy 
relationships given in Ancheta et al. (2013). If NEHRP site categories are used, we recommend 
that either the boundary values or the geometric mean of the boundary values of 30SV  be used 

because of the logarithmic relationship between site amplification and 30SV . Our recommended 

values of 30SV  for NEHRP site categories E, DE, D, CD, C, BC and B are 150, 180, 255, 360, 

525, 760 and 1070 m/sec, respectively. 

5.3.3 Style-of-Faulting and Rupture Dip  

If style-of-faulting or rupture dip is unknown, weights should be assigned to alternative estimates 
of the predictor variables RVF , NMF , and   based on the orientation and dip of the proposed 

rupture plane and its relationship to the regional tectonic stress domain. If a single estimate of 
rupture dip is desired, values of 50° for reverse and normal faults and 90° for strike-slip faults 
are generally reasonable assumptions. 

5.3.4 Depth to Top of Rupture and Hypocentral Depth 

If the depth to the top of coseismic rupture ( TORZ ) is unknown, its aleatory distribution can be 

estimated probabilistically using the approach of Youngs et al. (2003). If that approach is 
considered to be too complicated, a simpler empirical approach can be used in which the 
likelihood of surface rupture is probabilistically estimated using the logistic regression model of 
Wells and Coppersmith (1993). In this approach, the probability of principal surface rupture is 
estimated from the equation 

exp( )
(slip)

1 exp( )
slip

slip

f
P

f



  (6.1) 
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where 

12.51 2.053slipf    M   (6.2) 

This probability can then be used to weight two alternative logic-tree branches that define 
whether or not surface rupture occurs. For the branch where surface rupture is assumed to occur, 
the user should set 0TORZ   in Equation (3.15). For the branch where the top of rupture is 
assumed to be buried the user should set one or more hypothesized values of TORZ  in this 
equation. If the more rigorous approach of Youngs et al. (2003) is used, a distribution of TORZ  
values will be simulated and ,hng Zf  should be determined accordingly. 

If the value of hypocentral depth ( HYPZ ) is unknown, but the geometry and depth of the 

rupture plane is known, it can be estimated from the equations 

 , ,ln min ,ln[0.9( )]Z Z BOR TORZ f f Z Z    M  (6.3) 
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which were developed from the metadata in the NGA-West2 database (Figure 5.1), where 

HYP TORZ Z Z    (km), BORZ  (km) is the depth to the bottom of the rupture plane, and Z  (km) 

is constrained to be no greater than 90% of the difference between the top and bottom depths of 
the rupture plane. The limit at 6.75M  corresponds to 10.2Z   km. The standard deviation of 
ln Z  and the r-square value of the regression (a measure of the goodness of fit) are 0.40 and 
0.89, respectively. Plots of the residuals of the regression are given in Figure 5.2. If HYPZ  is 
known but TORZ  is unknown, TORZ  can be estimated from the above equations. 

Although we strongly recommend that Equations (6.3) to (6.5) be used to estimate HYPZ

HYPZ  or TORZ , if these equations are found to be too difficult to use, a simpler option may be to 

assume that the hypocenter is located in the middle of the known or hypothesized rupture plane. 
If the depth to the top of the rupture plane is unknown, under this assumption TORZ  (km) can be 
estimated from HYPZ  (km) and the width and dip of the rupture plane from the equation 

0.5 sin( )TOR HYPZ Z W     (6.6) 

where   (°) is rupture dip and W  (km) is rupture width. If W  is unknown, it can be estimated 
from the equation 

 min ( 4.07) 0.98,( ) sin( )BOT TORW Z Z   M  (6.7) 

where BOTZ  (km) is the depth to the bottom of the seismogenic crust. The first term in Equation 
(6.7) is based on the rupture area relationship of Wells and Coppersmith (1994) assuming a 1:1 
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aspect ratio. The second term is the maximum width of the rupture plane, assuming that rupture 
does not extend below the depth to the bottom of the seismogenic crust. 

If the user does not know anything about the rupture plane or is unable to estimate one, 
the value of hypocentral depth can be taken as 9.0 km, which is an average of the mean and 
median values of HYPZ  in our combined near-source and far-source databases. However, the 
standard deviation of this estimate is a relatively large 3.8 km. 

5.3.5 Sediment Depth 

For sites located in southern California, central California or Japan, 2.5Z  can be estimated from 
the same community velocity models that were used to estimate 2.5Z  for the recording sites in 
the PEER NGA-West2 database (Ancheta et al. 2013). Alternatively, we suggest that the depth 
to crystalline basement rock beneath the site, if it is known or can be estimated, can be used as a 
proxy for 2.5Z . Otherwise, 2.5Z  can be estimated from 30SV  using data from the NGA-West2 

database. This is only possible for California and Japan where there are estimates or measured 
values of both 2.5Z  and 30SV . We used our combined near-source and far-source databases to 
develop the relationships between these two parameters so that they would be consistent with the 
values used to develop our GMPE. A recording station was used only once in the analysis so as 
not to bias the results towards stations with multiple recordings. 

The relationship between 2.5Z  (km) and 30SV  (m/sec) for the combined Califronia and 
Japan database is given by the equation 

2.5 30ln 6.510 1.181ln SZ V    (6.8) 

which has a r-square value of 0.100 and a standard deviation of 1.447. The relationship for 
California is given by the equation  

2.5 30ln 7.089 1.144ln SZ V    (6.9) 

which has a r-square value of 0.131 and a standard deviation of 1.026. The relationship for Japan 
is given by the equation 

2.5 30ln 5.359 1.102ln SZ V    (6.10) 

which has a r-square value of 0.112 and a standard deviation of 1.403. Although the coefficients 
in these equations are statistically significant at the 95% confidence level, the correlation 
between 2.5Z  (km) and 30SV  is relatively poor as evidenced by the relatively small r-square 
values and relatively large standard deviations. As a result, the user should exercise caution when 
using these relationships. Equations (6.8), (6.9) and (6.10) give estimates of 2.5Z  corresponding 

to 0.27, 0.61 and 0.14 km, respectively, for 30 760SV   m/sec. 

We used the same combined near-source and far-source database to develop relationships 
between 2.5Z  (km) and 1.0Z  (km), which can be used when this latter depth is known. The 
relationship for the combined California and Japan database is given by the equation 
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2.5 1.00.748 2.128Z Z    (6.11) 

which has a r-square value of 0.307 and a standard deviation of 1.264. The relationship for 
California is given by the equation 

2.5 1.01.392 1.798Z Z    (6.12) 

which has a r-square value of 0.162 and a standard deviation of 1.562. The relationship for Japan 
is given by the equation 

2.5 1.00.408 1.745Z Z    (6.13) 

which has a r-square value of 0.473 and a standard deviation of 0.696. Again, the coefficients in 
these equations are statistically significant, but the correlation between 2.5Z  and 1.0Z  is relatively 
poor. As a result, the user should exercise caution when using these relationships. 

If none of the above guidance can be used, sediment depth is the only predictor variable 
that can be assigned a default value, unless it is known or expected to be either less than 1 km or 
greater than 3 km deep. If sediment-depth effects are not expected to be important, then 30SV  can 
serve as a reasonable representative of both shallow and deep site response by setting 2.5 2Z   
km, or for that matter to any value between 1 and 3 km, where this predictor variable has no 
effect on the predicted ground motion. If sediment depth effects are expected to be important, 
then reasonable alternative values for 2.5Z  and their associated weights should be used to 
evaluate epistemic uncertainty in the value of this predictor variable. 

5.4 ESTIMATING EPISTEMIC UNCERTAINTY 

Although magnitude saturation of short-period ground motion at short distances limits the 
median predicted value of near-source ground motion at large magnitudes, these predictions are 
based on a limited number of recordings. As a result, there is additional epistemic uncertainty in 
the near-source median predictions that might not be adequately captured by the use of multiple 
GMPEs. There is also additional epistemic uncertainty associated with the modeling space that is 
not well constrained by the recordings. A preliminary comparison of the NGA-West2 models 
indicates that there are ranges of magnitude and distance, and probably other predictor variables, 
where there is very little variability between the GMPEs. We believe that such implied 
“agreement” is not representative of a lack of uncertainty but rather an artifact of using a limited 
number of models that have been developed with developer collaboration using a consistent 
database. We recommend that a minimum estimate of epistemic uncertainty be incorporated 
using the epistemic uncertainty model developed by Al Atik and Youngs (2013) as part of the 
PEER NGA-West2 Project. 

5.5 ESTIMATING SPECTRAL DISPLACEMENT AND PGD 

A surge in the design and construction of high-rise condominium buildings and base-isolated 
structures in recent years has brought about a renewed interest in the prediction of long-period 
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spectral displacement and in some cases PGD. Both of these IMs have been largely ignored by 
the developers of ground motion models in the past or, if not ignored, have not been properly 
constrained either empirically or theoretically. It is for this reason that the PEER NGA-West1 
and NGA-West2 Projects required the developers to provide models for PSA out to spectral 
periods of 10 sec. Many of the developers of the NGA-West1 models attempted to constrain 
long-period PSA using simple seismological theory, but there was a great deal of uncertainty 
between these models. With the addition of a significant number of new digital recordings, the 
long-period spectral ordinates are much better constrained and no additional constraints were 
applied in our NGA-West2 model. There is still a considerable amount of uncertainty associated 
with these predictions, and the behavior of spectral displacement at long periods does not 
necessarily agree with simple seismological theory. Therefore, the user should use caution when 
evaluating the GMPEs for very long periods, e.g., 5T   sec where the number of recordings 
begins to dimish rapidly with increasing spectral period (Ancheta et al. 2013). A preliminary 
GMPE for PGD was developed by Campbell and Bozornia (2008) for evaluation purposes. 

 

Figure 5.1 Distribution of metadata used to develop Equations (6.4) and (6.5). 

 

Figure 5.2 Dependence of residuals of Equations (6.4) and (6.5) with magnitude and rupture 
dip. 
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