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ABSTRACT

Growth of major population centers near seismically active faults has significantly increased the
probability of a large earthquake striking close to a big city in the near future. This, coupled with
the fact that near-fault ground motions are known to impose larger demands on structures than
ground motions far from the fault, makes the quantitative study of near-fault seismic hazard and
risk important.

Directivity effects cause pulse-like ground motions that are known to increase the seismic haz-
ard and risk in near-fault region. These effects depend on the source-to-site geometry parameters,
which are not included in most ground-motion models used for probabilistic seismic hazard as-
sessment computation. In this study, we develop a comprehensive framework to study near-fault
ground motions, and account for their effects in seismic hazard assessment. The proposed frame-
work is designed to be modular, with separate models to predict the probability of observing a
pulse at a site, the probability distribution of the period of the observed pulse, and a narrow band
amplification of the spectral ordinate conditioned on the period of the pulse. The framework also
allows deaggregation of hazard with respect to probability of observing the pulse at the site and the
period of the pulse. This deaggregation information can be used to aid in ground-motion selection
at near fault sites.

A database of recorded ground motions with each record classified as pulse-like or non-pulse-
like is needed for an empirical study of directivity effects. Early studies of directivity effects used
manually classified pulses. Manual classification of ground motions as pulse-like is labor inten-
sive, slow, and has the possibility to introduce subjectivity into the classifications. To address
these problems we propose an efficient algorithm to classify multi-component ground motions as
pulse-like and non-pulse-like. The proposed algorithm uses the continuous wavelet transform of
two orthogonal components of the ground motion to identify pulses in arbitrary orientations. The
proposed algorithm was used to classify each record in the NGA-West2 database, which created
the largest set of pulse-like motions ever used to study directivity effects.

The framework to include directivity effects in seismic hazard assessment, as proposed in this
study, requires a ground-motion model that accounts for directivity effects in its prediction. Most of
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the current directivity models were developed as a correction for already existing ground-motion
models, and were fitted using ground-motion model residuals. Directivity effects are dependent
on magnitude, distance, and the spectral acceleration period. This interaction of directivity effects
with magnitude and distance makes separation of distance and magnitude scaling from directivity
effects challenging. To properly account for directivity effects in a ground-motion model they need
to be fitted as a part of the original model and not as a correction. We propose a method to include
the effects of directivity in a ground-motion model and also develop models to make unbiased
prediction of ground-motion intensity, even when the directivity parameters are not available.

Finally, following the approach used to model directivity effects, we developed a modular
framework to characterize ground-motion directionality, which causes the ground-motion inten-
sity to vary with orientation. Using the expanded NGA-West2 database we developed new models
to predict the ratio between maximum and median ground-motion intensity over all orientations.
Other models to predict distribution of orientations of the maximum intensity relative to the fault
and the relationship between this orientation at different periods are also presented. The models
developed in this dissertation allow us to compute response spectra that are expected to be observed
in a single orientation (e.g., fault normal, orientation of maximum intensity at a period). It is ex-
pected that the proposed spectra can be a more realistic representation of single orientation ground
motion compared to the median or maximum spectra over all orientations that is currently used.
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1 Introduction

1.1 MOTIVATION

Growth of major population centers near seismically active faults (e.g., major cities in California
like Los Angeles and San Francisco, Japanese cities like Tokyo and Osaka) has significantly in-
creased the probability of a large earthquake striking close to a big city in the near future. The
statement by Hall et al. (1995) that, “Occurrence of large earthquakes close to cities in California is
inevitable,” is true for many large cities around the world. This along with the fact that near-fault
ground motions are known to impose larger demands on structures than ground motion far from
the fault and have caused extensive damage in past earthquakes (e.g., Bertero et al., 1978; An-
derson and Bertero, 1987; Hall et al., 1995; Iwan, 1997; Alavi and Krawinkler, 2001; Menun and
Fu, 2002; Makris and Black, 2004; Mavroeidis et al., 2004; Akkar et al., 2005; Luco and Cornell,
2007), makes the quantitative study of near-fault seismic hazard and risk important.

Quantitative seismic risk assessment is a complex, multidisciplinary problem that involves
knowledge about fault-rupture process and propagation of seismic waves through earth (seismol-
ogy), the effect of soil on seismic waves (geotechnical engineering), response of structures to
earthquake ground motion excitation (structural engineering), evaluation of monetary losses from
structural damage and business interruption (finance and economics), and properly accounting for
uncertainty, which is present in almost all aspects of the computation (statistics). A formal pro-
cess to compute the probability distribution of losses due to seismic events has been proposed by
the Pacific Earthquake Engineering Research (PEER) Center (e.g., Cornell and Krawinkler, 2000;
Deierlein, 2004). The PEER seismic risk assessment framework, described in detail below, sim-
plifies the seismic risk computation by splitting the task into several modular stages. Probabilistic
seismic hazard assessment (PSHA), is the first stage of the PEER framework.

Probabilistic seismic hazard assessment (e.g., Cornell, 1968; Kramer, 1996; McGuire, 2004)
is used to compute the probability distribution of ground-motion intensity at the site of interest
from a future earthquake. A PSHA computation uses a ground-motion model (e.g., Power et al.,
2008; Bommer et al., 2009; Travasarou et al., 2003) that predicts the conditional distribution of
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ground-motion intensity at a site, given earthquake parameters such as magnitude, distance, soil
condition, etc. To compute the marginal distribution of ground-motion intensity at the site, the
ground-motion model prediction and the joint probability distribution of the earthquake parameters
are combined using the law of total probability (e.g., Benjamin and Cornell, 1970). This calculation
can be summarized by Equation 1.1 below.

P (IM > x) =

∫
M,R,Θ

P (IM > x|M,R,Θ)P (M,R,Θ)dM · dR · dΘ (1.1)

where IM is the intensity measure,M represents the magnitude of the earthquake,R represents the
distance between the site and the fault rupture, and Θ represents all other parameters used by the
ground-motion model. P(IM > x) is the probability that the intensity measure exceeds a value x in
a future earthquake. Generally, hazard is described in terms of return periods or rate of exceedance
(Cornell, 1968). The rate of exceedance of intensity measure (referred as λIM ) can be computed
by multiplying the probability of exceedance from an earthquake, given by Equation 1.1, with the
rate of earthquakes in the region. The probability distribution of common intensity measures, like
spectral acceleration (Sa), givenM,R, etc., is generally assumed to be log-normal (Abrahamson,
1988; Jayaram and Baker, 2008). Thus, the P (IM > x|M,R,Θ) can be computed using the
median and standard deviation of the intensity measure, which is predicted by the ground-motion
model.

Ground-motion models use common predictor variables like magnitude, distance, fault-type,
soil conditions, etc., to predict the distribution of ground-motion intensity. However, ground-
motion intensity in near-fault regions depends on source-to-site geometry parameters (e.g., Somerville
et al., 1997; Spudich and Chiou, 2008) which are not used in ground-motion models. For example,
Figure 1.1 shows that the two highlighted sites have similar distance from the rupture (a parameter
used in ground-motion model), while the length of rupture between the epicenter and the closest
point on the rupture to the site (a parameter important for predicting directivity but not present in
most ground-motion models) is much larger at the site where a directivity pulse is observed. Thus,
most current ground-motion models fail to account for some near-fault effects. In this study, we
developed a comprehensive framework to study near-fault ground motions and account for their
effects in seismic hazard assessment and ground motion selection. We begin with a brief review of
the PEER framework for seismic risk assessment and near-fault effects.
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Figure 1.1 Map of Imperial Valley earthquake rupture with the location of sites where groundmotion
was recorded. Site (c) was close to the epicenter is the Bonds Corner station (NGA # 160)
and no directivity pulse was observed here; however, a directivity pulse was observed
at site (b) El Centro Array # 4 station (NGA # 179), which is located down the rupture
at a similar distance as site (c) from the fault. The fault-normal component of the two
ground motions is shown here.

1.1.1 PEER Seismic Risk Assessment Framework

Quantitative assessment of seismic risk involves accounting for various uncertainties, some of
which are aleatoric or inherent to the earthquake process (e.g., time and location of rupture), and
others are epistemic or present due to lack of knowledge (e.g., response of an existing structure from
seismic excitation). Modeling the interaction between several random variables makes seismic risk
assessment challenging. A formal process for quantitative seismic risk assessment was proposed
by PEER (Cornell and Krawinkler, 2000; Moehle and Deierlein, 2004). The PEER framework
computes the seismic risk at a site by evaluating the risk integral as shown in Equation 1.2 below:

λDV =

∫ ∫ ∫
G(DV |DM)dG(DM |EDP )dG(EDP |IM)dλIM . (1.2)

whereG(·) represents the inverse cumulative distribution (or probability of exceedance). The term
DV is the decision variable under consideration (e.g., number of fatalities, direct monetary losses,
indirect business losses due to downtime, etc.), and the integration shown in Equation 1.2 aims to
compute the rate of exceedance of various levels of the chosenDV (λDV ). A one-step Markovian
assumption is made to make the computation tractable. It is assumed that the distribution of DV
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depends only on the damage measure (DM ), the distribution of DM depends only on the engi-
neering demand parameter (EDP ) and the distribution of the EDP depends only on the intensity
measure(IM ). Although the Markovian assumption may seem to limit the ability of models to
incorporate more information, distributions can be conditioned on vector of values computed in
previous steps to incorporate more information when needed. Vector valued intensity measures
have been previously used in PSHA computations (e.g., Bazzurro and Cornell, 2002; Somerville
and Thio, 2005), and vector intensity measures like Sa and ϵ (epsilon) are commonly used to im-
prove the prediction of an EDP -given IM (Baker and Cornell, 2005, 2008b).

Along with making the computation tractable, the Markovian assumption in the PEER inte-
gral makes the computation modular. The computation is performed by chaining together different
tasks, which are generally performed by different groups of experts. The first step is the seismic
hazard assessment, which produces the distribution of an intensity measure expected in future at a
site. The second step is to compute the distribution of an EDP for a given intensity (IM ) level.
The distribution of an EDP conditioned on an intensity is often computed by nonlinear dynamic
analysis (e.g., Vamvatsikos and Cornell, 2002, 2004), using a set of ground motions representative
of the hazard computed in the first step. Ground motion selection is the process of selecting this
hazard consistent set of ground motions, and it is the intermediate step that links PSHA and struc-
tural analysis. Fragility functions are then used to compute the probability-distribution-of-being in
different damage states (DM ) for a given value of the EDP . Finally, loss functions are used to
compute the distribution of the decision variable of choice for each damage state.

Near-fault effects change the properties of the earthquake groundmotion and affect the intensity
measure. Due to the commonMarkovian assumption as typically implemented, the computation of
DM and DV distributions do not depend on the intensity measure. Thus, to compute the seismic
risk at near-fault sites, one needs to account for the near-fault effects only during the computation
of the distribution of the intensity measure and EDP . This report will focus on accounting for the
effect of near-fault ground motions on seismic hazard assessment and ground motion selection.

1.1.2 Near-Fault Effects

Some of the important factors influencing the ground motion in near-fault region are directivity,
directionality/polarization, and fling effects. This report focuses on directivity and directionality
effects. Fling is a near-fault effect that results in large permanent ground displacement, mostly in
the direction parallel to the fault. Fling effects are not studied herein, but are mentioned here for
completeness.
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Figure 1.2 Some examples of ground-motion recordings with directivity pulse. (a) Brawley Airport
station from the 1979 Imperial Valley earthquake (NGA # 161), (b) Lucerne station from
the 1992 Landers earthquake (NGA # 879), and (c) Rinaldi station from 1994 Northridge
earthquake (NGA # 1063).

Directivity Effects

Directivity effects are observed at a site when the fault ruptures towards the site at a speed close
to the propagation velocity of the shear waves. When this condition is satisfied, a large portion of
the energy from the rupture arrives at the site in a small time interval (Somerville et al., 1997). A
large amount of energy arriving in a short time window can cause a distinct pulse in the velocity
time history of the ground motion, as can be seen in Figures 1.1 and 1.2. These ground motions
with a distinct velocity pulse are also known as pulse-like ground motions (e.g., Baker, 2007).
The presence of the pulse amplifies traditional intensity measures like spectral acceleration (Sa)
at periods close to the period of the pulse. Along with amplifying the ground-motion intensity, a
pulse-like groundmotion can cause larger or smaller inelastic response in structures when compared
to non-pulse-like ground motions, depending on the period of the pulse (e.g., MacRae et al., 2001;
Alavi and Krawinkler, 2004). Thus, presence of a directivity pulse changes the distribution of the
intensity measure and that of the EDP -given IM .

Occurrence of directivity effects depends on source-to-site geometry parameters. e.g., the
amount of rupture between the epicenter and the site. Many source-to-site geometry parameters,
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which are important predictors of directivity effects, are not used by ground-motion models. Thus,
the ground-motion models do not account for directivity effects in their intensity prediction. Sev-
eral researchers have proposed modifications to ground-motion models to account for the potential
presence of directivity effects (e.g., Somerville et al., 1997; Abrahamson, 2000; Spudich and Chiou,
2008). These models generally use source-to-site geometry parameters that are important in pre-
dicting directivity effects but are not used in conventional ground-motion models. The directivity
model is then fitted using residuals from a ground-motion model to predict the amplification/de-
amplification due to directivity effects relative to the original ground-motion model prediction.
Somerville (2003) classified the directivity correction models into narrowband models and broad-
band models. Narrowband models amplify the response spectra predicted by the ground-motion
model in a small range of periods around the period of the pulse, which is a function of mag-
nitude of the earthquake (e.g., Somerville, 2003; Mavroeidis and Papageorgiou, 2003; Bray and
Rodriguez-Marek, 2004; Baker, 2007), while the broadband models (e.g., Somerville et al., 1997;
Abrahamson, 2000; Spudich and Chiou, 2008) amplify a larger range of periods. Somerville (2003)
reports, however, that recorded ground motions with directivity pulses show narrowband amplifi-
cation of response spectra. Also, the process of fitting directivity models using residuals from a
ground-motion model has some flaws. As directivity effects are primarily observed close to the
fault, the directivity amplification and the distance scaling term of the ground-motion model are
closely coupled. The directivity models fitted using residuals from ground-motion models cannot
separate the effect of distance and directivity properly.

In this study, we have developed a narrowband model for directivity amplification, along with
other models needed to include directivity effects in seismic hazard computation. A method to
include directivity effects explicitly in ground-motion models is also proposed, which results in
more consistent ground-motion models than correcting for directivity effects after the fact.

Directionality of Ground-Motion Intensity

Structures designed to resist seismic loads are generally designed considering the ground motion in
horizontal plane. The intensity measure commonly used for design, however, is pseudo spectral ac-
celeration, which for lightly damped single-degree-of-freedom (SDOF) systems are approximately
the same as the peak response of the SDOF system when excited by a single component of ground
motion. Several intensity measures have been proposed to represent the two-dimensional inten-
sity of ground motion in the horizontal plane. An early example of such an intensity measure is
SaGM , the geometric mean of spectral acceleration (with a specified period and damping) from
two orthogonal components of the ground motion. Generally, the two as-recorded components of
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the ground motion, or ground motion in fault-normal and fault-parallel orientations, are used for
computation. The SaGM intensity depends on the orientations used for computation, which are
often arbitrarily chosen. To remove the dependence on arbitrarily chosen orientations, orientation
independent intensity measures like SaGMRotInn, SaGMRotDnn, SaRotInn and SaRotDnn have been
proposed (Boore et al., 2006; Boore, 2010). These intensity measures will be defined and discussed
in more detail in Chapter 7.

In general, a one-dimensional intensity measure will only be able to capture a part of the two-
dimensional nature of ground-motion intensity. Thus, different definitions of the intensity measure
may capture different aspects of the ground motion and may be appropriate for different tasks.
For example, some structural engineers prefer using the maximum intensity in any orientation
(SaRotD100) for design (e.g., NEHRP, 2009), while the ground-motion modelers prefer to use the
median intensity over all orientations (SaRotD50) (Bozorgnia et al., 2012). Hence, the hazard anal-
ysis stage will use SaRotD50 as the intensity measure and the structural analysis stage (computation
ofG(EDP |IM)) will use SaRotD100 as the intensity measure. Equation 1.2 is mathematically valid
only when a consistent definition of intensity measure is used throughout (Baker and Cornell, 2006;
Beyer and Bommer, 2006). Thus, models are needed to convert one intensity measure to another
to allow correct computation of the integration in Equation 1.2, while allowing the ground-motion
modelers and structural engineers to use their preferred intensity measure.

Polarization or directionality of ground-motions have long been known (e.g., Kubo and Penzien,
1979), and several past studies have proposed models for ratios of different intensity measures,
which can be used as multiplicative factors to convert between them (e.g., Beyer and Bommer,
2006; Watson-Lamprey and Boore, 2007; Huang et al., 2008, 2010). But these studies focused
on ratios involving SaGmRotI50 intensity, which was used to develop the older Next Generation
Attenuation (NGA) ground-motion models (Abrahamson et al., 2008). This study used the NGA-
West2 database (Ancheta et al., 2012) to study the ratio of SaRotD100 with SaRotD50, and propose
models to convert between the two. The NGA-West2 database has more ground-motion records
than previous databases used for similar studies, which allows for careful study of orientations in
which SaRotD100 are observed. The models developed herein allow us to compute response spectra
that are expected to be observed in a single orientation (e.g., fault-normal orientation of SaRotD100

at a period), which can be more realistic target spectra than assuming occurrence of SaRotD100 in a
single orientation at all periods.
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1.2 AREAS OF CONTRIBUTION

This study highlights several challenges associated with accounting for the near-fault effects in
seismic risk assessment. The major contributions of this study are summarized below.

1.2.1 Comprehensive Framework to Account for Directivity Effects in Hazard As-
sessment and Ground-Motion Selection

As explained above, most ground-motion models used in PSHA computations do not account for
directivity effects. Previous studies have proposed methods to account for directivity effects in
PSHA computations (e.g., Abrahamson, 2000), but they use broadband directivity models. Devel-
opment of a narrow band directivity model is challenging as pulses are not observed at all sites
satisfying source-to-site geometry conditions favorable for directivity effects, and the period of the
pulse around which Sa is amplified is different at different sites. Due to these uncertainties, the
narrow band amplification is “smeared out” when pulses with different periods and both pulse-like
and non-pulse-like ground motions are pooled together to fit directivity models (Tothong et al.,
2007).

The framework proposed herein accounts for the uncertainty in pulse observation and in the
period of the pulse. The framework has been designed to be modular, with separate models to
predict the probability of observing a pulse at a site, the probability distribution of the period of
the observed pulse, and a narrow band correction for ground-motion models conditioned on the
period of the pulse. An algorithm to use these models to compute the seismic hazard at the site is
also proposed. The proposed framework extends the approach proposed by Tothong et al. (2007)
and uses data-constrained models for all calculations rather than hypothetical models. The modular
design of the framework allows hazard deaggregation conditioned on several important directivity
parameters, e.g., the period of the pulse and the probability of pulse observation. This deaggregation
information with respect to pulse period and probability of occurrence can be used to select sets of
ground motions that have appropriate fractions of pulse-like ground motions and that represent the
deaggregated distribution of pulse periods. A hazard consistent ground motion set can then be used
to compute the distribution of the EDP at different intensity levels by using nonlinear dynamic
analysis. Thus, the framework and models presented herein allow a consistent method to account
for near-fault directivity effects while using the PEER risk assessment framework.

8



1.2.2 Efficient Identification of Pulses in Multi-Component
Ground Motions

An empirical study of pulse-like ground motions needs a database of recorded ground motions
with each record classified as pulse-like or non-pulse-like. Early researchers used small databases
of ground motions with individual ground motions manually classified as pulse or non-pulse (e.g.,
Mavroeidis and Papageorgiou, 2003; Fu and Menun, 2004; Akkar et al., 2005). Manual classifi-
cation of ground motions as pulse-like is labor intensive, slow, and has the possibility to introduce
subjectivity into the classifications. To address these problems, Baker (2007) proposed an auto-
mated algorithm to identify pulse-like ground motions using wavelet transforms. The Baker (2007)
algorithm uses the fault-normal component of ground motion for classification. Though directivity
effects are expected to produce a pulse in the fault-normal orientation, pulses are often found in
other orientations too (e.g., Howard et al., 2005). Also, due to complex geometry of a real fault, the
computed fault-normal orientation is generally an approximation of the real fault-normal orienta-
tion. Thus, the velocity pulse can be present in orientations other than the computed fault-normal
orientation. In some cases–due to the absence of finite-fault models–identification of fault-normal
orientation is not possible. The major challenge in this field is to find an efficient algorithm to
classify pulses in arbitrary orientations.

Chapter 2 uses the Baker (2007) algorithm to classify the ground motions in 180 horizontal
orientations. This overcomes the aforementioned problems but adds considerable computational
cost. Continuous wavelet transforms are computationally expensive, and the method described
in Chapter 2 repeats this computation many times, making it significantly slower than the Baker
(2007) algorithm. With rapidly increasing size of ground-motion datasets, the main challenge is to
develop computationally efficient classification methods that scale well with larger databases.

Chapter 4 proposes an efficient algorithm to classify multicomponent ground motions as pulse-
like and non-pulse-like. The proposed algorithm uses the continuous wavelet transform of two
orthogonal components of the groundmotion to compute themaximum possible wavelet coefficient
at each scale and location over all possible orientations. The orientations in which this maximum is
attained at each scale and location are also computed. This information is used to identify potential
pulses, which may lie in arbitrary orientations. These potential pulses are then examined to classify
the ground motion as pulse-like and non-pulse-like. The algorithm proposed in Chapter 4 was used
to classify 8611 ground motions in the NGA-West2 database and found 244 pulse-like ground
motions.
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1.2.3 Explicit Inclusion of Directivity Effects in a Ground-Motion Model

Directivity effects are observed at near-fault sites, and it is known that the probability of observing
a directivity pulse depends on the distance between the rupture and the site (e.g., Iervolino and
Cornell, 2008). Along with dependence on distance, the amplification in Sa due to directivity
effects occurs in a band of periods close to the period of the pulse, which depends on earthquake
magnitude (e.g., Somerville, 2003). The interaction between directivity amplification, distance,
and magnitude may affect the magnitude and distance scaling terms in ground-motion models if
directivity terms are included explicitly. Thus, inclusion of directivity effects may lead to changes
in non-directivity predictions as well. This cannot be captured by the directivity models fitted
using ground-motion model residuals. To properly isolate directivity amplification, the original
ground-motion model needs to be fitted with directivity terms in the functional form.

A method is proposed to include directivity parameters in ground-motion models. As direc-
tivity effects are modeled by parameters that are not commonly used in practice, these parameters
may not be available for some studies (e.g., legacy software may not allow the use of new parame-
ters). We propose to use the conditional expectation given the values of the known parameters as a
prediction of ground-motion intensity. This method allows making unbiased prediction of ground-
motion intensity, even when the directivity parameters are unknown. We computed the average
directivity amplification conditioned on a smaller set of parameters, e.g., magnitude, distance, and
spectral acceleration period. This information was used to predict the expected value of directivity
amplification conditioned on different levels of information. Predictive models are also proposed
to predict the average directivity without any integration. An example ground-motion model with
directivity terms was fitted, and several examples showing computation of ground-motion intensity
when different directivity parameters were unknown are presented.

1.2.4 Comprehensive Study of Ground-Motion Directionality

The NEHRP (2009) provisions recommend using SaRotD100 response spectra for seismic design.
The SaRotD100 intensity at each period may occur in different orientations, but the NEHRP provi-
sions treat the SaRotD100 response spectrum as if it is associated with a ground motion in a single
orientation. Thus, using SaRotD100 response spectrum to predict EDP s dependent on multiple
periods may lead to conservative estimates (Stewart et al., 2011).

Conditional spectra can be used to compute more realistic target spectra (e.g., Abrahamson and
Al Atik, 2010; Baker, 2011; Lin et al., 2012a,b). Following the approach used to develop the direc-
tivity models proposed herein, we developed a modular framework to characterize ground motion
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directionality. Different models are proposed to predict the ratios of SaRotD100 and SaRotD50, pre-
dict the probability distribution of orientations in which the SaRotD100 are observed, and model
the relationship between the SaRotD100 orientations at different periods. These models are then
combined to compute several types of target spectra conditioned on different parameters.

1.3 ORGANIZATION

Several issues related to accounting for near-fault effects, mainly directivity and directionality, in
seismic risk assessment are presented. Chapters 2 to 6 focuses on directivity effects, while Chapter
7 studies directionality in ground motions. Chapter 2 introduces the probabilistic framework to
account for the effects of directivity pulses in seismic hazard assessment. Chapter 3 describes sta-
tistical models for calibrating inputs to the proposed framework of Chapter 2. Chapter 4 introduces
an efficient algorithm to classify ground motions as pulse-like and non-pulse-like. The classified
pulses from Chapter 4 are used in Chapter 5 to fit a ground-motion model with explicit directiv-
ity terms. Chapter 6 explores hazard deaggregation at multiple example sites and proposes some
guidelines for ground motion selection in near-fault regions.

Chapter 2 proposes a probabilistic framework to account for the effects of near-fault directivity
in PSHA. A brute force method to classify pulse-like ground motions in arbitrary orientations is
discussed and used to classify each ground motion in the NGA database (Chiou et al., 2008) as
pulse-like or non-pulse-like. These classifications are used to develop initial models to predict the
probability of pulse occurrence at a site, probability distribution of the orientations relative to the
strike of the fault in which the pulses are observed, and the probability distribution of the period of
the pulse. An algorithm to combine these models to account for directivity effects in PSHA is also
presented.

Chapter 3 discusses the models to predict the probability of a pulse occurrence and the period
of the pulse used in the framework proposed in Chapter 2. The considerations behind the choice
of the functional forms and model parameters for these models are explained in detail. Several
mixed-effects models for predicting the period of the pulse are explored, and the statistical and
practical significance of the selected model parameters are discussed.

Chapter 4 proposes an efficient algorithm to classify multi-component ground motions as
pulse-like or non-pulse-like. The proposed algorithm is orientation independent and significantly
speeds up the initial method used in Chapter 2 to identify ground motions with pulses in arbitrary
orientations. Coefficients from continuous wavelet transform are used to develop a classification
criterion using support vector machines. The algorithm is then used to classify each ground motion
in the NGA-West2 database as pulse-like or non-pulse-like.

11



Chapter 5 presents a method to fit a ground-motion model with explicit directivity terms. A
simplified form of the amplification model developed in Chapter 2, along with the functional form
of Campbell and Bozorgnia (2008) is used as the functional form for the ground-motion model with
directivity effects. Mixed effects regression is used to fit this model using the NGA-West2 database.
The differences between ground-motion models with and without directivity effects are studied
in detail, and a method to compute unbiased ground-motion intensity prediction when directivity
parameters are unknown is also presented.

Chapter 6 focuses on deaggregation of PSHA results to compute the on probability of pulse
occurrence and period of the pulse given occurrence of a ground motion with a specified Sa value.
Change in the deaggregation results with change in source-to-site geometry is studied, and guide-
lines for selection of ground motion in near-fault regions are discussed.

Chapter 7 studies ground motion directionality in detail. Models for the ratio of SaRotD100 to
SaRotD50 are presented. These models can be coupled with NGA-West2 ground-motion models
that predict SaRotD50 (median Sa over all orientations), to get predictions for SaRotD100 intensity
(maximum Sa over all orientations). The orientation of SaRotD100 is studied, and some alternate
target spectra for engineering analysis are proposed.

Finally,Chapter 8 summarizes the important contributions of this report and discusses potential
future extensions of this research.
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2 An Empirically Calibrated Framework for In-
cluding the Effects of Near-Fault Directivity
in Probabilistic Seismic Hazard Analysis

2.1 INTRODUCTION

Ground motions with a pulse at the beginning of the velocity time history belong to a special class
of ground motion that causes severe damage in structures. This type of ground motion, referred
herein as a “pulse-like” ground motion, is typically observed at sites located near the fault and is
believed to be caused primarily by forward directivity effects (Somerville et al., 1997; Somerville,
2003, 2005; Spudich and Chiou, 2008). Pulse-like ground motions place extreme demands on
structures and are known to have caused extensive damage in previous earthquakes (e.g., Housner
and Hudson, 1958; Bertero et al., 1978; Anderson and Bertero, 1987; Hall et al., 1995; Iwan, 1997;
Alavi andKrawinkler, 2001;Menun and Fu, 2002;Makris and Black, 2004;Mavroeidis et al., 2004;
Akkar et al., 2005; Luco and Cornell, 2007). Traditional ground-motionmodels used in PSHA (e.g.,
Kramer, 1996; McGuire, 2004) do not account for the effects of pulse-like ground motions and may
therefore under-predict the seismic hazard at near-fault sites where pulse-like ground motions are
expected. In order to correctly assess the seismic hazard at near-fault sites, it is important to model
the effects of pulse-like groundmotion and incorporate these effects in hazard calculations. Another
near-fault effect called the “fling step” causes permanent ground displacement; it is mentioned for
completeness but is not considered herein.

Few attempts have been made in the past to incorporate the effect of near-fault pulses in seismic
hazard assessment. These past efforts have tried to model the amplification of response spectra
due to pulse-like motion either by monotonically increasing or decreasing the spectral ordinates
over a range of periods (e.g., Somerville et al., 1997; Abrahamson, 2000) or by amplifying the re-
sponse spectra in a narrow range of periods close to the period of pulse (Tp) (e.g., Somerville, 2005;
Tothong et al., 2007). The former models are sometimes referred to as “broad-band” models, the
latter as “narrow-band” models. The framework proposed here extends the approach proposed by
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Tothong et al. (2007) and uses data-constrained models for all calculations rather than the hypothet-
ical models used in some cases. The proposed framework also allows for computation of PSHA
results for arbitrary orientations relative to surrounding faults. The model proposed here can be
categorized as a narrow-band model, as the spectral acceleration is amplified in a narrow range of
periods centered about the period of the pulse, but no assumptions about the level of amplification
or the range of periods to be amplified were made beforehand. Instead the model was calibrated
purely empirically. A modified version of the algorithm suggested by Baker (2007) is used here to
classify pulse-like ground motions. The modified algorithm rotates the ground motion and iden-
tifies pulses in all orientations rather than only in the fault-normal direction. This modification
allows identification of velocity pulses in arbitrary orientations, which are then used to calibrate
the needed predictive models.

The complete framework includes models for predicting the probability of pulse occurrence for
a given source-site geometry, the probability of observing a pulse in a particular orientation given a
pulse is observed at the site, the distribution of period of the pulse, the amplification of the response
spectra due to the presence of the pulse, and the deamplification of response spectra due to absence
of pulse in near-fault ground motion. Example calculations are included, which suggest some of
the ways in which the framework proposed here can be used.

2.2 IDENTIFICATION OF PULSE-LIKE GROUND MOTIONS

In order to complete a probabilistic study of pulse-like ground motions, a library of ground motions
is needed, with each ground motion classified as pulse-like or non-pulse-like. Many researchers
have developed libraries of pulse-like ground motions by classifying ground motions using visual
or quantitative techniques (e.g., Mavroeidis and Papageorgiou, 2003; Somerville, 2003; Fu and
Menun, 2004; Akkar et al., 2005). These documents do not provide non-pulse-like ground motions,
preventing analysts from determining the likelihood of pulse occurrence.

We prefer to use the pulse classification algorithm suggested in Baker (2007); it is a completely
quantitative method and allows classification of a large dataset like the NGA database (Chiou et al.,
2008) without human intervention. The Baker (2007) algorithm uses wavelet analysis to extract
the pulse-like feature from the velocity time history of the fault-normal component of the ground
motion. The extracted pulse-like feature is then analyzed and is used to classify the ground motion
as pulse-like or non-pulse-like. Although classification of some records into binary criteria of pulse-
like and non-pulse-like is difficult, this algorithm is generally effective at providing defensible
classifications. Figure 2.1 graphically illustrates the algorithm results.
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Figure 2.1 Illustration of the procedure used by Baker (2007)’s algorithm to extract the largest pulse
from a velocity time history (1979 Imperial Valley, EC Meloland Overpass recording).
Here, the pulse is large and the ground motion is classified as pulse-like.
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Figure 2.2 Pulse indicator values as a function of orientation for the 1979 Imperial Valley, ECCounty
Center recording. Shaded orientations indicate orientations in which a strong pulse is
apparent. See Baker (2007) for more information on how the pulse indicator is calcu-
lated.

Although velocity pulses caused by directivity effects are expected to be found in the fault-
normal component of the ground motion (Somerville et al., 1997), many fault ruptures have ir-
regular geometry, which makes determination of exact fault-normal direction difficult. Pulse-like
ground motions are also observed in a range of orientations (e.g., Howard et al., 2005). To illus-
trate, Figure 2.2 shows the pulse indicator score as computed by the Baker (2007) algorithm at
a site in different orientations (pulse-like ground motions have high pulse indicator values). The
pulse indicator scores in Figure 2.2 show that pulse-like ground motions occurred in a range of ori-
entations. The case illustrated in Figure 2.2 is a simple case where pulses are observed around the
strike-normal orientation. More complex cases exist where the strike normal orientation does not
lie in the range of orientation in which pulses were observed, but these cases are small in number.

In order to study the orientations in which pulse-like ground motions are observed, the ground
motions were rotated in all possible orientations, and the ground motion in each orientation was
classified as pulse-like or non-pulse-like. A site was then deemed to have experienced a pulse-like
ground motion if the ground motion in any orientation at the site was classified as pulse-like. This
scheme of rotating and classifying ground motions in every orientation led to the identification of
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179 recordings in the NGA database that experienced pulse-like ground motion. For a list of these
179 recordings, see Table A.1 in Appendix A. This classification scheme identifies pulses in the
horizontal directions only and may not classify some pulse-like ground motions when the pulse
lies out of the horizontal plane. The fault-normal orientation may not lie in the horizontal plane for
some non-strike-slip faults, and thus the non-strike-slip models developed herein should only be
used when out of horizontal plane pulses are not important.

The previous study by Baker (2007), which studied only fault-normal ground motions, iden-
tified 91 pulse-like ground motions from the same database used here. Most of the additional
pulse-like ground motions identified here were found to have a visual pulse-like feature in the
strike-normal direction. These were not classified as pulse-like in the previous study by Baker
(2007) because the pulse-like feature in strike-normal direction narrowly missed the thresholds
used for classification. The presence of a visual pulse in the velocity time history of the strike-
normal direction of most of the ground motions we classified as pulse-like suggests that directivity
effects may be the chief cause of the pulse-like feature in these ground motions.

2.3 DEVELOPMENT OF INPUT MODELS FOR MODIFIED
PSHA

The conventional PSHA equation shown in Equation 2.1

νSa(x) =

#faults∑
i=1

νi

∫∫
P (Sa > x|m, r) · fi(m, r) · dm · dr (2.1)

is used to find the annual rate by which Sa (the associated period T is omitted from the notation
here for brevity) at the site exceeds a value x (for more details see, e.g., Kramer, 1996; McGuire,
2004). The term P (Sa > x|m, r) provides the probability that Sa at a given period exceeds a value
of x given the occurrence of an earthquake of magnitudem at distance r, which can be calculated
using any ground-motion model. This probability, when multiplied by fi(m, r), the probability
density of occurrence of such an earthquake (of magnitude m and distance r) on a particular fault
i, and integrated over all possible m and r values, gives the probability of exceedance given an
earthquake on a single fault. The total exceedance rate at a site can then be found by multiplying
this probability by the rate of occurrence of earthquakes on the fault, νi, and summing over each
fault in the vicinity of the site. Note that the probability P (Sa > x|m, r) is obtained using a
ground-motion model that is generally also a function of parameters such as rupture mechanism,
site conditions, etc., other than magnitude and distance, but those parameters are omitted from the
notation here for brevity.
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The effects of pulse-like ground motion can be included in hazard analysis by using a modified
ground-motion model that accounts for the amplification effect of directivity pulses on Sa val-
ues. Since directivity effects depend mainly on source-site geometry (Somerville et al., 1997), the
ground-motion model accounting for pulses needs to be a function of source-site geometry along
with magnitude and distance. So a modified ground-motion model that accounts for pulse-like
ground motions can be used to calculate the probability of exceedance, P ∗(Sa > x|m, r, z) (where
z represents the source-to-site geometry information in addition to r). This new probability of ex-
ceedance, P ∗(Sa > x|m, r, z), when used in the PSHA equation, can give the rate of exceedance
of Sa at the site after accounting for effects of pulse-like ground motions.

Equation 2.2 shows how directivity effects can be accounted for in a PSHA calculation :

νSa(x) =

#faults∑
i=1

νi

∫∫∫
P ∗(Sa > x|m, r, z) · fi(m, r, z) · dm · dr · dz. (2.2)

Note that this equation is derived from the equation proposed by Tothong et al. (2007) and additional
details can be found there.

The presence of a pulse-like feature in the ground motion amplifies the response spectrum
for a range of periods, as can be seen in Figure 2.3. This amplification of response significantly
raises the probability of exceeding a particular Sa level when pulse-like ground motion occurs at a
site. Therefore, the PSHA equation proposed here (Equation 2.2) can be practically evaluated by
splitting P ∗(Sa > x|m, r, z) into two cases, depending on whether or not pulse-like ground motion
is observed. These two cases can then be combined to calculate the overall exceedance rate, as
explained below.

The current ground-motion models are fitted empirically using both pulse-like and non-pulse-
like ground motions from a ground-motion database. In the near-fault region, where pulses are
mostly observed, the ground-motion models may under-predict the pulse-like ground motion and
over-predict the non-pulse-like ground motion. When a pulse is observed a prediction of Sa ex-
ceedance can be obtained from Equation 2.3

P (Sa > x|m, r, z, pulse) = 1− Φ

( ln(x)− µlnSa,pulse

σlnSa,pulse

)
, (2.3)

where the pulse-like ground motions have mean µlnSa,pulse and standard deviation σlnSa,pulse . Note that
µlnSa,pulse and σlnSa,pulse are functions ofm, r, and Tp, etc., but that dependence has again been omitted
for brevity.

In the second case, when no pulse is observed, a modified ground-motion model after correcting
for the over-prediction can be used to compute the probability of Sa exceeding x:
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P (Sa > x|m, r, no pulse) = 1− Φ

( ln(x)− µlnSa,no pulse

σlnSa,no pulse

)
, (2.4)

where the mean value µlnSa,no pulse and standard deviation σlnSa,no pulse can be estimated using a modi-
fied ground-motion model for non-pulse-like ground motions. In both equations 2.3 and 2.4 Φ()

represents the standard normal cumulative distribution function. A normal distribution of residuals
was assumed, and histograms of the residuals from the model presented in this paper are consistent
with that assumption.

These two cases (i.e., Equations 2.3 and 2.4) can be combined using the total probability theo-
rem (e.g., Benjamin and Cornell, 1970) to get the overall probability of Sa exceeding x at a site:

P ∗(Sa > x|m, r, z) = P (pulse|m, r, z) · P (Sa > x|m, r, z, pulse)

+ (1− P (pulse|m, r, z)) · P (Sa > x|m, r, no pulse). (2.5)

The following sections will now present empirically calibrated models for the terms required in
Equations 2.2 to 2.5.

2.3.1 Probability of Observing a Pulse

As seen in Equation 2.5, the probability of observing a pulse-like ground motion at a site is needed
for the proposed PSHA calculation. We used a logistic regression model for predicting the prob-
ability of pulse occurrence given the source-site geometry. Logistic regression is a generalized
linear model used for fitting binomial data (e.g., Kutner et al., 2004).

It has been well established that the forward directivity effect, which is believed to be a cause
of pulse-like ground motions, depends on the source-to-site geometry (Somerville et al., 1997).
Iervolino and Cornell (2008) showed that the parameters r, s, θ for strike-slip faults and r, d,
and ϕ for non-strike-slip faults have better predictive power than other parameters when used in
logistic regression to compute the probability of pulse occurrence. Where r represents the closest
distance between the site and the rupture, s (d) represents the length of rupture between epicenter
(hypocenter) and the point on the rupture closest to the site, and θ (ϕ) represents the angle between
the strike (dip) of the fault and the line joining the epicenter (hypocenter) and the site, as shown
graphically in Figure 2.4. We used the same parameters selected by Iervolino and Cornell (2008)
to fit the logistic regression using information from all the sites in the NGA database. Refitting of
the model was required since the Iervolino and Cornell (2008) model only predicts the probability
of observing pulses in the fault-normal direction, and we needed a model to predict pulses in any
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orientation. We found that only r and swere statistically significant predictors in the case of strike-
slip earthquakes, whereas r, d, and ϕ were statistically significant in the non-strike-slip case. The
result of the logistic regression is summarized by Equations 2.6 and 2.7

P (pulse|r, s) = 1

1 + e(0.642+0.167·r−0.075·s) for strike-slip (2.6)

P (pulse|r, d, ϕ) = 1

1 + e(0.128+0.055·r−0.061·d+0.036·ϕ) for non-strike-slip. (2.7)

Here the units of r, d, and s are kilometers and ϕ is degrees. The dataset used for fitting contained
r ranges from 0.3 km to 255 km in the case of non-strike-slip ruptures and 0.07 km to 472 km in
the case of strike-slip ruptures, d ranges from 0 km to 70 km, ϕ ranges from 0 to 90 degrees, and s
ranges from 0.3 km to 143 km.

A contour map of these predicted probabilities for a strike-slip fault is shown in Figure 2.5a
and for a non-strike-slip fault in Figure 2.6a. Contours in the maps show the probability of pulse
occurrence as predicted around the rupture geometries associated with the Imperial Valley earth-
quake and Northridge earthquake. These maps can be compared with the actual maps of sites where
pulse-like ground motions were observed during the Imperial Valley earthquake, shown in Figure
2.5b and the Northridge earthquake, shown in Figure 2.6b. The model predicts high probability
of pulses in regions where directivity effects were observed, and the shape of the contours also
appears to be consistent with actual observations.

2.3.2 Pulse Orientation

Rotating and classifying ground motions led to identification of pulse-like ground motions in a
range of orientations. To calculate hazard for a site with nearby faults at multiple orientations, one
must know the probability of observing a pulse-like ground motion in an arbitrary direction. The
data from rotated pulse classifications was used to determine the probability of finding a pulse in
a direction (α) given that a pulse is observed at the site, i.e., P (pulse at α|pulse). The angle α
represents the smallest angle measured with respect to strike of the fault (strike values were taken
from the NGA database). Figure 2.4a shows a schematic diagram illustrating α. We found that
P (pulse at α|pulse) was different for strike-slip and non-strike-slip faults.

Figure 2.7 shows the fraction of pulse-like motions containing a pulse in orientationα for strike-
slip and non-strike-slip faults. The figure also shows the model that was fitted by minimizing
squared errors between observation and prediction. The model is given in Equations 2.8 and 2.9
for strike-slip and non-strike-slip faults, respectively:
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Figure 2.3 Response spectra (5% damped) of 1979 Imperial Valley, El Centro Array # 5 ground mo-
tion in the fault-normal orientation. The Boore and Atkinson (2007) median prediction
and the response spectra from residual ground motion are also shown.
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Figure 2.4 Plot explaining the parameters needed to fit the logistic regression for (a) strike-slip and
(b) non-strike-slip faults. The parameter α, the angle between orientation of interest and
the strike of the fault, is also shown (after Somerville et al., 1997).
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Figure 2.5 Map of 1979 Imperial Valley earthquake (M = 6.53) showing (a) contours of probability
of pulse occurrence for the given rupture, and (b) sites where pulse-like ground motion
was observed. The site within the shaded circle is the one for which example hazard
analysis is done.

P (pulse at α|pulse) = min[0.67, 0.67− 0.0041 · (77.5− α)] for strike-slip (2.8)

P (pulse at α|pulse) = min[0.53, 0.53− 0.0041 · (70.2− α)] for non-strike-slip. (2.9)

Since the directivity effect is strongest in the fault-normal orientation and the strike-normal orien-
tation is generally close to projection of fault-normal orientation in horizontal plane, it is expected
to have higher probability of observing a pulse compared to other orientations. As expected, these
results show that the most likely orientation to find a pulse-like ground motion is normal to the
strike (α = 90) while the least likely orientation is parallel to the strike (α = 0) for both strike-slip
and non-strike-slip faults.

The probability of observing a pulse-like ground motion at a site in a direction α degrees from
the strike of fault segment can be expressed by Equation 2.10

P (pulse at α) = P (pulse at α| pulse) · P (pulse), (2.10)

where terms on the right-hand side of the equation are defined by Equations 2.6 through 2.9.
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Figure 2.6 Map of 1994 Northridge earthquake (M = 6.69) showing (a) contours of probability of
pulse occurrence for the given rupture, and (b) sites where pulse-like ground motion
was observed.
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Figure 2.7 Plot of probability of pulse at α given pulse at site for both strike-slip and non-strike-slip
faults.
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2.3.3 Period of the Pulse

The amplification of spectral acceleration (Sa) due to the presence of a pulse-like feature in a ground
motion depends on the period of the pulse. Previous research has demonstrated that the pulse period
depends on the magnitude of the earthquake and have modeled this relationship (Mavroeidis and
Papageorgiou, 2003; Somerville, 2003; Alavi and Krawinkler, 2004; Fu and Menun, 2004; Bray
and Rodriguez-Marek, 2004; Baker, 2007). Since by using the modified classification algorithm
we identified many ground motions with pulses that had not been used in previous studies, we
modeled the relationship between pulse period and magnitude using all the pulses classified in this
study.

In order to determine the relationship between pulse period and magnitude of the earthquake,
the periods of all of the identified pulses were computed. For this study, the period associated with
the maximum Fourier amplitude of the extracted pulse was used as a measure of the period of the
pulse after Baker (2007). For ground-motions with pulses in multiple orientations, the average
period of all identified pulses was used as the Tp for the record. Linear regression between lnTp
and magnitude gave the relationship shown in Equations 2.11 and 2.12

µlnTp = −5.73 + 0.99M (2.11)

σlnTp = 0.56 . (2.12)

Figure 2.8 shows the average Tp andM values along with the relationship given in Equation 2.11.
The residuals from this model fit a normal distribution well, so lnTp can be assumed to be normally
distributed (or Tp log-normally distributed) with the mean (µlnTp) given by the prediction from
Equation 2.11 and standard deviation (σlnTp) given by Equation 2.12.

Figure 2.8 shows that the number of pulse-like ground motions identified by the proposed
method with low Tp are small. Values of Tp < 0.6 sec are rare and directivity pulses with these
low periods are not expected to contribute significantly to seismic hazard. Thus Tp < 0.6 sec
observations are ignored in these models and later calculations.

2.3.4 Amplification of Spectral Acceleration due to the Presence of Pulse

The proposed framework requires a ground-motion model that accounts for pulse-like features.
The ground-motion model for the case when pulse is observed needs to predict mean and standard
deviation of lnSa,pulse at the site. In order to simplify the model, lnSa,pulse can be broken down into

26



Figure 2.8 Pulse period versus earthquake magnitude for observed pulse-like ground motions.

two parts:

lnSa,pulse = ln
(
Sa,pulse

Sr
a

· Sr
a

)
(2.13)

= ln(Af · Sr
a) (2.14)

= lnAf + lnSr
a. (2.15)

As discussed earlier, the Sr
a term in Equation 2.15 is the spectral acceleration of the residual ground

motion (i.e., the ground motion after the observed pulse is removed), and Af is the amplification
factor due to the presence of a pulse (i.e., Af = Sa,pulse/S

r
a). This representation of the ground-

motion model allows us to model the amplification due to the pulse-like feature and the residual
ground motion at a site separately. Figure 2.3 shows Sa,pulse and Sr

a for a pulse-like ground motion.

Figure 2.9 shows the epsilons (ϵ) of the residual ground motion with respect to the Boore and
Atkinson (2008) model (referred as BA2008 hereafter). The ϵ is the standardized residual of the
BA2008model prediction and will be discussed in more detail later. The figure shows that the mean
ϵ is close to zero, suggesting that the ground-motion model is good at predicting Sr

a on average, and
thus may be used to model the residual ground motions. Chioccarelli and Iervolino (2010) found
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Figure 2.9 Observed ϵ values of residual ground motions.

that the fault-normal component is sometimes stronger than the fault-parallel component even after
removal of the pulse. The result shown in Figure 2.9 is consistent with this finding as the ϵ from
residual ground motion are positive (i.e., the residual ground motion is stronger than the prediction
on average) but the ϵ are close enough to zero that we can assume that traditional ground-motion
models can be used to predict the residual ground motion. Therefore, Equation 2.15 can be re-
written, replacing the lnSr

a by prediction from traditional ground-motion models (lnSa,gmm):

lnSa,pulse = lnAf + lnSa,gmm. (2.16)

We computed amplification factors as the ratio of the Sa from original ground motion to the
Sa from residual ground motions. Figure 2.10a shows the amplification factors plotted against
the ratio of the period of interest (T ) and period of pulse (Tp). The average amplification forms a
bell-shaped pattern centered near to T/Tp = 1.

We tested several functional forms and fitted the best among them to data using minimization
of the squared errors, to obtain the following mean amplification function:

28



Figure 2.10 Amplification factor for Sa due to the presence of pulse-like features in groundmotions.
(a) Plot of predictive equation along with the observed data, and (b) mean amplification
due to pulses oriented in different directions.

µlnAf =

1.131 · exp(−3.11 · (ln(T/Tp) + 0.127)2) + 0.058 if T ≤ 0.88 · Tp

0.924 · exp(−2.11 · (ln(T/Tp) + 0.127)2) + 0.255 if T > 0.88 · Tp
. (2.17)

Figure 2.10a also shows this fitted model along with the observed amplifications. Amplifica-
tions for pulses found in different orientations are plotted in Figure 2.10b, which shows that the
model is stable with respect to change in orientation. Similar tests showed that the amplification
due to the presence of a pulse is stable with respect to change in earthquake magnitudes and type
of faulting as well. We can take expectations of Equation 2.16 to get:

µlnSa,pulse = µlnAf + µlnSa,gmm . (2.18)

Since the modified ground-motion model presented here is only for pulse-like ground motions,
we expected the standard deviation within this subset to be lower than the standard deviation of the
entire ground-motion library (which contains both pulse-like and non-pulse-like ground motions).
Also, since the modified ground-motion model presented here accounts for the amplification by
directivity pulses, this refinement leads to a reduction in standard deviation of the residuals. The
observed reduction in standard deviation depends on T/Tp, and is modeled by Equation 2.19

σlnSa,pulse = Rf · σlnSa,gmm , (2.19)

where Rf , the reduction factor, is modeled as :
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Figure 2.11 Ratio of standard deviation of residuals from predictions of pulse-like spectra (σlnSa,pulse)
to the BA2008 ground-motion model standard deviation (σlnSa,gmm

).

Rf =

1− 0.2 · exp(−0.96 · (ln(T/Tp) + 1.56)2) if T ≤ 0.21 · Tp

1− 0.21 · exp(−0.24 · (ln(T/Tp) + 1.56)2) if T > 0.21 · Tp
. (2.20)

Figure 2.11 shows the ratio of standard deviation of residuals from the modified model to that
from the BA2008 model. Note that Equations 2.17 and 2.20 are strictly empirical fits to observed
data. While these equations effectively reproduce the data, physical explanations for these func-
tional forms are not yet available. The results from Equations 2.18 to 2.20 can be used to evaluate
Equation 2.3.

All the results presented in this section are statistically fitted to data and depend on the period of
the pulse (Tp). As discussed earlier, observation of Tp < 0.6 sec is rare and extrapolating the model
for cases when Tp < 0.6 sec will result in amplification at low periods, so we recommend using
these results to modify the conventional ground-motion models only for cases when Tp > 0.6 sec.
Note that this limit restricts amplification of Sa at small periods, which is consistent with limits
used in some other models (e.g., Somerville et al., 1997; Abrahamson, 2000).
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2.3.5 Modification of Ground-Motion Model to Predict Non-Pulse-Like Ground Mo-
tion

The proposed framework requires a ground-motion model to predict the probability of Sa > x

given no pulse is observed at the site. Since the traditional ground-motion models are fitted to both
pulse-like and non-pulse-like ground motions, they are expected to under-predict the spectral accel-
erations of pulse-like ground motions and over-predict the spectral acceleration of non-pulse-like
ground motions. This under-prediction of pulse-like ground motions and over-prediction of non-
pulse-like ground motions can be seen in Figure 2.12, which shows the median prediction (adjusted
for the inter-event residual) of Sa(2 sec) along with observations from the Northridge earthquake.
Figure 2.12 shows that pulse-like ground motions generally lie above the median prediction and
thus have positive ϵ (i.e., under-prediction). Conversely, the non-pulse-like ground motions tend to
have negative ϵ values (i.e., over-prediction). This results in model predictions with ϵ close to zero
on average (i.e., unbiased prediction), but here we explicitly correct the under and over-prediction
when the pulse-like motions are classified.

The over-prediction of non-pulse-like motion by ground-motion model is corrected by the same
scheme used to correct the ground-motion models for pulse-like ground motions. The following
equations shows the model used to correct the ground-motion models for non-pulse-like case:

lnSa,no pulse = ln
(
Sa,no pulse

Sa,gmm

· Sa,gmm

)
= ln(Df · Sa,gmm)

= lnDf + lnSa,gmm. (2.21)

TheDf term in Equation 2.21 is the de-amplification factor that corrects for the over-prediction
by the ground-motionmodels. Df was found to depend on earthquakemagnitude and distance from
fault. WemodeledDf by fitting simple functional forms to observed ϵ values. The de-amplification
of mean Sa for cases with T > 1 sec are given by:

µlnDf =

max[−0.0905 · lnT · gM · gR,−0.0905 · ln2 · gM · gR] for strike-slip

−0.029 · lnT · gM · gR for non-strike-slip
, (2.22)

where
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gM =


0 ifM < 6

(M − 6)/0.5 if 6 ≤M < 6.5

1 ifM ≥ 6.5

(2.23)

gR =

10− rjb if rjb ≤ 10km

0 if rjb > 10km
, (2.24)

where rjb is the Joyner-Boore distance (closest distance to the surface projection of the fault). When
T ≤ 1sec, Sa is not de-amplified.

There was little difference between the standard deviation of the residuals computed from the
data and those reported in BA2008 model; therefore, we use the standard deviation from the con-
ventional ground-motion model as the standard deviation for this non-pulse-like ground-motion
model.

Thesemodels can be used alongwith a conventional ground-motionmodel to computeµlnSa,no pulse

and σlnSa,no pulse , as shown in Equations 2.25 and 2.26

µlnSa,no pulse = µlnDf + µlnSa,gmm (2.25)

σlnSa,no pulse = σlnSa,gmm . (2.26)

These can then be used to calculate probability of exceedance given no pulse is observed at the site
(P (Sa > x|m, r, no pulse)) by using Equation 2.4. Though this model has been calibrated using
the residuals from BA2008 model, it should be applicable to other ground-motion models too.

2.4 ALGORITHM TO INCLUDE THE EFFECTS OF PULSE-LIKE GROUND MOTION
IN PSHA

The use of models presented earlier to account for the effect of pulse-like ground motions in PSHA
is described step-by-step in algorithm 1. Note that this algorithm for PSHA is a concise version
focusing primarily on the modifications to traditional PSHA.

A new variable z, representing source-to-site geometry, is introduced into the PSHA framework
equation given by Equation 2.2. We define the source-to-site geometry using the parameters α, r, s
for strike-slip faults andα, r, d, ϕ for non-strike-slip faults, as defined earlier. In order to do a PSHA
computation one needs to sum the hazard over all possible values of z by iterating over all possible
epicenter locations and computing all z parameters for each epicenter location. This is identical
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Figure 2.12 Median Sa(2 sec) prediction from Boore-Atkinson 2008 model with and without the
de-amplification along with the actual observations from Northridge earthquake. The
Boore-Atkinson model prediction includes the inter-event residual of the Northridge
earthquake.
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Algorithm 1 PSHA algorithm to account for pulse-like ground motions
1: T = period of interest
2: νtotal = 0
3: νpulse = 0
4: for all faults (faulti) do
5: α = azimuth of direction of interest− strike direction
6: P = 0;
7: Ppulse = 0
8: for all magnitude (mj) and distance (rk) do
9: compute P (Sa > x|mj, rk, no pulse) from Equations 2.4, 2.25 and 2.26.
10: compute P (magnitude = mj) and P (distance = rk)
11: for all positions of epicenter zl do
12: compute P (z = zl)
13: compute P (pulse|mj, rk, zl) from Equation 2.6 or 2.7
14: compute P (pulse at α|pulse) from Equation 2.8 or 2.9.
15: P (pulse at α) = P (pulse|mj, rk, zl) ∗ P (pulse at α|pulse)
16: compute µlnTp and σlnTp from Equations 2.11 and 2.12
17: for all Tp values (tpn) do
18: compute P (Sa > x|mj, rk, zl, pulse) from Equations 2.3, 2.18 and 2.19 for Tp = tpn.

If tpn < 0.6 sec use the unmodified µlnSa,gmm and σlnSa,gmm in place of µlnSa,pulse and
σlnSa,pulse .

19: compute P ∗(Sa > x|mj, rk, zl) = P (pulse at α) ∗ P (Sa > x|mj, rk, zl, pulse) +
(1− P (pulse at α)) ∗ P (Sa > x|mj, rk, no pulse)

20: computeP (Tp = tpn) by assuming Tp is log-normally distributed with µlnTp and σlnTp

21: P = P + P (magnitude = mj) ∗ P (distance = rk) ∗ P (z = zl) ∗ P (Tp = tpn) ∗
P ∗(Sa > x|mj, rk, zl)

22: Ppulse = Ppulse + P (magnitude = mj) ∗ P (distance = rk) ∗ P (z = zl) ∗ P (Tp =
tpn) ∗ P (Sa > x|mj, rk, zl, pulse) ∗ P (pulse at α)

23: end for
24: end for
25: end for
26: νtotal = νtotal + νfaulti ∗ P
27: νpulse = νpulse + νfaulti ∗ Ppulse
28: end for
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to the procedure used by Abrahamson (2000). A uniform distribution of epicenters over rupture
length can be used if no other model is preferred, as suggested by Abrahamson (2000).

The amplification in Sa values depends on the period of the pulse, which makes Tp an important
variable for hazard computation. Tp should be used as a random variable, as explained in section
2.3.3.

The proposed framework allows deaggregation of hazard to compute the likelihood that an
event could have produced the exceedance of a particular threshold Sa value. Conventional PSHA
allows magnitude, distance, and epsilon (ϵ) deaggregation. The framework proposed here can be
used to also perform Tp deaggregation and compute the likelihood that a pulse-like ground motion
caused the exceedance of a particular Sa value [i.e., P (pulse|Sa > x)].

The P (pulse|Sa > x) can be calculated by deaggregation of hazard using νpulse and νtotal as
shown by Equation 2.27

P (pulse|Sa > x) =
P (Sa > x|pulse) · P (pulse)

P (Sa > x)

=
νpulse(x)

νtotal(x)
, (2.27)

where νpulse represents the rate of exceedance of Sa by pulse-like ground motions only, and νtotal
represents the overall rate of exceedance.

2.5 EXAMPLE CALCULATIONS

Several models have been proposed in this paper for different aspects of near-fault pulse-like ground
motions. Below we present some example calculations using these models.

2.5.1 PSHA for a Single Site

A full probabilistic seismic hazard analysis was done for the site shown in Figure 2.5. The site and
fault parameters were chosen to mimic the conditions at a site that experienced pulse-like ground
motion during the 1979 Imperial Valley earthquake. Earthquakes of magnitude 5 to 7 were con-
sidered and characteristic magnitude-recurrence relationship of Youngs and Coppersmith (1985)
was used to model the probability distribution of magnitudes. The site is located at a distance 6.7
km from the fault and the fault is assumed to have a recurrence rate of 0.09 earthquakes per year.
Rupture lengths of earthquakes were a function of magnitude, as determined using Wells and Cop-
persmith (1994). Uniformly distributed hypocenters along the rupture were assumed for PSHA
computations. Hazard analysis is performed for the strike-normal orientation (α = 90◦) at the site.

35



A PSHA was performed for a range of periods, both with and without consideration of the
modifications proposed here. To summarize these results graphically, the 2% in 50 years uniform
hazard spectrum from PSHA analysis is shown in Figure 2.13, along with the uniform hazard spec-
trum from ordinary PSHA. A third spectrum is shown based on calculations from the Somerville
et al. (1997) model, later modified by Abrahamson (2000) (this approach will be referred to as
the Somerville-Abrahamson model hereafter). The Somerville-Abrahamson model is currently the
most widely used method to incorporate the effects of directivity pulses in hazard analysis. It is a
broad-band model that decreases or increases the spectra monotonically with increasing period, in
contrast to the model proposed here that predicts a narrow-band amplification around a given pulse-
period. Figure 2.13 shows that the model proposed here predicts a bump-like amplification in the
uniform hazard spectrum, which is broader than the original narrow-band amplification (a direct
result of considering Tp as a random variable). Note that the range of periods being amplified will
be a function of surrounding seismic sources, as predicted pulse periods vary as a function of the
earthquake magnitude causing the ground motion. The PSHA results from a narrow-band model
such as that proposed here are believed to be superior to those from a broadband model, as the re-
sults are more consistent with seismology theory (Somerville, 2005). Note that the uniform hazard
spectrum is used here simply to provide a concise graphical illustration of how ground motions are
amplified with varying period. This figure is not meant to imply that any single ground motion
will have such a spectrum, because the uniform hazard spectrum by definition envelopes spectral
values from many ground motions having varying magnitudes, distances, and pulse periods, which
spreads the amplification due to pulses over a large range of periods. The spectra from a single
ground motion will experience amplification in a narrower band of periods.

2.5.2 Spatial Pattern of PSHA Amplification due to Pulse-Like Ground Motion

The PSHA computations were done for a grid of sites around the same fault used in previous
example. At each site, amplification due to pulse-like ground motions was computed by taking the
ratio between Sa value calculated using the proposed PSHA algorithm and the conventional PSHA
calculation. The map in Figure 2.14a shows the contours of the amplification of the Sa(5 sec),
exceeded with 2% probability in 50 years. A period of 5 sec was chosen for analysis as the models
compared in this section had a large difference at this period, which made the 5-sec period an
interesting point of comparison.

The contours shown in Figure 2.14 show high levels of amplification in Sa for sites located near
to the fault. This shows that conventional PSHA under-predicts the hazard for near-fault sites and
modification in PSHA to account for effects of near-fault pulse is necessary to correctly assess the

36



Figure 2.13 Two percent for a 50-year uniform hazard spectra from ordinary PSHA, PSHAwith pulse
modification suggested in this paper and PSHA with modification suggested by the
Somerville-Abrahamson model for comparison. The PSHA is performed for the strike-
normal orientation.

Figure 2.14 Map showing contours of amplification in 2% in 50 years Sa(5 sec) by using (a)modified
PSHA described in this paper, (b) using the Somerville-Abrahamson model.
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hazard at such sites. Similar analysis was done for the Somerville-Abrahamson model to account
for directivity. Figure 2.14b shows the contours of the amplification for 2% in 50 years Sa(5 sec)
when calculated by the Somerville-Abrahamson model. The proposed model shows different spa-
tial patterns of amplification than the Somerville-Abrahamson model; it is believed that these dif-
ferences are in large part due to refinements to the relationship between source-to-site geometry
and directivity effects resulting from the increased observational data obtained since publication
of the Somerville et al. (1997) model. Results such as these provide useful information regarding
the range of distances over which one might expect directivity effects to play an important role in
seismic hazard.

2.5.3 Deaggregation to Aid in Ground Motion Selection

Ground motion selection for near-fault sites is a topic that is currently under investigation, and the
output from the proposed procedure may be useful to studies of such selection. Ground motion
selection for a site typically involves selecting and scaling a set of ground motions to represent
the hazard conditions at the site. The ground motions selected for analysis of near-fault structures
should include an appropriate number of pulse-like groundmotions to correctly represent the hazard
conditions at site, and the framework presented here can aid in identifying appropriate ground
motions for near-fault sites.

The number of pulse-like ground motions in the set of selected ground motions should reflect
the probability of observing a pulse at the site. The probability of observing a pulse, given that Sa

exceeds a particular value, can be obtained from Equation 2.27. Figure 2.15 shows the result of
such hazard deaggregation for the site shown in Figure 2.5.

Deaggregation can also be used to find out the percentage contribution to hazard as a function
of pulse period. Figure 2.16 shows the percentage contribution to 2% in 50 years Sa(5 sec) hazard
by different pulse periods. Figure 2.16 shows that there is a wide range of contributing pulse
periods, which was expected since the presence of a pulse amplifies Sa over a range of periods.
While selecting groundmotions one should select pulse-like motions with pulse periods that closely
represent the distribution computed by deaggregation.

2.6 CONCLUSION

A framework to include the effects of pulse-like ground motions in PSHA has been proposed. A
standard ground-motion model was modified to account for the amplification in spectral acceler-
ation due to the presence of pulse-like ground motion and the over-prediction of near-fault non-
pulse-like ground motions. To calibrate the modification, a dataset was built by first classifying
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Figure 2.15 Deaggregation result showing P (pulse|Sa(5 sec) > x).
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Figure 2.16 Deaggregation results showing % contribution to hazard by Tp given Sa(5 sec) > 0.3g.
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each ground motion in the NGA database as pulse-like or non-pulse-like, and then studying their
spectra separately.

The PSHA calculation was broken down into smaller problems of finding the probability of
pulse occurrence at a site given the source-to-site geometry, the probability of occurrence of a
pulse in a particular orientation at the site given pulse-like ground motion is observed, the period
of pulse expected at the site given the magnitude of earthquake, and the amplification of spectral
acceleration given the period of an observed pulse at the site. These models were fitted using
appropriate statistical techniques. All models and an algorithm to use these models to perform full
PSHA computation were described. The framework is modular, which is desirable as all the models
will surely need to be updated in the future as more data and knowledge become available.

Example hazard computations were performed, and the results from the approach proposed here
were compared to predictions from the Somerville et al. (1997) model modified by Abrahamson
(2000). The results from the two methods differ and will continued to be studied to verify that the
model proposed here produces predictions more consistent with reality.

The proposed framework allows deaggregation of hazard to find the probability of observing
a pulse-like ground motion given a particular level of Sa is exceeded, and the distribution of as-
sociated pulse periods. These deaggregation results are not available when using the Somerville-
Abrahamson approach. These results lead to a deeper understanding of near-fault hazard and may
aid in selecting appropriate ground motions for near-fault sites.
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3 Regression Models for Predicting the Prob-
ability of Near-Fault Earthquake Ground Mo-
tion Pulses, and Their Period

3.1 INTRODUCTION

Near-fault ground motions may sometime contain a strong pulse at the beginning of the velocity
time history. This pulse-like feature is primarily caused by forward directivity effects and are ob-
served when the fault ruptures towards the site at a speed close to the propagation velocity of the
shear waves (Somerville et al., 1997; Somerville, 2003; Spudich and Chiou, 2008). These ground
motions (referred herein as “pulse-like”) place extreme demands on structures and are known to
be the cause of extensive damage in previous earthquakes (e.g., Bertero et al., 1978; Anderson and
Bertero, 1987; Hall et al., 1995; Iwan, 1997; Alavi and Krawinkler, 2001; Menun and Fu, 2002;
Makris and Black, 2004; Mavroeidis et al., 2004; Akkar et al., 2005; Luco and Cornell, 2007).
Pulse-like ground motions have higher elastic spectral acceleration (Sa) compared to ground mo-
tions without the pulse-like feature. The current ground-motion models that are used to perform
probabilistic seismic hazard analysis (PSHA) do not account for the amplification in Sa caused by
these ground motions. Thus the PSHA results computed using the current ground-motion mod-
els results in under-prediction of hazard at near-fault sites, where pulse-like ground motion are
expected. Along with amplifying Sa, pulses also cause larger inelastic multi-degree-of-freedom
(MDOF) response. Traditional intensity measures like Sa at the fundamental period of the structure
are inadequate in capturing the larger nonlinear response of MDOF systems excited by pulse-like
ground motions (Baker and Cornell, 2008a), which makes characterizing the risk from pulse-like
ground motion difficult. The importance of accounting for the effect of pulse-like ground motion
in design codes has long been recognized, but the methods to account for pulses used currently are
relatively ad hoc. We need deeper understanding of how these pulse-like ground motions affect
both the hazard and the risk before we can properly account for their effect in future design codes.

Predicting the probability of observing a pulse-like ground motion at a site is an important step
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towards accounting for the effects of these ground motion in hazard computation. Modifications
for the ground-motion models to predict the ground-motion intensity measure at sites when pulses
are observed have been proposed in the past (e.g., Somerville et al., 1997; Spudich and Chiou,
2008). With the knowledge of probability of occurrence of pulse at the site, one can combine the
prediction from traditional ground-motion models and the modified ground-motion model to come
up with an estimate of hazard at the site. Equation 3.1 shows one possible way of combining the
modified, and traditional ground-motion model results using the total probability theorem (e.g.,
Benjamin and Cornell, 1970). The term P (Sa > x|pulse) in Equation 3.1 is computed using the
results from modified ground-motion models for pulse-like ground motions, and the term P (Sa >

x|no pulse) is computed using the results from a traditional ground-motion models that does not
account for the effects of pulses. Note that Sa depends on the period being considered and P (Sa >

x) depends on parameters like magnitude, distance, etc., those dependences along with the period
under consideration are not explicitly included in Equation 3.1 for brevity.

P (Sa > x) = P (Sa > x|pulse) · P (pulse at site)

+P (Sa > x|no pulse) · (1− P (pulse at site)) (3.1)

As discussed above, along with amplifying Sa at moderate to large periods, pulse-like ground
motions also cause amplification in the response of nonlinear MDOF systems; this amplified re-
sponse cannot be completely characterized by using traditional intensity measures. It is believed
that the response depends on the period of the pulse (Tp), and vector valued intensity measures in-
cluding Tp can be used to characterize the nonlinear response of MDOF systems. It is also known
that pulse in the ground motion amplifies the Sa in a narrow band of period (Somerville, 2003),
and this narrow band amplification is centered about the period of the pulse Tp. Therefore, along
with helping in characterizing the response of nonlinear MDOF systems, estimation of Tp can help
in characterizing the amplification of Sa.

This paper studies and develops predictive equations for the probability of observing pulse-like
ground motion at a site and the period of the pulse expected at a site. The predictive relationships
developed herein can be used to improve the understanding of pulse-like ground motions and help
the practitioners with problems related to hazard and risk at near-fault sites.
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3.2 DATASET USED TO BUILD THE MODELS

The earthquake ground motion recordings in the NGA database (Chiou et al., 2008) were used as
the base ground motion library for this study. Each ground motion in the database was classified as
pulse-like or non-pulse-like using the classification algorithm proposed in Chapter 2. The classifi-
cation algorithm rotates the ground motion in all orientations and classifies the ground motion in
each orientation using the wavelet based classification scheme proposed by Baker (2007). A site is
classified as having observed pulse-like ground motion if ground motion in any orientation is clas-
sified as pulse-like. The database consists of 3551 ground motions, of which 169 were classified
as pulse-like.

3.3 PROBABILITY OF PULSE

Pulse-like ground motions caused by forward directivity effects are observed at near-fault sites, but
not all near-fault sites experience pulse-like ground motion. This makes it important to estimate
the probability of observing a pulse in order to correctly do PSHA calculations for near-fault sites.
Forward directivity is a physical phenomenon with well-known causes, but it is hard to predict
the occurrence of pulse-like ground motion at a site because of incomplete information about the
source, site, and the path of wave propagation that cause this phenomenon. Due to this lack of
knowledge, it is useful to develop a statistical model that agrees with the observations. Following
the approach of Iervolino andCornell (2008), the occurrence of pulse ismodeled by a binary random
variable (I) that takes the value 1 if pulse is observed at the site and 0 if pulse is not observed at
the site (these type of variables are also called indicator variables).

3.3.1 Logistic Regression

Generalized linear models (GLMs) are generalization of the ordinary least squares regression and
allow modeling variables following any distribution belonging to the exponential family of distri-
bution (e.g., McCullagh and Nelder, 1989). A distribution belongs to exponential family if it can
be written in the form:

f(y) = exp(ηy − ψ(η)) · c(y) (3.2)

where f(y) is the probability density, η is called the natural parameter, y is the sufficient statistics,
ψ(η) is called the normalizing or the cumulant generating function, and c(y) is called the carrier
density. Many common probability distributions like normal distribution, Poisson distribution,
binomial distribution, and gamma distribution belong to the exponential family. The GLMs use a
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linear model to predict the natural parameter (η) as shown in Equation 3.3.

η = X · β = β0 + β1 · x1 + . . .+ βp · xp (3.3)

Here we are interested inmodeling the probability of pulse occurrence, modeled by a binary random
variable capable of taking the values 0 or 1 as explained above. This random variable can also be
thought of as a binomial random variable that represents the number of successes (pulses) in one
trial. Now the probability density of a binomial random variable is given by Equation 3.4, which
can be re-written in the exponential family form as shown in Equation 3.5.

f(n) =

(
N

n

)
pn(1− p)N−n (3.4)

f(n) = exp[(log
p

1− p
) · n+Nlog(1− p)] ·

(
N

n

)
(3.5)

By comparing Equations 3.2 and 3.5 one can see that the natural parameter (η) for the binomial
distribution is log( p

1−p
), the sufficient statistic is n, the cumulant generating function isNlog(1−p),

and the carrier density is
(
N
n

)
. As shown in Equation 3.3, we model the natural parameter as a linear

function of predictors, as shown in Equation 3.6. Equation 3.7 shows the function used to predict
the probability of pulses as a function of various parameters (X in the equation).

η = log
p

1− p
= X · β (3.6)

=⇒ p =
eX·β

1 + eX·β =
1

1 + e−X·β (3.7)

where X · β = β0 + β1 · x1 + . . .+ βp · xp

3.3.2 Fitting of the Model

Iervolino and Cornell (2008) developed a model to predict probability of pulse occurrence at a site
using a dataset of pulse-like ground motion classified using the pulse classification technique of
Baker (2007). Since the Baker (2007) technique classifies pulses only in the fault-normal orien-
tation, the Iervolino and Cornell (2008) model predicts the probability of observing a pulse only
in the fault-normal orientation. The classification technique used here classifies pulses in any ar-
bitrary orientation, and thus necessitates updating the model to predict probability of observing a
pulse in any orientation at the site.

Because the observation of forward directivity effects depends on source-to-site geometry, so
we can narrow our search for predictor variables to different source-to-site geometry parameters.
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Several source-to-site geometry parameters have been used in past to predict directivity effects
at a site. Iervolino and Cornell (2008) used many combination of these parameters to fit logistic
regression and compared the Akaike’s information criterion (AIC) of different models to select the
one with lowest AIC. The AIC is defined by Equation 3.8, where k is the number of parameters in
the model, and lnL is the log likelihood of the model; the function represents the trade off between
model fit and parsimony (Akaike, 1974). By increasing the number of parameters in the model,
one can always improve the fit to data thus increasing log-likelihood. This improvement in fit may
be due to fitting the noise in the data and is known as over-fitting the data. Models that over-fit the
data are good at reproducing the data used for fitting but are bad for prediction. Minimizing the
AIC tends to select parsimonious models with sufficiently high log-likelihood, thus avoiding the
problem of over-fitting.

AIC = 2k − 2lnL (3.8)

Iervolino and Cornell (2008) found that closest distance from the fault (r), amount of rupture
between the fault and the site (s), and the angle between the strike of the fault and line joining
epicenter and the site (θ) are the best predictors for predicting probability of observing a pulse from
a strike-slip fault. Analogous predictors r, d, andϕwere found best for non-strike-slip faults. Figure
3.1 shows a diagram explaining these parameters. We consider the same parameters identified by
Iervolino and Cornell (2008) even for this larger dataset as they seem to define the source-to-site
geometry sufficiently well.

The logistic regression models were fitted by maximum likelihood method using the GLM
function in R (R Development Core Team, 2010).

Model for Strike-Slip Faults

The NGA dataset contained 680 ground motions from strike-slip earthquakes for which all the
source-to-site geometry parameters were known; out of these 41 were classified as pulse-like. This
dataset of 680 ground motions was used to fit the model for strike-slip earthquakes. While fitting
the model, θ turned out to be an insignificant predictor when r, s, and θ were used as predictors for
the logistic regression. Generally, insignificance of a predictor in a statistical model is interpreted
to mean that the predictor does not have any predictive value. As shown in Figure 3.2, when the site
lies in the unshaded region, r and s can define the geometry completely, and θ (which is tan−1( r

s
) in

this case) is a redundant parameter not providing any new information; however, theta does provide
some new information when the site lies in the shaded region of this figure. In this case, two sites
with same r and s can have different θ (as shown in the figure). One needs to know the complete
source and site geometry information to determine the region in which a site is located, but a quick
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Figure 3.1 A diagram explaining the source-to-site parameters used to predict probability of pulse
for (a) strike-slip fault and (b) non-strike-slip fault.(after Somerville et al., 1997).

heuristic check is sufficient to estimate the fraction of sites in the shaded area.

If one takes the ratio of Repi · cos(θ) and s, where Repi is the epicentral distance and s and θ
are defined above, the ratio will be close to 1 when the site is located within the area where θ is
redundant (unshaded region) and will be larger than 1when the site is located in the area where θ is
important (shaded region). Note that this calculation will not give us exact results because real-fault
geometries are more complex than the simple straight line shown in Figure 3.1. Figure 3.3 shows
the histogram of Repi·cos(θ)

s
for sites where pulses were observed, one can see that few pulse-like

ground motions lie in the region where θ is important. Therefore, we may not have enough data
to constrain the relationship with respect to θ, and thus θ ended up as an insignificant parameter in
the regression.

As explained above, θ is insignificant because r and s alone can explain the geometry for most
of the pulse-like sites. Actually any two parameters from r, s, and θ can describe the geometry
completely when the site is in the unshaded region shown in Figure 3.2. So we fit logistic regression
models using all possible pairs of predictors (r and s, r and θ, s and θ) and select the one with
lowest AIC. The result from fitting is shown in Table 3.1, note that the result from using all three
parameters is also shown for comparison.

The model with lowest AIC was selected and is shown in Equation 3.9. Here the units of r and
s are in kilometers. The dataset contained r ranging from 0.07 km to 472 km and s from 0.3 km to
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Figure 3.2 A diagram showing regions where r and s completely defines the source-to-site geome-
try and θ is redundant, and the region where θ is needed along with r and s to completely
define the source-to-site geometry. The figure shows two sites (A and B) that have same
r and s but different θ to show the importance of θ in the shaded region.

Table 3.1 AIC for strike-slip models with different predictors.

Parameters used AIC
r, s 140.77
r, s, θ 141.34
r, θ 155.95
s, θ 250.61
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Figure 3.3 Histogram of Repi·cos(θ)
s .
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Figure 3.4 Contours of predicted probability of pulse due to an earthquake from a strike-slip fault
at different r and s values.

143 km. Since the model only depends on two parameters we can look at the contours of probability
in r, s space, as shown in Figure 3.4. We have superimposed the data used for regression on Figure
3.4 to visually verify the prediction. One can interpret the ratio of pulses to non-pulses in a region
as an estimate of probability of observing a pulse at a site with some r and s. Figure 3.4 shows that
the probability contours generally follow the trend shown by the data. One can also test the model
by comparing actual pulse observation from a particular earthquake with the prediction from the
model. This comparison for Imperial Valley fault is shown in Figure 3.5.

P (pulse) =
1

1 + e(0.642+0.167·r−0.075·s) (3.9)
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Figure 3.5 Map of Imperial Valley earthquake showing (a) contours of probability of pulse occur-
rence for the given rupture, and (b) sites where pulse-like ground motion was observed
(from Chapter 2).

Model for non-strike-slip faults

The dataset contained 2169 non-strike-slip ground motions for which all the required parameters
were known; out of these 124 were classified as pulse-like. We used the same variables selected
by Iervolino and Cornell (2008) to fit the non-strike-slip model. In this case all three parameters
are statistically significant. The model can be summarized by Equation 3.10. The unit for r and d
is in kilometers and ϕ is degrees. The range of r values was 0.3 km to 255 km, d ranged from 0 to
70 km and ϕ ranged from 0 to 90 degrees.

P (pulse) =
1

1 + e(0.128+0.055·r−0.061·d+0.036·ϕ) (3.10)

Since the non-strike-slip model depends on three parameters, a simple visual verification as
shown in Figure 3.4 for strike-slip fault is difficult. But we can still check the model by comparing
the actual observation of pulse-like and non-pulse-like ground motion with the model prediction.
Figure 3.6 shows such a comparison for the Northridge earthquake. The model predicts high prob-
abilities in regions where pulses were actually observed during the Northridge earthquake.

3.4 PULSE PERIOD

The period of the pulse-like feature is an important parameter, as the ratio of pulse period and the
structural period can be used to determine the structure’s response (Anderson and Bertero, 1987;
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Figure 3.6 Map of Northridge earthquake showing (a) contours of probability of pulse occurrence
for the given rupture, and (b) sites where pulse-like ground motion was observed (from
Chapter 2).
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Alavi and Krawinkler, 2001; Mavroeidis et al., 2004). The amplification of Sa due to presence of
pulse also occurs in a small band of period close to the period of the pulse; this makes predicting
pulse period an important part of hazard and risk computations. Several models have been proposed
in the past for predicting the period of pulse-like groundmotion (e.g.,Mavroeidis and Papageorgiou,
2003; Alavi and Krawinkler, 2004; Fu and Menun, 2004; Bray and Rodriguez-Marek, 2004; Akkar
et al., 2005). It was decided to model this relationship again as the classification algorithm of
Chapter 2 used for this study identifies pulses in different orientation. With the new dataset we
have information from many pulses in different orientations at the same site, data that was not
available for previous studies.

3.4.1 Mixed-effects Regression

The dataset used for this study included many pulses from the same site that were identified in
different orientations. Pulses at the same site but in different orientations share common source
and site effects, and this commonality introduces some correlation between periods of these pulses
that must be properly accounted for when fitting the model. The mixed-effect model is a popular
statistical technique to capture this type of within group correlation. Equation 3.11 summarizes the
mixed-effects model used here: the term yij represents the parameter of interest in jth orientation
of ith site, f(·) is the functional form used for regression, ηi is the random effect term, it represents
the error common to the ith site, and ϵij represents the error at ith site in jth orientation. Using the
convention established by Abrahamson and Youngs (1992) ηi is the inter-event residual, and ϵij is
the intra-event residual.

yij = f(·) + ηi + ϵij (3.11)

In order to model the predictive relationship for Tp, we find a suitable functional form for the
regression [f(·) in Equation 3.11] and fit the regression. The search for predictors is discussed
below and the fitting was done by maximum likelihood method using the lme4 package (Bates and
Maechler, 2010) in R (R Development Core Team, 2010).

3.4.2 Search for Predictors

Most existing predictive equations for Tp model lnTp as a linear function of magnitude (magnitude
refers to the moment magnitude of the earthquake). In seismology theory, the pulse period is related
to the rise time of slip on the fault and the logarithm of rise time is proportional to magnitude, thus
justifying using a linear relationship to predict lnTp as a linear function of magnitude (Somerville,
1998; Somerville et al., 1999). Since the dataset used in this study was much bigger than those
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in previous studies, we were in a position to systematically search for additional predictors. As
the space of all possible functional forms is vast and it is impossible to exhaustively search for the
best functional form, we reduced the search space by only considering linear combination of the
predictors described below.

Magnitude of earthquakeM , parameters describing the source-to-site geometry, (r,s for strike-
slip faults and r,d for non-strike-slip faults) along with Vs30 and their log, square and square root
were taken as candidates to be included in the linear mixed-effect model (total of 4 × 4 = 16

possible predictors each, for both strike-slip and non-strike-slip faults). The dataset was divided
into two parts depending on whether the source was strike-slip or not. All the pulse-like ground
motions classified by the algorithm in Chapter 2 except those with Vs30 > 2000 m/sec were used
for this study.

A stepwise regression scheme was used to select the parameters for the final model. First all
mixed-effect models with just a single predictor were fitted to predict lnTp, and the predictor with
highest log-likelihood was selected. After selecting the first parameter, all possible two parameter
models were constructed by combining the first selected parameter with each of the other param-
eters one by one. The parameter that increased the log likelihood the most was selected as the
second parameter. This process was repeated until no parameter made a significant contribution
to further increasing the log-likelihood of the model (a 95% level of significance was used as the
cutoff). Note that the model with best log-likelihood has the best AIC too.

This scheme identifiedM , lnVs30, and
√
r as predictors for strike-slip faults andM and r2 as

predictors for non-strike-slip faults.

3.4.3 Fitting of the Model

After selecting the parameters using the forward stepwise procedure, the followingmodel was fitted
to the data.

lnTpij = α + β1 ·M + β2 · lnVs30 + β3 ·
√
r + ηi + ϵij (3.12)

lnTpij = α + β1 ·M + β2 · r2 + ηi + ϵij (3.13)

Equation 3.12 shows the model for strike-slip faults, and Equation 3.13 shows the model for non-
strike-slip faults. α , β1, β2 and β3 are parameters fitted using mixed-effects regression. In both
models ηi (between-event error) is assumed to follow a normal distribution with mean 0 and stan-
dard deviation τ , while ϵij (within-event error) is assumed to be normally distributed with mean 0
and standard deviation σ; therefore, the total standard deviation of predictions from this model is
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Table 3.2 Result of mixed-effects regression, for both strike-slip and non-strike-slip faults.

SS. (eq.3.12) NSS (eq.3.13) NSS (eq.3.14)
α −0.41 −7.84 −7.60
β1 0.50 1.29 1.25
β2 −0.37 −5× 10−5 -
β3 0.12 - -
τ 0.55 0.49 0.50
σ 0.19 0.18 0.18

σtotal 0.58 0.52 0.53

√
τ 2 + σ2. The coefficients and the standard deviations for both the models are given in Table 3.2.

The inter-event standard deviation τ is greater than the intra-event standard deviation σ for both
strike-slip and non-strike-slip models. This trend is opposite to the typical results of mixed-effect
models used for ground-motion modeling where σ is greater than τ . This difference is due to the
different ways in which the data is grouped. In case of ground-motion models, all the recordings
from a single earthquake form a group (i.e., share a common ηi), while in the model developed
here all the pulses from the same site form a group. The grouping scheme used here ensures that
members of the same group share the same source, site, and path, and thus the within-group/intra-
event standard deviation (σ) makes a lower contribution to the total standard deviation (σtotal)
compared to the ground-motion models where the groups only share the source.

3.4.4 Statistical versus Practical Significance

Statistical significance of a parameter in the model suggests that the parameter has some predictive
power and including it in the model is generally recommended. But with large datasets, even very
small differences that may be practically insignificant become statistically significant. For example
consider a group of numbers that are independently and identically sampled from a normal distri-
bution with an unknown mean µ and standard deviation of five. With this information one may
want to test the hypothesis that µ = 0. If the dataset consist of 10 samples, the absolute value of
sample average (X) needs to be greater than 3.1 (i.e., |X| ≥ 3.1) to conclude that µ is significantly
different than 0 at 95% confidence level. With a larger sample size, however, of, say, 1000 sam-
ples, the significance level threshold comes down to 0.31 (i.e., |X| ≥ 0.31), a difference that is
statistically significant but may be practically insignificant depending on the problem. The models
developed herein to predict Tp (Equations 3.12 and 3.13) consist of parameters whose coefficients
are all statistically significant, but in this section we determine whether they have any practical
significance.
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The models for both strike-slip and non-strike-slip earthquakes use magnitude (M ) as a predic-
tor. As discussed above, it is known that lnTp scales linearly withM , andM is the most important
predictor for Tp, a fact consistent with all of the previous predictive models proposed for Tp. The
non-strike-slip model uses r2 along withM as a predictor. Pulse-like ground motions are generally
expected only when r ≤ 30 km, over this distance range the term −5× 10−5 · r2 varies from 0 to
−0.045 (−5 × 10−5 × 302). Considering that the σtotal for the non-strike-slip model is 0.52, the
contribution r2 term has in the model is an order of magnitude less than the inherent uncertainty in
the model, suggesting practical insignificance. Figure 3.7 shows prediction of Tp at different dis-
tances (r) made using the model using bothM and r2 (Equation 3.13) and prediction from a model
for non-strike-slip faults fitted using onlyM as a predictor. The difference between the predictions
shown in Figure 3.7 is small, so the term r2 can be safely dropped from the model without loos-
ing predictive power. The new model for non-strike-slip fault is shown in Equation 3.14. Again
the inter-event and intra-event residuals are assumed to follow normal distribution with mean 0 and
standard deviation τ and σ respectively. The values of the fitted parameters and standard deviations
are shown in Table 3.2.

lnTpij = α + β1 ·M + ηi + ϵij (3.14)

The strike-slip model uses
√
r and lnVs30 along with M as predictors. One expects pulses

with higher period on soil sites when compared with pulses at rock sites due to local site effects.
This effect has been discussed by Bray and Rodriguez-Marek (2004) and is also evident from the
regression model for strike-slip fault that predicts that Tp decreases with increase in Vs30. The effect
of Vs30 on Tp has some physical explanation and its contribution is non-trivial, which justifies it
being practically significant. Ignoring the

√
r term from strike-slip model changes the prediction

on the order of the standard deviation of the model (0.12 ·
√
r ranges from 0 to 0.71 when r ranges

from 0 to 10 km). Because this change is large and cannot be ignored, we decided to keep
√
r in

the final model for strike-slip faults. The exact cause of dependence of Tp on r is not clear, but Tp
may increase with distance due to attenuation of high-frequency waves or loss of pulse coherence
at larger distances.

The final model for strike-slip faults is given by Equation 3.12, while the model for non strike-
slip faults is given by Equation 3.14.

3.5 CONCLUSION

Pulse-like ground motions classified in Chapter 2 were used to fit predictive relationships for prob-
ability of observing pulse-like ground motion at a site and the period of the pulse expected at a site.

57



Figure 3.7 Comparison of predictions from models for non-strike-slip faults using M and r2 as
predictors and only M as predictor at different r values.

Statistical techniques were used to find appropriate functional forms for the models and effort was
made to develop parsimonious models that are easy to interpret, leading to better understanding of
the overall phenomenon.

Separate relationships were developed for strike-slip and non-strike-slip faults, and these rela-
tionships were very different from each other. In case of probability of pulse model, the difference
was primarily due to the difference in the geometry of the fault ruptures and the different parameters
used to define the source-to-site geometry. In case of the pulse period model, different parameters
appear to influence the pulse period from strike-slip and non-strike-slip faults. The period of the
pulse primarily depends on the magnitude of the earthquake in both cases, but the closest distance to
the fault and Vs30 also had an influence on the pulse period in case of strike-slip earthquakes. Along
with having immediate practical use for hazard and risk estimation, the trends and differences be-
tween the predictive equations developed here can be useful in further understanding properties of
pulse-like ground motions.
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4 An Efficient Algorithm to Identify Strong Ve-
locity Pulses inMulti-ComponentGroundMo-
tions

4.1 INTRODUCTION

Given their great potential for causing damage, empirical models are needed to quantify the hazard
and risk posed by these pulse-like ground motions. To calibrate such empirical models, a library of
ground motions where each record is classified as pulse-like or non-pulse-like is required. Many
empirical models have been developed in the past by using a version of the NGA database (Chiou
et al., 2008), with each ground motion classified as pulse-like or non-pulse-like (e.g., Iervolino
and Cornell, 2008; Champion and Liel, 2012, etc.), clearly showing the importance of this line
of research. Early research in the field used visually classified pulses, but this approach is not
reproducible and does not scale with increasing size of ground-motion databases. With the rapidly
increasing size of ground-motion databases (e.g., the NGA-West2 database is over twice the size
of the NGA database), there is a need for an algorithm that is both computationally efficient and
reproducible.

Proposed herein is an algorithm to classify multi-component ground motions as pulse-like or
non-pulse-like. The proposed algorithm uses the wavelet transform of two orthogonal components
of a ground-motion time history to find orientations that are likely to contain strong pulses. The
ground-motion recording is rotated to those specific orientations and wavelet coefficients of the
ground motion in those selected orientations are used to extract pulses from the recorded veloc-
ity time history. A non-linear classification algorithm developed using support-vector-machines
(Cortes and Vapnik, 1995; Hastie et al., 2001) uses the extracted pulse along with the PGV of the
ground-motion record to classify the ground motion as pulse-like or non-pulse-like.

Classifying ground motion as pulse-like or non-pulse-like is a difficult task. There are some
ground motions with clear presence or absence of visual pulses in the velocity time history that can
be identified unambiguously. However, there are many ground motions that are difficult to classify

59



Figure 4.1 Different types of ground motions (a) clear pulse (El Centro Array # 4 recording, from
the 1979 Imperial Valley earthquake), (b) clear non-pulse (Pasadena-CIT recording, from
the 1971 San Fernando earthquake), and (c) an ambiguous pulse (Salton Sea Wildlife
Refuge recording, from the 1987 Superstition Hills earthquake).

as a clear pulse or a clear non-pulse by only visually examining the velocity-time histories (e.g.,
Figure 4.1c), makinge manual classification of pulses subjective and make this problem challeng-
ing. An algorithm to classify pulse-like ground motions should provide defensible classifications,
it should check multiple orientations for pulses,and it should be computationally efficient. The pro-
posed algorithm improves all three aspects relative to the previous pulse classification algorithms.

The Baker (2007) pulse classification algorithm classifies a ground motion as pulse-like by ex-
amining a single component of the time history recording. The proposed algorithm improves the
state-of-art by analyzing multi-component ground-motion time histories and classifying pulses in
arbitrary orientations. The Baker (2007) algorithm used the wavelet transform to identify pulses in
only the fault-normal component of a ground motion. It is known that pulse-like ground motions
are observed in many orientations other than the fault-normal orientation (e.g., Mavroeidis and Pa-
pageorgiou, 2002; Howard et al., 2005);furthermore the determination of fault-normal orientation
may be difficult due to lack of finite fault models. Due to these difficulties, the method proposed by
Baker (2007) does not classify ground motion as pulse-like when the pulse is in a non-fault-normal
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orientation or when the fault-normal orientation itself is not known. Chapter 2 recommended rotat-
ing the ground motion in all non-trivial orientations and classifying each orientation as pulse-like or
non-pulse-like using the Baker (2007) algorithm. The ground motion is then labeled as pulse-like
if a pulse was found in any orientation. Although method of rotating the ground motion in every
orientation overcomes the difficulty of identifying non-fault-normal pulses and deals with cases
where the fault-normal orientation is not known, it is computationally very expensive (Changing
the algorithm to the one proposed here saves several days of computation, when classifying NGA-
West2 database on a desktop computer). With the Chapter 2 approach, the ground motion is labeled
pulse-like if even a single orientation is classified as pulse-like. On the other hand, in order to be
classified as a non-pulse-like, the ground motion should be classified as non-pulse-like in each ori-
entation. Thus, the criteria for classification as non-pulse-like is much stricter than for classification
as pulse-like if many orientations are examined. Therefore, using many orientations for classifica-
tion increases the chance of false positive classifications (non-pulse-like ground motions classified
as pulse-like). The proposed algorithm strikes a balance between using just one orientation and all
possible orientations for classification while using an improved classification criteria to reduce the
possibility of false-positive classifications. Additionally, we use the orthogonality of the wavelet
transform in perpendicular orientations to dramatically reduce the computational expense of the
classification procedure.

The procedure proposed here was used to classify ground motions in the NGA-West2 database
(Ancheta et al., 2012), and 244 out of 8611 ground motions were classified as pulse-like. We
manually filtered the 244 pulse-like ground motions using the source-to-site geometry and site
condition information to prepare a list of 145 pulse-like ground motions that were most likely
caused by directivity effects. The results of these classifications, along with improved models to
predict the probability of pulse and its period for a given earthquake scenario, are also provided.

4.2 WAVELET TRANSFORM FOR MULTI-COMPONENT
GROUND MOTION

An earthquake ground-motion time history is a non-stationary signal (i.e., both the ground motion
amplitudes and frequencies change over time). The non-stationary nature of ground motion makes
it rich in information, so it is difficult to find a feature like a pulse quantitatively by analyzing
only the time domain representation of the signal. Since pulses have high energy in a short time
interval, and the energy is also concentrated in a small frequency region (i.e., the energy is carried
by a coherent pulse with a well defined frequency), a transformation of the signal in a domain that
captures both time and frequency characteristics makes finding a pulse easier. Wavelet transforms
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Figure 4.2 The Pasadena - CIT Athenaeum recording from 1971 San Fernando earthquake (original
ground motion) is broken down into 50 wavelets using the continuous wavelet trans-
form. The wavelets are summed together to get the reconstructed groundmotion, which
is an approximation of the original ground motion. The quality of approximation im-
proves as the number of wavelets used is increased.

provide a good representation of the signal in time and frequency domains (e.g., Mallat, 1999) and,
thus, are very useful for the task of pulse classification (e.g., Baker, 2007).

The wavelet transform involves representing the signal as a sum of scaled and translated mother
wavelets, represented by Equation 4.1

Φs,l(t) =
1√
s
ϕ

(
t− l

s

)
, (4.1)

where ϕ(·) and Φs,l(·) represents the mother wavelet, and the scaled and translated wavelet re-
spectively, as a function of time (t). These wavelets are transformed in the frequency domain by
changing the scale parameter s (this amounts to stretching and contracting the mother wavelet) and
in time domain by changing the parameter l (this translates the wavelet shape on the time axis). A
wavelet transform breaks down the signal into a sum of such scaled and translated mother wavelets,
as shown in Figures 4.2 and 4.3. Daubechies wavelet of order 4 was used as the mother wavelet in
this study.
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Figure 4.3 The El Centro Array #4 recording from 1979 Imperial Valley earthquake (original ground
motion) is broken down into 30 wavelets using the continuous wavelet transform. The
wavelets are summed together to get the reconstructed ground motion, which is an
approximation of the original ground motion. Note that pulse-like ground motions are
dominated by a few strong wavelets.
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Mathematically, the wavelet transform is similar to the Fourier transform, but the Fourier trans-
form decomposes the signal into a sum of sine and cosine waves whose frequency is constant with
time, while the wavelet transform decomposes the signal into shapes that are localized in small time
and frequency regions. This makes wavelets more suited for representing non-stationary signals
like earthquake ground motion where the frequency characteristics of the signal change with time.
The continuous wavelet transform coefficients for a signal [f(t)] at a particular location (l) and
scale (s) can be found using the integral shown in Equation 4.2.

c(s, l) =

∫ ∞

−∞
f(t)

1√
s
ϕ

(
t− l

s

)
dt (4.2)

The scale and location associated with large amplitude coefficients are associated with a con-
centration of energy in a small time and frequency range, which is characteristic of a pulse; this
property allows us to search for pulses efficiently. Additionally, a linear combination of wavelets
can approximate any signal. So, if we use a combination of a few wavelets to describe the pulse,
we can identify a wide variety of pulse shapes.

4.2.1 Efficient Wavelet Transform in Multiple Orientations

Continuous wavelet transform coefficients from two orthogonal components of a ground motion
can be combined linearly to yield the coefficients for any arbitrary orientation. We used this prop-
erty to compute wavelet coefficients in all orientations efficiently. This is illustrated below

f(t, θ) = f1(t) · cos(θ) + f2(t) · sin(θ), (4.3)

c(s, l, θ) =
1√
s

∫ ∞

−∞
f(t, θ)ϕ

(
t− l

s

)
dt, (4.4)

where f1(t) and f2(t) represent ground motions in orthogonal orientations. f(t, θ) represents the
ground motion in an arbitrary orientation θ away from f1(t), which can be constructed using the
linear combination of f1(t) and f2(t), as shown in Equation 4.3. Substituting Equation 4.3 in 4.4
we get

c(s, l, θ) =
1√
s

∫ ∞

−∞
(f1(t) · cos(θ) + f2(t) · sin(θ))ϕ

(
t− l

s

)
dt, (4.5)

=
1√
s

∫ ∞

−∞
(f1(t) · cos(θ))ϕ

(
t− l

s

)
dt+

1√
s

∫ ∞

−∞
(f2(t) · sin(θ))ϕ

(
t− l

s

)
dt, (4.6)

= c1(s, l) · cos(θ) + c2(s, l) · sin(θ), (4.7)
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Figure 4.4 Two orthogonal components of a ground motion, labeled X0 and X90, are shown along
with the absolute value of their wavelet transform coefficients, labeled |c0| and |c90|. The
wavelet coefficients c0 and c90 are combined to get an estimate of c44.3 (coefficients for
ground motion in an orientation 44.3 degrees away from X0). The wavelet coefficients
computed directly using the rotated time histories are shown for comparison.

where c1 and c2 are the wavelet coefficients corresponding to f1 and f2, respectively. This pro-
cedure is shown graphically in Figure 4.4. As the wavelet coefficient in an arbitrary orientation
is c1cos(θ) + c2sin(θ), the maximum value a coefficient [c(s, l)] can obtain in any orientation is√
c21(s, l) + c22(s, l). So, using this procedure we only need to perform two wavelet transforms (of

ground motions in orthogonal orientations) to find the maximum value the coefficient at each scale
and location can take over all orientations.

4.3 CLASSIFICATION ALGORITHM

The continuous wavelet transform coefficients are computed for two orthogonal components of the
ground motion. These coefficients are then used to compute the maximum wavelet coefficients at
each location and scale over all orientations using the procedure described above. Large wavelet
coefficients indicate a concentration of energy in a small time and frequency region, which is often a
good indication of presence of a pulse. The Baker (2007) and Chapter 2 algorithms use the wavelet
with the largest coefficient to classify the ground motion as pulse-like/non-pulse-like. Sometimes,
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a wavelet other than the largest wavelet can be the dominant pulse in the ground motion. In such
cases, Baker (2007) and Chapter 2 produce false negative classifications (pulse-like ground mo-
tions classified as non-pulse-like). To avoid this, we use five potential pulses for the purpose of
classification. First, we select the wavelet with the largest coefficient as a potential pulse. All co-
efficients located in a time window of ±1

2
the width of selected wavelet (s) are labeled as being

adjacent to the pulse. Then, we find the wavelet with the largest coefficient non-adjacent to the se-
lected coefficient as the second potential pulse. This process is repeated to select five non-adjacent
potential pulses. Choosing five potential pulses lowers the probability of missing a pulse having a
smaller wavelet coefficient.

For each potential pulse we rotate the velocity time history in the orientation in which the pulse
was found, as determined using Equation 4.10

c1(s, l) = cmax(s, l) · cos(β), (4.8)

c2(s, l) = cmax(s, l) · sin(β). (4.9)

β = tan−1

(
c2
c1

)
, (4.10)

where cmax(s, l) represents the maximum wavelet coefficient at scale s and location l over all
orientations, and β represents the orientation in which this coefficient is found. We call the velocity
time history in this orientation the “original groundmotion”. The selectedwavelet is then subtracted
from the original ground motion to yield a “residual ground motion.” The continuous wavelet
transform of the residual ground motion is used to find the wavelet with highest coefficient that has
the same scale as the original wavelet and is located within a region of±1

2
s of the original wavelet

(i.e., in a region adjacent to the selected wavelet). This wavelet is then added to the original wavelet
to refine the shape of the selected pulse. We repeat this step ten times and use a combination of ten
wavelets to define the shape of the extracted pulse.

After the pulse is extracted from the original ground motion, we determine whether the ex-
tracted pulse is strong enough for the record to be classified as pulse-like. We use the parameters
recommended by Baker (2007) to make this determination: the energy ratio of residual and original
ground motion (cumulative squared velocity is used to quantify energy), the peak ground veloc-
ity (PGV) ratio of residual and original ground motion, and the PGV of the original ground mo-
tion. These variables are selected because they directly measure the strength of the extracted pulse
relative to the recorded ground motion. For example, a lower energy ratio means that the pulse
subtracted from the original ground motion contributes significantly to the energy of the ground
motion, while a lower PGV ratio shows that the pulse is responsible for the peak velocity of the
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ground motion (because removing the pulse leads to a large reduction in PGV). The PGV of the
recorded ground motion is used to avoid selecting very small ground motions where a single pulse
accounts for the PGV and almost all the energy. We do not want to classify these very small PGV
ground motions pulse-like as they are not of practical importance for engineers due to their small
damage potential. Also, low-amplitude motions from small magnitude earthquakes often look like
pulses due to their short duration, but these are not related to directivity and so are excluded.

We observed that the energy ratio and PGV are correlated, and most of the variance in these
values lies along one axis, as shown in Figure 4.5. Principal component analysis was used to find
the linear combination of the two variables, which captured the most variance, shown in Equation
4.11.

PC = 0.63 · (PGV ratio) + 0.777 · (Energy ratio) (4.11)

The two variables energy ratio and PGV ratio are replaced by this linear combination that captures
most of the information expressed by them together. This linear combination is referred hereafter as
PC. Using PC reduces the number of variables used in the classification procedure. The reduction
in dimension of the problem makes it easier to find a good classification criteria and visualize it.

We manually classified 50 pulses and 50 non-pulses in the NGA-West2 database and used sup-
port vector machines to find a criteria to separate the pulses from non-pulses. Once the criteria
was found, we used it to classify more ground motions from the NGA-West2 database, and the
clear mis-classifications were manually corrected. The classification scheme was re-fitted using
the manually corrected data. This fitting and manual correction was iterated until a satisfactory
classification result was reached. Note that only those ground motions that we thought were clearly
pulses and non-pulses were used during classification. Ambiguous cases were not used even if they
fitted the classification boundary.

Support vector classification boundary was fitted with a second-degree polynomial kernel using
PC and PGV as the independent variables. The classification boundary was used to create the
following pulse indicator (PI)

PI = −1 · (13.819 + 9.384 · PC2 + 0.0004 · PGV 2 − 17.189 · PC

− 0.625 · PGV + 0.585 · PC · PGV ). (4.12)

The ground motion is classified as pulse-like when the PI is positive and is classified as a non-
pulse-like if it is negative; PI = 0 defines the classification boundary shown in Figure 4.6.
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Figure 4.5 The orientation of principal component along with the energy ratio and PGV ratio from
individual groundmotions is shown (only the ratios from from pulse with largest wavelet
coefficient is shown). Note that sometimes the PGV ratio of residual to original ground
motion can be greater than 1. The points with PGV ratio equal to 1 represent those
ground-motions where the extracted pulse did not cause the PGV.
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Figure 4.6 Classification boundary of Equation 4.12 shown with individual ground motions. The
non-pulse-like ground motions on the positive pulse indicator side of the figure were
rejected by the late arrival criteria.
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4.3.1 Late Pulses

The pulses caused by directivity effects arrive early in the time-history. The algorithm described
above identifies strong pulses regardless of their locations in the time histories. If we are interested
in pulses caused primarily by directivity effects, we need an additional criterion to exclude late
arriving pulses. Following the approach in Baker (2007), we distinguish between late and early
pulses using the cumulative square velocity (CSV ), defined as

CSV (t) =

∫ t

0

V 2(u)du. (4.13)

where V (u) is the velocity of the ground motion at time u. The time at which CSV (t) attains x%
of the total CSV of the signal is represented as tx%,orig and tx%,pulse for the original ground motion
and the extracted pulse, respectively. We found that the early arriving pulses had t17%,orig greater
than the t5%,pulse; therefore, pulses with t17%,orig ≤ t5%,pulse were re-classified as non-pulse-like.

The pulse classification algorithm described above is used to classify each of the five potential
pulses, and the ground motion is called pulse-like if any of the five potential pulses are classified
as pulse-like. Note, sometimes more than one potential pulse can be classified as pulse-like. In
that case the pulse with largest wavelet coefficient is chosen as the dominant pulse. The pulse-like
ground-motions identified in the NGA-West2 database are listed in Table B.1 in Appendix B.

4.3.2 Pulse Period

The period of the pulse is an important parameter as the amplification in the response spectrum and
structural response due to presence of a pulse is higher for oscillators and structures with periods
close to the pulse period. Wavelets do not have a well-defined concept of period, so we use the
period associated with the maximum Fourier amplitude of the wavelet as the measure of pulse
period. This period is also known as pseudo-period of the wavelet (Baker, 2007). When multiple
potential pulses are classified as pulse-like, we used the period of the dominant pulse (the one with
highest wavelet coefficient) to represent the pulse period at a site.

4.3.3 Software Implementation

The software implementation of the proposed algorithm is released as open source under MIT li-
cense. The code can be accessed at http://github.com/shreyshahi/PulseClassification.
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4.4 COMPARISON WITH PREVIOUSLY DEVELOPED ALGORITHMS

The algorithm proposed here differs from the Baker (2007) algorithm as the proposed algorithm
uses an improved classification criteria and has the ability to handle multi-component ground mo-
tions. The proposed algorithm also examines fewer orientations than the Chapter 2 modification to
classify pulses in arbitrary orientations. Here, we compare the new classification criteria and the
Baker (2007) classification criteria, along with the results from the proposed algorithm with those
from other algorithms.

The proposed algorithm uses a classification boundary found using support vector machines.
A ground motion is called pulse-like when the pulse-indicator shown in Equation 4.12 is positive.
The Baker (2007) algorithm labels a motion as pulse-like if

1

1 + e(−23.3+14.6(PGV ratio)+20.5(energy ratio)) > 0.85, (4.14)

and its PGV is greater than 30 cm/sec. These classification boundaries are compared in Figure
4.7. As the Baker (2007) pulse-indicator does not use PC, we show the maximum and minimum
value that variable PC can take when the pulse-indicator shown by Equation 4.14 is equal to 0.85.
The comparison shows that the classification boundaries agree with each other to a large extent.
Though the classification regions are similar, the new classification criteria is an improvement as
the threshold for PGV is obtained from the data while in Baker (2007) it was set to 30 cm/sec
arbitrarily.

Most of the difference in classification results between the proposed and previous algorithms
are due to the change in the PGV threshold. Also, some false positive classifications are removed,
along with false negative classifications that can occur if only one potential pulse is used for clas-
sification. Figure 4.8 shows two examples where the new algorithm’s classification differs from
the old ones. In the first case, the ground motion has a high pulse indicator but the PGV is slightly
below 30 cm/s. So, the PGV cutoff used in Baker (2007) classifies the ground motion as non-pulse-
like while the proposed classification criteria classifies this as pulse-like. In the second example,
the groundmotion is classified as non-pulse-like by the proposed classification algorithm, but when
we use the Baker (2007) algorithm in 180 different orientations, the ground motion gets classified
as a pulse in 16 of them. This is a case of a false-positive classification, which is fixed by ex-
amining a smaller number of orientations. After examining several such cases, we concluded that
the classification results from the proposed algorithm are consistently superior to those from the
previous algorithms.
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Figure 4.7 Comparison on the classification rule for the proposed algorithm and Baker (2007) algo-
rithm. Note that the two vertical lines for Baker (2007) show the maximum and minimum
values PC can take when the pulse indicator is equal to 0.85.

Figure 4.8 (a) A pulse-like ground motion with low PGV (SMART1 M01 recording from 1986 Tai-
wan earthquake), and (b) a non-pulse classified as pulse-like in a few orientations by
the Chapter 2 algorithm (Agnews State Hospital recording from the 1994 Morgan Hill
earthquake). For both ground motions the orientation with highest wavelet coefficient
is shown.
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4.5 DIRECTIVITY MODELS

Pulse-like ground motions can be caused by effects other than directivity, such as basin or soft-
soil effects. To develop empirical relationships for pulses caused by directivity effects, we need
to identify pulse-like ground motions caused specifically by directivity effects. To prepare a list
of directivity ground motions, we manually filtered the list of pulse-like ground motions selected
by the proposed algorithm to remove any ground motion that was likely not caused due to di-
rectivity effects. We mainly used the source-to-site geometry to identify directivity ground mo-
tions from the list of pulse-like ground motions. Ground motions on soft soils with multiple large
cycles in the time history were also removed, as it generally indicates presence of soft-soil ef-
fects. Studies like Chioccarelli and Iervolino (2010), Bradley and Cubrinovski (2011) and Bradley
(2012) were used to aid in manual classification of ground motions from specific earthquakes.
A list of pulse-like ground motions classified by the proposed algorithm along with manually fil-
tered list of directivity pulses is provided online (http://www.stanford.edu/~bakerjw/pulse_
classification_v2/Pulse-like-records.html). This list of directivity ground motions was
used to fit the following models.

4.5.1 Model for Pulse Period

A pulse-like ground motion causes an amplification in the response spectra over a narrow band of
periods that is centered about the pulse period (Somerville, 2003). This makes the pulse period a
very important parameter. Various researchers have proposed models for the period of the pulse
(e.g., Mavroeidis and Papageorgiou, 2003; Somerville, 2003; Bray and Rodriguez-Marek, 2004;
Baker, 2007) and most of them model the natural log of pulse period as linearly dependent on
moment magnitude (M ) of the earthquake. We re-fit this relationship using the directivity pulses
identified in the NGA-West2 database. The relationship modeling pulse period (Tp) as a function
of earthquake magnitude is shown in Equation 4.15 and the standard deviation of the residual from
linear regression is given by Equation 4.16.

lnTp = −6.207 + 1.075M, (4.15)

σlnTp = 0.61. (4.16)

This model is similar to the other published models mentioned above.
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4.5.2 Model for Probability of Directivity Pulse

In order to account for directivity effects in hazard analysis, we need a model to predict the proba-
bility of observing a directivity pulse at a near-fault site. Several researchers have proposed models
for probability of pulse at a site in past (e.g., Iervolino and Cornell, 2008). These past models were
fit using lists of pulse-like ground motions, which were used as a surrogate for ground motions with
directivity pulses. We re-fit these relationships using the new refined list of directivity pulses, as
it should give a better estimate of the probability of observing directivity effects at a site. Several
functional forms were explored to find one that predicts with sufficient accuracy. As only 145
directivity pulses were used for the regression, special attention was given to how the predictions
extrapolate for cases with little data. We used logistic regression to model the probability of a di-
rectivity pulse at a site (see Chapter 2 for detailed explanation of why logistic regression is used
for modeling the probability of pulse).

Iervolino and Cornell (2008) compared linear combinations of several predictor variables and
found that source-to-site geometry parameters R, s, and θ for strike-slip ruptures and R, d, and
ϕ for non-strike-slip ruptures resulted in the best models for predicting the probability of a pulse.
These parameters are explained graphically in Figure 4.9. The dataset used to fit these relationships
did not include many events with very long ruptures. For cases with large s, these previous models
predict very high probability of pulses even at large distances (R), which is not supported by data or
by theoretical predictions of directivity. So, we tried several functional forms to fit a model whose
predictions extrapolates well for conditions with little data. The models were compared with each
others using their AIC (Akaike, 1974) and their predictions for long ruptures. A summary of the
models tested in this study and their AIC is given in Table 4.1. For strike-slip faults the models
shown in Equations 4.17 and 4.18 had the best AIC (261.02 and 261.73, respectively).

P (directivity|R, s, θ, strike-slip) = 1

1 + exp(α0 + α1R + α2s+ α3θ)
(4.17)

P (directivity|R, s, θ, strike-slip) = 1

1 + exp(α0 + α1R + α2

√
s+ α3θ)

(4.18)

Comparing the contours of predicted probabilities from these two equations, which are shown in
Figure 4.10 for fault rupture lengths of 50 km and 200 km, we note that Equation 4.18 extrapolates
better for larger ruptures, while the results from both equations are similar for smaller ruptures. For
non-strike-slip faults, the model using R,

√
d, and ϕ had the lowest AIC, so we decided to select it

over other models.
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Figure 4.9 Parameters used to fit the logistic regressions for (a) strike-slip and (b) non-strike-slip
faults.

The models for probability of directivity pulse are given by Equations 4.19 for strike-slip rup-
tures and 4.20 for non-strike-slip ruptures.

P (directivity|R, s, θ, strike-slip) = 1

1 + exp(0.7897 + 0.1378R− 0.3533
√
s+ 0.020θ)

(4.19)

P (directivity|R, d, ϕ, non-strike-slip) = 1

1 + exp(1.483 + 0.124R− 0.688
√
d+ 0.022ϕ)

(4.20)

4.6 PULSE MODELS

Sometimes the effect of pulse-like ground motions on a structure is assumed to be similar, regard-
less of the cause of the pulse (e.g., Champion and Liel, 2012). If no distinction is made between
directivity and non-directivity cases, pooling the directivity and non-directivity pulses together to
fit models may be preferred to allow more data to be used in fitting. We re-fit the relationships to
predict the probability of a pulse and its period using the entire dataset of pulse-like groundmotions.
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Table 4.1 Details of logistic regression models tested to predict the probability of directivity pulse
at a site.

Parameters Fault type AIC
R,s strike slip 265.03
R,

√
s strike slip 263.32

R,ln(s) strike slip 264.33
R,s,θ strike slip 261.02
R,

√
s,θ strike slip 261.73

R,ln(s),θ strike slip 263.51
R, d, ϕ non strike-slip 613.39
R, d non strike-slip 627.28

R,
√
d, ϕ non strike-slip 607.10

R, d, ϕ, no intercept non strike-slip 612.03
R,

√
d, ϕ, no intercept non strike-slip 614.26

Figure 4.10 Probability of directivity pulse contours. Predictions from Equation 4.17 for rupture of
length (a) 50 km and (b) 200 km. Prediction from Equation 4.18 for rupture of length (c)
50 km and (d) 200 km.
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The period of a pulse can be predicted using the equations shown below:

lnTp = −6.51 + 1.11M, (4.21)

σlnTp = 0.57. (4.22)

The models proposed to predict the probability of a directivity pulse at the site were re-fit us-
ing the entire dataset to predict the probability of observing a pulse-like ground motion at a site.
Equations 4.23 and 4.24 describe the model for strike-slip and non strike-slip sites.

P (pulse|R, s, θ, strike-slip) = 1

1 + e0.457+0.126R−0.244
√
s+0.013θ

(4.23)

P (pulse|R, d, ϕ, non-strike-slip) = 1

1 + e0.304+0.072R−0.208
√
d+0.021ϕ

(4.24)

4.7 CONCLUSION

An algorithm to classify multi-component ground motions as pulse-like or non-pulse-like has been
described. The proposed algorithm significantly improves the accuracy and the computational cost
of some previous algorithms. The approach uses wavelet transform results from two orthogonal
components of ground motions to identify potential pulses from all orientations. These pulses are
then classified using a new criterion developed using support vector machines. The algorithm was
used to classify all 8611 ground motions in the NGA-West2 database and 244 pulse-like ground
motions were identified. These pulse-like ground motions were then manually filtered to identify
145 ground motions most likely caused by directivity effects.

The classified ground motions were used to fit models to predict the period and probability
of observing a directivity pulse. Limitations of the dataset were recognized and care was taken
to choose functional forms that extrapolate well for cases that were ill constrained by data. We
also recognized that in some engineering applications the distinction between directivity and non-
directivity pulses may not be important. For such cases fitting the models using a combined dataset
of directivity and non-directivity pulses improved the quality of the models, as more data is used.
Alternate models fitted using both directivity and non-directivity pulses are also provided.

With increasing size of ground-motion databases, there is an ever increasing need for better
and faster algorithms to process them. We hope that the speed and accuracy advantage of the
proposed algorithm will allow us to process larger amounts of data and thus help further expand
our knowledge of near-fault pulses.
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5 Explicit Inclusion of Directivity Effects inGround-
Motion Models

5.1 INTRODUCTION

As noted earlier, directivity effects causes larger than normal ground-motion intensity at near-fault
sites and have been known to cause extensive damage in previous earthquakes. Significant am-
plification in ground-motion intensity makes accounting for directivity effects very important in
near-fault hazard assessment. Several methods to modify ground-motion model predictions to ac-
count for directivity amplification have been proposed in the past (e.g, Somerville et al., 1997;
Spudich and Chiou, 2008; Rowshandel, 2006), but they are correction factors for already existing
ground-motion models and are not included explicitly in the models. It is known that directivity
effects are more common in near-fault region and the probability of observing directivity effects
decreases with increase of distance between the rupture and the site (Iervolino and Cornell, 2008,
e.g.,). Along with dependence on distance, the amplification from directivity effects occurs in a
band of periods that depends on the earthquake magnitude (sometimes referred as narrow-band am-
plification, e.g., Somerville, 2003). Since the ground-motion models are fitted using a database that
consists of some ground-motion records with directivity effects, the interaction between directivity
amplification, magnitude and distance may affect the magnitude and distance scaling relationship
of the ground-motion models. Thus, inclusion of directivity effects may lead to changes in the
magnitude and distance scaling relationships, which can also affect prediction of non-directivity
ground-motion intensity. This change cannot be properly accounted for by adding correction fac-
tors on top of existing ground-motion models. The method introduced in Chapter 2, tries to correct
the magnitude and distance scaling using simple statistical models, but it is preferable to account
for these factors while fitting ground-motion models rather than correcting for it later.

We fitted two ground-motion models: with and without explicit directivity terms. The func-
tional forms proposed by Campbell and Bozorgnia (2008) was used for the non-directivity ground-
motion model and the coefficients were re-fitted using a subset of NGA-West2 database being
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used to update the Campbell and Bozorgnia (2008) ground-motion model. For the ground-motion
model with directivity effects, the Campbell and Bozorgnia (2008) functional formwas used for the
non-directivity component of the ground-motion model and a simplified form of the amplification
model from Chapter 2 was used to model the directivity amplification. The predictions from the di-
rectivity and non-directivity ground-motion models were studied in detail and the differences were
highlighted. The NGA-West2 database used for fitting the models consists of 8611 earthquake
ground-motion recordings from 334 events. This database expands the original NGA database
(Chiou et al., 2008) by adding recordings from several shallow crustal earthquakes post-2003. The
results from Chapter 4 were used to identify 145 directivity pulses in the database.

Directivity effects depends on the source-to-site geometry, which necessitates the use of source-
to-site geometry parameters in the ground-motion models. Use of source-to-site geometry in seis-
mic hazard analysis is not common, so for some studies this information may not be available.
Also, in a PSHA, one needs to take expectations over all parameters used in the ground-motion
model (e.g., Kramer, 1996; McGuire, 2004). Expectation over source-to-site geometry is gener-
ally performed by integrating over possible hypocenter location on the fault plane (Abrahamson,
2000). Thus to use the ground-motion model proposed in this study, one would have to change
PSHA software to include integration over hypocenter locations. We anticipate that due to these
and other factors, some users of the ground-motion models will prefer a model without the new
source-to-site geometry parameters. Since the complete ground-motion model is fitted to the data,
dropping the directivity terms will change the ground-motion model prediction and may make the
predictions biased with respect to the data used for fitting. We propose models to predict the ex-
pected value of directivity effects given a smaller set of parameters (those used in Campbell and
Bozorgnia, 2008). In addition, a method is presented to use these average directivity predictions to
get unbiased prediction of ground motion when the source-to-site parameters are unknown.

Note that the ground-motion model we present in this paper was fitted empirically using the
NGA-West2 database; therefore, the predictions are constrained by data used for fitting. The NGA
ground-motion models on the other hand are augmented by simulations and theoretical consider-
ations so that they extrapolate well and provide reasonable prediction of ground-motion intensity,
even for cases which are outside the range of data (e.g., Abrahamson and Silva, 2008). The purpose
of the models presented here is to demonstrate the procedure of fitting ground-motion models and
to study the changes due to inclusion of directivity effects. They are not intended to improve or
replace the NGA ground motion models.
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5.2 GROUND-MOTION MODELS

To study the changes in ground-motion intensity prediction due to explicit inclusion of directivity
effects, two separate ground-motionmodels (with andwithout directivity effects) were fitted. These
models are described in Equations 5.1 and 5.2 below.

lnSaij = f(Mi, Rj, T, V s30j,Θ, . . .) + ηi + ϵij (5.1)

lnSaij = f(Mi, Rj, T, V s30j, Θ̃, . . .) + Idirectivity · lnAmp(T, Tp) + ηi + ϵij (5.2)

These models will be referred hereafter as CBR (Campbell and Bozorginia Refitted using NGA-
West2 database) and CBSB (Campbell and Bozorgnia with Shahi and Baker directivity model),
respectively. The term f(Mi, Rj, T, V s30j,Θ, . . .) in the equations above denotes a ground-motion
model without any directivity terms (Campbell and Bozorgnia, 2008, in this study). Idirectivity
is an indicator variable (0/1 variable) indicating presence or absence of a directivity pulse. The
lnAmp(T, Tp) term denotes a model that predicts the amplification in the spectral acceleration at a
period T given the observation of directivity pulse of period (Tp), as shown by the equation below

lnAmp(T, Tp) = b0exp

(
b1

(
ln

(
T

Tp

)
− b2

)2
)
. (5.3)

The value of Idirectivity and Tp were computed for each ground-motion record used to fit the ground-
motion models using the method described in Chapter 4. Note that functional forms similar to
Equation 5.3 has been used in the past tomodel narrow-band effects (e.g., Ruiz-García andMiranda,
2004, 2006). Following the convention used to describe ground-motion models, we use subscript i
to denote the ith event and the subscript j to denote the jth recording from the ith event in Equations
5.1 and 5.2. The parameters Θ and Θ̃ in Equations 5.1 and 5.2, respectively, refer to the model
coefficients estimated from regression.

5.2.1 Base Ground-Motion Model

We use the Campbell and Bozorgnia (2008) functional form as the base ground-motion model for
both the CBR and CBSB models described above. The Campbell and Bozorgnia (2008) ground-
motion model predicts the median value of lnSa using the following general equation

lnŜa = fmag + fdis + fflt + fhng + fsite + fsed (5.4)
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where the magnitude term is modeled as

fmag =


c0 + c1M ; M ≤ 5.5

c0 + c1M + c2(M − 5.5) 5.5 < M ≤ 6.5

c0 + c1M + c2(M − 5.5) + c3(M − 6.5) M > 6.5

(5.5)

whereM represents the earthquake magnitude. The distance term is

fdis = (c4 + c5M)ln(
√
R2

rup + c26) (5.6)

where Rrup represents the closest distance between the rupture and the site. Note that sometimes
we use the variable R in place of Rrup for brevity. The fault term is given by

fflt = c7FRV fflt,Z + C8FNM (5.7)

FRV is an indicator variable representing reverse or reverse oblique faulting. FRV is 1 when rake
lies between 30 to 150 degrees (reverse or reverse oblique faulting) and is 0 otherwise. FNM

represents normal or normal oblique faulting and takes the value 1 when rake is between -150 to
-30 degrees. fflt,Z depends on the depth to top of the rupture (Ztor) and is defined below

fflt,Z =

{
Ztor Ztor < 1

1 Ztor ≥ 1
(5.8)

The hanging wall term is given by the equations

fhng = c9fhng,Rfhng,Mfhng,Zfhng,δ (5.9)

fhng,R =


1 RJB = 0
max(Rrup,

√
R2

JB+1)−RJB

max(Rrup,
√

R2
JB+1)

RJB > 0, Ztor < 1

(Rrup −RJB)/Rrup RJB > 0, Ztor ≥ 1

(5.10)

fhng,M =


0 M ≤ 6.0

2(M − 6.0) 6.0 < M < 6.5

1 M ≥ 6.5

(5.11)

fhng,Z =

{
0 Ztor ≥ 20

(20− Ztor)/20 0 ≤ Ztor < 20
(5.12)
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fhng,δ =

{
1 δ ≤ 70

(90− δ)/20 δ > 70
(5.13)

where RJB is the closest distance between the site and the surface projection of the rupture plane,
and δ is the dip of the fault. The shallow site response term us given by

fsite =


c10ln

(
V s30
k1

)
+k2

{
ln
[
A1100 + c

(
V s30
k1

)n]
− ln[A1100 + c]

}
V s30 < k1

(c10 + k2n)ln
(
V s30
k1

)
k1 ≤ V s30 < 1100

(c10 + k2n)ln
(
1100
k1

)
V s30 ≥ 1100

(5.14)

Vs30 refers to the time averaged shear wave velocity in the top 30 m of the site profile and A1100

is the median estimate of PGA on a rock outcrop (Vs30 = 1100 m/sec). We used the Campbell and
Bozorgnia (2008) model to estimate the A1100 values for each recording. The basin response term
is given by the equation

fsed =


c11(Z2.5 − 1) Z2.5 < 1

0 1 ≤ Z2.5 ≤ 3

c12k3e
−0.75[1− e−0.25(Z2.5)−3] Z2.5 > 3

(5.15)

where Z2.5 refers to the depth to the 2.5 km/sec shear-wave velocity horizon, also referred as the
sediment depth.

The variables c1 to c12 are the model coefficients, which are obtained through mixed-effects
regression.

5.3 FITTING THE GROUND-MOTION MODELS

A subset of the NGA-West2 database, updated using the Campbell and Bozorgnia (2008) model,
was used to statistically fit the models shown in Equations 5.1 and 5.2. The ground-motion models
were fitted using mixed-effects regression to model the inter (between) and intra (within) event er-
rors (e.g., Brillinger and Preisler, 1985). Themixed-effects regression was performed using a stable
iterative technique proposed by Abrahamson and Youngs (1992) and the least squares fitting was
performed using stochastic gradient descent algorithm (Zhang, 2004). The CBR model (Equation
5.1) was fitted first. The regression procedure was validated by comparing the results from this al-
gorithm with the published Campbell and Bozorgnia (2008) results. This was followed by fitting of
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CBSBmodel (Equation 5.2). The coefficients of CBSBmodels were compared with those from the
CBR model, and the coefficients that did not produce appreciable change in the model prediction
were labeled as fixed. The CBSB model was refitted, and the coefficients identified as fixed were
set to their values in CBR model. The stochastic-gradient-descent and the iterative mixed effects
fitting algorithms introduce randomness in the fitting procedure. Thus, small changes in fitted co-
efficients can occur due to random chance. The fixing of coefficients removes some of these small
random changes, which isolates significant changes due to explicit inclusion of directivity effects
thus allowing a better comparison of the two ground-motion models.

5.3.1 Fitting CBR

The CBR model shown in Equation 5.1 was fitted using the algorithm described above. The re-
gression was done to predict the RotD50 spectral acceleration (SaRotD50), which is defined as the
median value of spectral acceleration at a period over all orientation (Boore, 2010, see) at 21 dif-
ferent periods and the fitted model coefficients at each period are presented in Table 5.1. Note that
we do not re-estimate the parameters k1, k2, and k3, their values from Campbell and Bozorgnia
(2008) are used. Regression without any constraints leads to coefficients that predicts over sat-
uration of ground-motion intensity with respect to magnitude (intensity decreasing with increase
in magnitude) at low periods. Though there is some support for over saturation of ground-motion
intensity with respect to magnitude (e.g., Schmedes et al., 2006), the evidence in data is weak and
there is a lack of scientific consensus on this topic (e.g., Abrahamson et al., 2008, notes that none
of the NGA modelers allowed over saturation in their models). Following the recommendation of
Campbell and Bozorgnia (2008), we set the coefficient c3 = −c1 − c2 − c5ln(c6) at periods where
regression leads to coefficients that predicts over saturation of intensity with magnitude. Apart
from correcting for over saturation at some periods, no other post processing or smoothing was
applied to the model coefficients, which are presented in Table 5.1.

Handling of missing parameters

We adopted a policy of not using any recording that had missing values of any parameters, ex-
cept Z2.5, in the regression. The Z2.5 values are not known for many records in the NGA-West2
database. Thus, throwing these records away would significantly reduce the number of data-points
and adversely impact the quality of regression results. For the records with missing Z2.5 values, the
sediment effect (fsed in Campbell and Bozorgnia, 2008) and the gradient of the fsed coefficients
(c11, c12) used in the stochastic gradient descent algorithmwere both set to 0. Thus, only the records
with known Z2.5 values were used to fit the values of c11 and c12, while all recordings (even with
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Table 5.1 Coefficients for the CBR ground-motion model.

T(s) c0 c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12
0.01 -1.729 0.510 -0.444 -0.378 -2.208 0.178 5.779 0.239 -0.426 0.675 1.017 -0.030 0.292
0.02 -1.693 0.511 -0.450 -0.377 -2.222 0.180 5.758 0.230 -0.446 0.697 1.062 -0.027 0.282
0.03 -1.569 0.509 -0.426 -0.396 -2.258 0.179 5.766 0.210 -0.442 0.731 1.125 -0.036 0.310
0.05 -1.227 0.519 -0.412 -0.441 -2.363 0.188 5.890 0.164 -0.507 0.803 1.248 -0.032 0.342
0.075 -0.670 0.527 -0.433 -0.493 -2.546 0.203 7.116 0.129 -0.585 0.819 1.442 -0.077 0.350
0.1 -0.327 0.519 -0.439 -0.496 -2.552 0.200 8.033 0.120 -0.510 0.813 1.546 -0.054 0.318
0.15 -0.145 0.504 -0.460 -0.453 -2.487 0.188 8.800 0.146 -0.404 0.765 1.789 -0.067 0.424
0.2 -0.496 0.495 -0.394 -0.454 -2.302 0.173 7.704 0.167 -0.247 0.706 2.000 -0.008 0.445
0.25 -0.894 0.511 -0.332 -0.456 -2.219 0.167 6.695 0.230 -0.167 0.642 2.149 0.001 0.345
0.3 -1.158 0.519 -0.347 -0.377 -2.117 0.162 6.183 0.220 -0.207 0.676 2.273 -0.034 0.292
0.4 -1.443 0.525 -0.287 -0.361 -2.101 0.165 5.493 0.285 -0.158 0.619 2.408 0.030 0.237
0.5 -2.534 0.689 -0.461 -0.236 -2.017 0.151 5.024 0.316 -0.126 0.590 2.369 0.006 0.183
0.75 -4.800 1.025 -0.767 -0.136 -1.985 0.155 4.294 0.354 -0.068 0.647 1.978 0.002 0.101
1 -6.388 1.237 -0.830 -0.140 -1.990 0.144 4.207 0.395 0.105 0.545 1.467 0.094 0.140
1.5 -8.705 1.536 -0.953 -0.197 -1.999 0.148 4.219 0.366 0.021 0.527 0.373 0.215 0.085
2 -9.742 1.617 -0.735 -0.427 -2.015 0.148 4.409 0.358 0.032 0.402 -0.471 0.212 0.034
3 -10.652 1.606 -0.106 -0.937 -1.857 0.124 4.633 0.264 -0.043 0.129 -0.795 0.148 0.010
4 -11.323 1.581 0.276 -1.175 -1.821 0.119 4.647 0.152 -0.020 -0.112 -0.783 0.087 0.053
5 -11.797 1.583 0.532 -1.386 -1.719 0.110 4.723 -0.024 -0.091 -0.230 -0.756 0.010 0.038
7.5 -12.623 1.548 0.525 -1.123 -1.730 0.126 4.520 -0.094 -0.404 -0.354 -0.669 0.028 0.068
10 -13.128 1.608 0.166 -0.811 -1.752 0.125 4.165 -0.301 -0.224 -0.383 -0.476 0.195 0.080

missing Z2.5) were used to fit other coefficients.
Due to the low number of records in NGA-West2 database with known Z2.5 values, we had less

confidence in the sediment effect coefficients fitted empirically. Therefore, the comparisons shown
below uses Z2.5 value of 2 km to forcibly set the value of fsed to 0 for each comparison case. All
the comparison shown below assumes a vertical strike-slip fault rupture (dip = 90, rake = 180).

Comparison of magnitude scaling

Themagnitude scaling is compared for intensity predictions at periods of 0.1, 0.2, 1, and 3 sec when
Rrup and Rjb are 30 km (vertical fault) and Vs30 is 760 m/sec. Figure 5.1 shows the comparison of
SaGMRotI50 prediction from Campbell and Bozorgnia (2008) and SaRotD50 prediction from CBR
model. The magnitude scaling of both models are very similar, and the predictions are within a
factor of 1.66. For comparison, the original NGA models are generally within a factor of 1.5 to 2
of each other for similar cases (Abrahamson et al., 2008). Given that there is expected variability
due to modeling a different intensity measure and using a different database, we conclude that the
results are reasonably close to each other.

Comparison of distance scaling

The distance scaling of CBR and Campbell and Bozorgnia (2008) is compared for the case when
magnitude is 7 and Vs30 is 760 m/sec. Figure 5.2 shows the comparison of predictions from Camp-
bell and Bozorgnia (2008) and CBR models as a function of distance. Both models show very
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Figure 5.1 Comparison of magnitude scaling of the Campbell and Bozorgnia (2008) and CBRmodel
fitted in this study, for Rrup = 30 km, Vs30 = 760 m/sec and periods (a) 0.1 sec, (b) 0.2 sec,
(c) 1 sec, and (d) 3 sec.
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Figure 5.2 Comparison of distance scaling of the Campbell and Bozorgnia (2008) and CBR model
fitted in this study for M = 7, V s30 = 760 m/sec and periods (a) 0.1 sec, (b) 0.2 sec, (c) 1
sec and (d) 3 sec.

similar distance scaling and are within a factor of 1.6.

Comparison of Vs30 scaling

The Vs30 scaling of CBR and Campbell and Bozorgnia (2008) is compared when magnitude is 7 and
Rrup and Rjb are 30 km. Figure 5.3 shows the predictions from Campbell and Bozorgnia (2008)
and CBR models as a function of Vs30. The predictions are close to each other and are within a
factor of 1.6 from each other.

Comparison of response spectra predictions

The median response spectra predicted by Campbell and Bozorgnia (2008) and the CBR model
are compared for strike-slip earthquakes of magnitudes 5,6, 6.5, and 7.5 at Rrup and Rjb of 10 km
at a rock site. The comparison is shown in Figure 5.4 and the predictions are within a factor of
1.5 of each other. Note that the median response spectra predicted by CBR model is not smooth.
Smoothing of coefficients, which is a common post-processing used in the NGA models, was not
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Figure 5.3 Comparison of Vs30 scaling of the Campbell and Bozorgnia (2008) and CBR model fitted
in this study for M = 7, Rrup = 30 km and periods (a) 0.1 sec, (b) 0.2 sec, (c) 1 sec, and
(d) 3 sec.
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Figure 5.4 Comparison of the median response spectra predicted by Campbell and Bozorgnia
(2008) and CBR model for (a) M = 5, (b) M = 6, (c) M = 6.5, and (d) M = 7.5.

done after the CBR regression.

Validation of fitting algorithm

The Campbell and Bozorgnia (2008) ground motion model was fitted to predict the SaGMRotI50 in-
tensity of a ground motion, while the CBRmodel was fitted to predict the SaRotD50 intensity. Since
the SaGMRotI50 and SaRotD50 intensity measures are generally close to each other (e.g., Boore,
2010), we expect the prediction from Campbell and Bozorgnia (2008) and CBR to be similar. The
comparison of magnitude, distance and Vs30 scaling shows that the two models are close to each
other within reasonable error.

5.3.2 Fitting the CBSB Model

After validating the mixed-effects regression algorithm, we used it to fit the CBSB ground-motion
model (Equation 5.2). The list of directivity pulses (records with Idirectivity = 1) and their periods
required to fit CBSB model were taken from Chapter 4. The CBSB model coefficients were fitted
empirically in two stages. In the first stage, mixed-effects regression was performed without any
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constraints. After the first regression the coefficients were compared with those from the CBR
model to find the coefficients that produced significant changes in the ground-motion intensity
prediction. To check the significance of parameters, all parameters were set to their CBR values,
and each coefficient was changed one at a time to their value found in the first stage of CBSB
regression. Using this method we were able to isolate the change in median intensity prediction due
to change in each parameter. Changes in coefficients c1, c2, c3, c4c5, c7, and c8 produced significant
change in the median prediction of ground-motion intensity, and these coefficients were labeled as
important parameters. We refitted the CBSB model keeping the non-important parameters fixed to
their CBR values. The fixing of coefficient was performed to isolate the change in models to only
those coefficients that results in significant changes in the prediction. This makes the comparison
between the two models easier as explained earlier.

The directivity model described in Equation 5.3 uses coefficients b0, b1, and b2, which are period
independent; other ground-motion model coefficients (c0 to c12) depend on the spectral acceleration
period. Fitting of period-dependent and independent coefficients together makes this regression
more complex than that for regular ground-motion models, and an iterative technique was used.
Initially, all coefficients were allowed to change with period. In the next step the values of co-
efficients c0 to c12 were fixed to that in the previous model, and period-independent coefficients,
b0, b1, and b2 were fitted using data pooled across all periods. Finally c0 to c12 were re estimated
from regression with fixed period-independent coefficients b0, b1, and b2. The last two steps were
repeated until the coefficients converged to their final values. The coefficients estimated from the
final regression are presented in Tables 5.2 and 5.3.

Directivity amplification

As explained above, presence of a directivity pulse amplifies the spectral acceleration (Sa) in a band
of periods close to the period of the pulse. Thus, we expect a ground-motion model accounting for
directivity effects to predict a different spectral shape than that predicted by a ground-motion model
without any explicit directivity terms. Figure 5.5 shows the median response spectra predicted by
the CBR and the CBSB models from a strike-slip earthquake of magnitude 6.5 at a distance of 10
km (Rjb = Rrup for vertical strike-slip fault). For this comparison the Idirectivity is set to 1 and Tp
is set to 2.2 sec (median Tp for M = 6.5). Note that specifying values of Idirectivity and Tp assumes
occurrence of a particular pulse. Although one can assume occurrence of a particular pulse when
computing ground-motion intensity from a specified scenario, when predicting ground motions
from a future earthquake one does not know the value of Idirectivity and Tp. In this case Idirectivity
and Tp can be treated as random variables, and Idirectivity can be modeled as a Bernoulli random
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Table 5.2 Coefficients for the CBSB ground-motion model.

T(s) c0 c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12
0.01 -1.729 0.510 -0.440 -0.396 -2.278 0.185 5.779 0.227 -0.493 0.675 1.017 -0.030 0.292
0.02 -1.693 0.519 -0.455 -0.390 -2.299 0.186 5.758 0.214 -0.510 0.697 1.062 -0.027 0.282
0.03 -1.569 0.509 -0.418 -0.419 -2.321 0.187 5.766 0.199 -0.516 0.731 1.125 -0.036 0.310
0.05 -1.227 0.523 -0.389 -0.491 -2.467 0.201 5.890 0.143 -0.584 0.803 1.248 -0.032 0.342
0.075 -0.670 0.536 -0.397 -0.571 -2.673 0.220 7.116 0.092 -0.707 0.819 1.442 -0.077 0.350
0.1 -0.327 0.526 -0.383 -0.611 -2.705 0.225 8.033 0.082 -0.657 0.813 1.546 -0.054 0.318
0.15 -0.145 0.511 -0.428 -0.531 -2.606 0.206 8.800 0.116 -0.500 0.765 1.789 -0.067 0.424
0.2 -0.496 0.495 -0.393 -0.473 -2.352 0.182 7.704 0.162 -0.297 0.706 2.000 -0.008 0.445
0.25 -0.894 0.508 -0.363 -0.474 -2.246 0.172 6.695 0.226 -0.230 0.642 2.149 0.001 0.345
0.3 -1.158 0.525 -0.425 -0.331 -2.177 0.172 6.183 0.233 -0.259 0.676 2.273 -0.034 0.292
0.4 -1.443 0.524 -0.340 -0.307 -2.135 0.173 5.493 0.298 -0.200 0.619 2.408 0.030 0.237
0.5 -2.534 0.679 -0.471 -0.207 -2.032 0.160 5.024 0.316 -0.141 0.590 2.369 0.006 0.183
0.75 -4.800 1.000 -0.778 -0.130 -1.986 0.159 4.294 0.354 -0.076 0.647 1.978 0.002 0.101
1 -6.388 1.207 -0.835 -0.126 -1.992 0.156 4.207 0.385 0.097 0.545 1.467 0.094 0.140
1.5 -8.705 1.503 -0.956 -0.204 -1.997 0.157 4.219 0.358 0.008 0.527 0.373 0.215 0.085
2 -9.742 1.581 -0.743 -0.444 -2.014 0.157 4.409 0.343 0.024 0.402 -0.471 0.212 0.034
3 -10.652 1.564 -0.114 -0.966 -1.841 0.133 4.633 0.260 -0.054 0.129 -0.795 0.148 0.010
4 -11.323 1.543 0.264 -1.223 -1.794 0.124 4.647 0.152 -0.032 -0.112 -0.783 0.087 0.053
5 -11.797 1.535 0.547 -1.454 -1.677 0.116 4.723 -0.021 -0.122 -0.230 -0.756 0.010 0.038
7.5 -12.623 1.487 0.662 -1.312 -1.632 0.126 4.520 -0.096 -0.494 -0.354 -0.669 0.028 0.068
10 -13.128 1.552 0.298 -1.006 -1.733 0.128 4.165 -0.294 -0.358 -0.383 -0.476 0.195 0.080

Table 5.3 Period-independent coefficients of the directivity terms.

b0 0.72
b1 -1.10
b2 -0.19

variable with probability of directivity pulse given by Equation 5.16 given below

P (directivity) =


1

1+exp(0.790+0.138Rrup−0.353
√
s+0.020θ)

strike-slip fault,
1

1+exp(1.483+0.124Rrup−0.688
√
d+0.022ϕ)

non-strike-slip fault.
(5.16)

Tp can be described by a log-normal distribution with µlnTp and σlnTp , described by Equations 5.17
and 5.18 below

µlnTp = −6.207 + 1.075M, (5.17)

σlnTp = 0.61. (5.18)

See Chapter 4 for more details about these equations. The median ground-motion intensities when
Tp and Idirectivity are unknown can be computed by taking a expectation over the random variables
as shown by Equations 5.19 and 5.20

lnŜa = EIdirectivity ,Tp|M,R,V s30...[f(M,R, T, V s30, . . .) + Idirectivity ∗ lnAmp(T, Tp)], (5.19)
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Figure 5.5 Comparison of the median response spectra predicted by CBSB and CBR models when
a directivity pulse of period 2.2 sec is assumed to have occurred.
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lnŜa = f(M,R, T, V s30, . . .) + P (directivity|M,R, T, V s30, . . .)

∗ ETp|M(lnAmp(T, Tp)). (5.20)

where the distribution of Tp given M and the probability of pulse are computed using the Equa-
tions 5.16, 5.17, and 5.18. Note that the probability of pulse computation requires the knowledge of
source-to-site geometry (location of hypocenter and the site relative to the rupture). If the geometry
information is not known, another expectation over the locations can be performed, as discussed
below. Closed-form solution of the expectation of lnAmp(T, Tp) over Tp|M exists and is derived
in Appendix C. Thus, we can compute the expectation shown in Equation 5.20 using a closed form
equation rather than doing a numerical integration. Figure 5.6 shows the response spectra predicted
by Equation 5.20, for an earthquake with magnitude of 6.5 at a distance of 10 km and a source-
to-site geometry that has a probability of observing a directivity pulse of 0.6. For comparison, the
CBR spectra and the CBSB spectra for a particular pulse observation are also shown.

Figure 5.6 shows that when the period of pulse is known the CBSB model amplifies a small
region of periods close to the pulse period and the amplification can be large (up to 2 times). When
the pulse occurrence is uncertain, the magnitude of amplification decreases and a wider range of
period is now amplified (as the pulse period is random). One should note that even in the uncertain
Tp and Idirectivity case the amplification can be up to 1.3 times.

Deamplificaiton

The CBR ground-motion model was fitted to provide prediction of ground motion under the ab-
sence of any information about directivity pulses (information like occurrence of a directivity pulse,
period of the pulse, etc.). When some information related to directivity pulses is known, the CBSB
model is fitted to provide prediction of ground-motion intensity. Thus, if the CBSB model shows
amplification with respect to the CBR model when a directivity pulse is observed (i.e., Idirectivity
= 1), it should predict deamplification with respect to the CBR model given the information that
pulse is not observed. Figure 5.7 compares the median spectra predicted by CBSB with CBR for a
strike-slip earthquake with magnitude 7.5 and distance 1 km and 20 km. The Idirectivity parameter
in CBSB is set to 0 to obtain the prediction for a particular case when a directivity pulse is not ob-
served at the site. The CBSB model predicts lower ground-motion intensities than the CBR model,
but the deamplification is stronger at 1 km than at 20 km, which is expected as the probability of ob-
serving directivity pulses is very low at 20 km. Therefore, in the absence of any information about
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Figure 5.6 Comparison of the median response spectra predicted by CBR model and the CBSB
model when a directivity pulse of period 2.2 sec is assumed to have occurred and when
pulse occurrence is considered uncertain. For the uncertain pulse, case P(directivity) is
assumed to be 0.6 and the Tp follows the log-normal distribution described by Equations
5.17 and 5.18.
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Figure 5.7 Comparison of the median response spectra predicted by CBR model and the CBSB
model when Idirectivity is set to 0. The comparisons are for Rrup = 1 km and Rrup = 20
km.

directivity pulses the CBR model predicts the intensity that is closer to the no-pulse prediction of
CBSB model.

5.4 AVERAGE DIRECTIVITY AMPLIFICATION

The CBSB ground-motion model as presented in Equation 5.2 assumes the knowledge of directiv-
ity pulse occurrence (i.e., the value of Idirectivity) and its period (Tp). When predicting the ground
motion from a future earthquake, the value of these parameters are unknown. Although the values
of Idirectivity and Tp are unknown, it is reasonable to assume some knowledge about the scenario
of interest (even the most basic ground-motion models assume knowledge ofM , R). In this case,
the expected value of lnSa conditioned on available information can be used as a prediction for
ground-motion intensity from a future earthquake. When location of the rupture and the hypocenter
is known, Equation 5.20 gives the mean lnSa. Rupture location and hypocenter location are not
known from future earthquake, so to use Equation 5.20 further expectation over possible rupture
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and hypocenter location may be needed. Although it is common in PSHA computations to take ex-
pectation over possible future fault rupture locations, taking expectation over possible hypocenter
locations is not as common. Taking expectation over possible hypocenter locations is recommended
in literature (e.g., Abrahamson, 2000), but it adds considerable computational overhead and is only
required when accounting for directivity effects. Significant computational savings can be achieved
by pre-computing the average directivity amplification (lnAmp) over possible source-to-site ge-
ometries. We modified the CBSB ground motion model to use pre-computed average directivity
amplification, as shown by Equation 5.21 below

lnSa = f(M,R, T, V s30, . . .) +

{
Idirectivity · lnAmp(T, Tp) known Idirectivity, Tp
µlnAmp|M,R,T,... unknown Idirectivity, Tp

(5.21)

The average directivity (µlnAmp|M,R,T,...) can be computed by taking the expectation given all
known parameters. Next, we will compute the average directivity amplification assuming the
knowledge of parameters used in the base ground-motion model (Campbell and Bozorgnia, 2008).
Note that this case assumes the minimum possible knowledge as without these parameters no pre-
diction can be made. If some parameters required by the base ground-motion model are unknown,
relationships proposed by Kaklamanos et al. (2011) can be used to guess appropriate values.

5.4.1 Average Directivity Computation

The average directivity amplification can be computed either empirically using the NGA-West2
database used to fit the ground-motion models in this study or by using the probability distribu-
tions for each parameter and computing the expectation through numerical integration. As only
145 directivity pulses were found in the NGA-West2 database, there is a high probability that the
distribution of important parameters in the databasemay be biased as a result of small sample effects
. Since the ground-motion models are fitted to predict future earthquakes and not just to predict the
recordings in the database, averaging over a biased distribution may lead to biased ground-motion
intensity prediction from future earthquakes. To prevent this bias we decided to compute the ex-
pected directivity amplification through numerical integration using the probability distribution of
each parameter.

Strike-slip ruptures

To compute the expected value of IdirectivitylnAmp(T, Tp), it is necessary to compute the average
directivity amplification. The Idirectivity and Tp terms are modeled by Equations 5.16 to 5.18. For
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strike-slip ruptures the probability of directivity depends on R, s, and θ, and the distribution of Tp
depends on magnitude (M ). Given this information we can compute the directivity amplification
expected at a site given only the values of M , R, and T . Note that the source-to-site geometry
parameters depends on the dip of the fault. Since this study only aims to illustrate the procedure to
include directivity effects in ground-motion models and not propose a new ground-motion model,
for simplicity we present results for faults with dip of 90 degrees (vertical strike-slip faults). Similar
calculations can be done for faults with different dips.

Given the values of M , R (for vertical faults R = Rrup = Rjb), and T , expectation over s, θ
and Tp needs to be taken to compute the conditional average directivity amplification as shown by
Equation 5.22 below:

µ(lnAmp|M,R,T ) =

∫
s

∫
θ

∫
Tp

P (pulse|R, s, θ,M)lnAmp(T, Tp)

P (s, θ, Tp|M,R, T )dTp · dθ · ds. (5.22)

In the expectation integral shown in Equation 5.22, the pulse period only depends on magnitude;
therefore, the expectation can be split as shown below

µ(lnAmp|M,R,T ) =

(∫
s

∫
θ

P (pulse|R, s, θ,M)P (s, θ|M,R)dθ · ds
)

(∫
Tp

lnAmp(T, Tp)P (Tp|M)dTp

)
. (5.23)

The integration over Tp is shown in Appendix C. The integration over the geometry parameters (s,
θ) is more involved and its computation is described below.

Given a magnitude M and closest distance R, several source-to-site geometries are possible.
The values of s and θ depend on the rupture length, location of site relative to the rupture and the
location of hypocenter on the fault rupture. Therefore, the integration over s and θ in Equation 5.23
can be computed using the following:
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Figure 5.8 Diagram showing location of sites at a distance R from a vertical strike-slip rupture.
Note in this case R is both the Rjb and Rrup.

(∫
s

∫
θ

P (pulse|R, s, θ,M)P (s, θ|M,R)dθ · ds
)

=

∫
L

∫
z

∫
loc

P (pulse|L, z, loc,M,R)P (L, z, loc|M,R)dloc · dz · dL (5.24)

=

∫
L

∫
z

∫
loc

P (pulse|L, z, loc)P (loc|z, L,M,R)P (z|L,M,R)P (L|M,R)dloc · dz · dL (5.25)

=

∫
L

∫
z

∫
loc

P (pulse|L, z, loc)P (loc|L,R)P (z|L)P (L|M)dloc · dz · dL (5.26)

where L is the length of rupture that is assumed to follow the distribution described by Wells and
Coppersmith (1994), given the value of M (it is independent of R). z represents the location of
hypocenter and is assumed to be distributed uniformly over the rupture plane (following Abra-
hamson, 2000). Note that given L, the hypocenter distribution is independent of other parameters.
There is some evidence that hypocenter location can follow a distribution other than uniform (e.g.,
Mai et al., 2005) and any distribution can be used in the equation above. We chose uniformly dis-
tributed hypocenters as it is commonly used in practice and also simplifies the computation. The
parameter loc represents the location of site at a distance R from the rupture, as shown in Figure
5.8. All sites at a distance of R from the rupture are assumed to have equal probability. For a
dipping fault, the fault width will also have an influence on the location of sites at a distance of R
from the fault, but for the vertical fault considered here it has no effect.

Figure 5.10 shows the average directivity amplification at different distances (R) and periods
(T ) as a function of the magnitude (M ). The location of the peak of average amplification, along
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Figure 5.9 Diagramshowing difference in the value of parameter d for sites at same closest distance
on hanging wall (d1) and foot wall (d2).

the magnitude axis, is period dependent. This was expected as larger magnitude ruptures produce
directivity pulses with higher periods and thus amplify the spectral acceleration at higher periods. A
similar relationship between directivity amplification, magnitude, and spectral acceleration periods
can be seen in Figure 5.11. Figure 5.12 shows the decay in directivity amplification with distance,
which is a direct result of decrease in probability of directivity with distance.

Non-strike-slip ruptures

The computation of average directivity for non-strike-slip ruptures is similar to the strike-slip case
described above. As mentioned above, the fault width becomes an important parameter for dipping
faults. The distribution of fault width given the magnitudeM is computed using Wells and Cop-
persmith (1994). As shown in Figure 5.9, a site at distance R on hanging wall side has a different
d than that on the foot-wall side. Thus, the geometry parameters have different distributions on the
hanging-wall and foot-wall sides. Since the hanging-wall flag is a standard input to the Campbell
and Bozorgnia (2008) model, different average directivity values for hanging walls and foot walls
can be computed. Wells and Coppersmith (1994) report different distributions for rupture length
and width givenM for normal and reverse faults. Although the directivity model used here does not
discriminate between normal and reverse cases, using Wells and Coppersmith (1994) to compute
distribution of rupture length and width will produce different average directivity amplification
results for normal and reverse faults.

5.4.2 Fitting Functional Forms to Average Directivity Amplification

To use the average directivity ground-motion model shown in Equation 5.21 we need to fit models
to predict the average directivity amplification.
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Table 5.4 Coefficients for the average directivity amplification model.

T(s) a0 a1 a2 a3 a4
0.01 -9.39 0.15 3.94 -0.54 4.57
0.02 -13.56 0.15 4.17 -0.51 5.62
0.03 -12.41 0.15 3.65 -0.51 5.63
0.05 -10.68 0.15 3.00 -0.50 5.63
0.075 -9.09 0.15 2.49 -0.50 5.64
0.1 -7.85 0.15 2.13 -0.50 5.64
0.15 -5.89 0.15 1.62 -0.50 5.63
0.2 -4.26 0.15 1.23 -0.51 5.61
0.25 -2.73 0.14 0.90 -0.52 5.57
0.3 -1.03 0.14 0.55 -0.54 5.49
0.4 5.04 0.15 -0.64 -0.55 4.91
0.5 6.71 0.15 -0.96 -0.50 4.87
0.75 8.78 0.15 -1.32 -0.42 4.95
1 10.12 0.15 -1.52 -0.37 5.06
1.5 11.94 0.14 -1.77 -0.31 5.28
2 13.25 0.13 -1.93 -0.27 5.46
3 15.24 0.12 -2.16 -0.22 5.65
4 16.82 0.11 -2.34 -0.17 5.65
5 18.16 0.11 -2.49 -0.12 5.45
7.5 20.29 0.10 -2.74 -0.02 2.56
10 20.70 0.10 -2.78 -0.00 25.89

Strike-slip ruptures

A functional form to predict the average directivity for vertical strike-slip faults is shown below

µ(lnAmp|M,R,T ) =
1

1 + exp(a0 + a1R + a2M)
exp(a3(M − a4)

2) (5.27)

The first term in the equation above is influenced by the functional form used to predict the prob-
ability of a directivity pulse (Equation 5.16). The second term is related to the functional form
of the expected value of lnAmp(T, Tp) given M derived in Appendix C. The coefficients of this
model (a0 to a4) are period dependent and were found by minimizing square errors at each period
(T ) separately. Table 5.4 lists the coefficients at 21 different periods, and Figures 5.10, 5.11, and
5.12 compare the fitted function with computed values of average directivity using Equation 5.22.
To use this model at other periods one can use linear interpolation to find the average directivity
amplification at the period of interest.
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Figure 5.10 Comparison of average directivity computed using Equation 5.22 (solid lines) and pre-
dictions from Equation 5.27 (dashed lines). The comparison is shown as a function of
M at various R values. The period is 1 sec in (a) and 7.5 sec in (b).
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Figure 5.11 Comparison of average directivity computed using Equation 5.22 (solid lines) and pre-
dictions from Equation 5.27 (dashed lines). The comparison is shown as a function of
T at various R values. The magnitude (M ) is 6.5 in (a) and 7.5 in (b).
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Figure 5.12 Comparison of average directivity computed using Equation 5.22 (solid lines) and pre-
dictions from Equation 5.27 (dashed lines). The comparison is shown as a function of
R at various M values. The period is 1 sec in (a) and 7.5 sec in (b).
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Figure 5.13 Comparison of prediction from CBR and CBSB model when directivity parameters are
unknown. The comparison is shown for a vertical strike-slip rupture of magnitude 6.5.
The site is 1 km away from the rupture and the site has Vs30 = 760 m/sec and Z2.5 = 2
km.

5.5 COMPARISON OF GROUND-MOTION PREDICTIONS

5.5.1 Median Predictions from CBR and CBSB with Average Directivity

Figure 5.13 shows median spectra predicted by the CBR model and CBSB model when Idirectivity,
Tp and hypocenter location are unknown (using Equation 5.22). The CBR model is fitted to give
unbiased prediction with respect to the subset of NGA-West2 database used for fitting when direc-
tivity effects are ignored, while CBSB with average directivity model separates the directivity and
non-directivity parts of the ground-motion model. The average directivity model was computed
through numerical integration using the probability distribution of each parameter given M , R,
and T , as explained above. This numerical integration approach was taken to avoid any bias due
to small sample effects in the dataset. The close agreement between the predictions from CBR and
CBSB with average directivity models in Figure 5.13, may point to lack of any significant bias in
the sampling of directivity parameters in the subset of NGA-West2 database used to fit the models.
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5.5.2 Comparison of CBSB Predictions under Different Levels of Information

The prediction from CBSB model at three different sites shown in Figure 5.14 are compared. The
parameters used in CBR model have the same values at all the sites (M = 6.5, R = 0 km, Ztor =
0, Z2.5 = 2 km, δ = 90, λ = 180, Vs30 = 760 m/sec) while the directivity parameter s is different
at different sites (θ is 0 at all sites). The comparisons are made for two cases when the location
of epicenter is unknown (case 1) and when it is known (case 2). For these comparisons we have
assumed the length and location of rupture to be known. The length of rupture is taken to be 29 km,
which is the median length for a magnitude 6.5 earthquake according to Wells and Coppersmith
(1994).

Under the assumption of uniformly distributed epicenter along the fault length, sites A and C
are equivalent to each other due to symmetry. Thus, we expect the predicted spectra from CBSB
model at sites A and C to be the same. Note that site A and C are equivalent under a more general
assumption of epicenter location having a distribution symmetric about the middle of the fault. Site
B is located in the middle of the rupture so the maximum value s can take is half of rupture length,
while this is equal to rupture length for sites A and C. Thus, we expect the average amplification
due to directivity at site B to be lower than sites A and C when the epicenter location is unknown.
Figure 5.15 shows the median response spectra prediction at the three sites from CBSB and CBR
model. The median response spectra predicted by CBSB model at sites A and C are equal to each
other as expected, while the prediction at site B is lower than that at A and B, which is also in line
with expectation. Note that the CBR prediction–which ignores directivity effects–is lower than
CBSB prediction at all sites in a range of periods from 0.3 sec to 4 sec.

Figure 5.16 shows the median spectra prediction at the three sites in Figure 5.14 when the
epicenter is assumed to be located at the location of site C. In this case s is 0 at site C, half the
rupture length at site B, and equal to the rupture length at site A. The figure shows largest spectral
accelerations at site A followed by B and lowest Sa at site C. Again, the prediction from CBR
model is shown for comparison.

5.5.3 Standard Deviations from the Ground-Motion Models

Table 5.5 shows the estimates of standard deviation of total error (i.e., between-event error + within-
event error) for the CBR model, the CBSB model assuming the occurrence of pulse and its period
is known and the CBSBmodel when the occurrence of pulse and its period are unknown. Residuals
of predictions from each model were computed using the subset of NGA-West2 database used for
fitting, and the standard deviations were estimated empirically from them. The standard deviation
of total error (σ) of both the CBSB and CBR models are similar to each other at low periods, and
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Figure 5.14 The three sites and fault rupture used for comparison of the CBSB model prediction.
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Figure 5.15 Comparison of median prediction from the CBSB model when the epicenter location is
unknown for the three sites shown in Figure 5.14 . Median spectra prediction from the
CBR model is also shown for comparison.
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Figure 5.16 Comparison of median prediction from the CBSB model when the epicenter location is
known for the three sites shown in Figure 5.14. The epicenter is assumed to be located
at the location of site C. Median spectra prediction from the CBR model is also shown
for comparison.
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Table 5.5 Standard deviation of total error (σ) for different models considered in the study.

T(s) CBR CBSB CBSB
known Idirectivity and Tp unknown Idirectivity and Tp

0.01 0.540 0.541 0.541
0.02 0.544 0.546 0.546
0.03 0.557 0.558 0.558
0.05 0.600 0.603 0.603
0.075 0.649 0.655 0.655
0.1 0.660 0.668 0.668
0.15 0.617 0.619 0.620
0.2 0.592 0.591 0.592
0.25 0.575 0.573 0.574
0.3 0.591 0.589 0.590
0.4 0.609 0.608 0.610
0.5 0.633 0.633 0.634
0.75 0.674 0.671 0.675
1 0.684 0.680 0.685
1.5 0.664 0.658 0.665
2 0.645 0.640 0.646
3 0.642 0.634 0.643
4 0.636 0.626 0.637
5 0.644 0.629 0.647
7.5 0.666 0.640 0.669
10 0.635 0.611 0.635

there is a modest decrease in σ of about 3.8% at high periods when information about observation
of pulse and its period is known. When the Idirectivity and Tp are unknown the CBSB model and
CBR models have similar σ. The reduction in σ shows improvement in model prediction from
incorporating new parameters. Directivity effects are most prominant at sites near the fault and
the spectral acceleration amplification affects larger periods. Thus, if the model improvement is a
result of better accounting of directivity effects, the sigma reduction should be higher at sites close
to the fault and at larger periods. Figure 5.17 shows model σ as the function of Rrup at 0.2 and
2.0 sec spectral acceleration periods. Loess or local regression (e.g., Hastie et al., 2001) was used
to compute the expected value of residuals (E[residual]) and square residuals (E[residual2]) as
a non-parametric function of Rrup. These non-parametric estimates were then used the compute
the σ (

√
E[residual]2 − E[residual2]) as a function ofRrup, as shown in the figure. As expected,

most of the sigma reduction occurs at sites close to the fault and at higher periods.
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Figure 5.17 Comparison of σ of residuals from the CBR, CBSB, and CBSB models with ran-
dom/unknown Tp and Idirectivity as a function of Rrup for (a) T = 0.2 sec and (b) T = 2
sec. Published values of σ from Campbell and Bozorgnia (2008) are also shown for
comparison.

5.6 CONCLUSION

A method to explicitly include directivity effects in ground-motion models has been proposed and
studied. Two ground-motion models, with and without explicit directivity terms, were fitted using
the NGA-West2 database. The ground-motion models were compared to each other and changes
due to inclusion of directivity terms were studied in detail.

The ground-motion model with explicit directivity terms uses some parameters that may not
be known in some cases. We proposed to use the expected value of the ground-motion model
prediction conditioned on available information as a prediction of ground-motion intensity in such
cases. Several example predictions under different levels of information were studied in this report.
We found that the median and standard deviation of the predictions from both directivity and non-
directivity ground-motion models were similar to each other when no information regarding the
directivity parameters were available. The directivity ground-motion model was able to differen-
tiate between different source-to-site geometries and provided better prediction of ground-motion
intensity when such information was available, however.

The method proposed here expands the ability of ground-motion models to incorporate ad-
ditional predictor variables in the Sa predictions, while giving a reasonable prediction when the
values of the extra variables are not known.
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6 Approximate Deaggregation Results for Haz-
ard Consistent Ground Motion Selection in
Near-Fault Regions

6.1 INTRODUCTION

Design of structures requires estimation of structural response orEDP from future ground-motions
expected at the design seismic hazard level. The EDP from a future earthquake is unknown be-
cause of uncertainty in several factors, such as material properties, structural model parameters,
ground-motion input, etc. Of these, the uncertainty in future ground-motion is responsible for most
of the uncertainty in EDP (e.g., Padgett and DesRoches, 2007; Katsanos et al., 2010). Lack of
knowledge about source, site, and path effects makes the ground-motion time history from a fu-
ture earthquake random or uncertain. Thus, to model the distribution of future EDP , a set of
ground motions representing ground-shaking at the selected hazard level is generally used as input
to nonlinear time history analysis. Generally, sets of recorded ground-motion time histories that
have intensity similar to the selected hazard level and were produced by events similar to the ones
causing the hazard are used to represent future ground motion at the site (e.g., Shome et al., 1998;
Bommer and Acevedo, 2004). Deaggregation of PSHA results (e.g., Bazzurro and Cornell, 1999) is
used to find the probability distribution over the earthquake scenarios responsible for exceedance
of the selected hazard level. The recorded time histories from earthquakes similar to scenarios
with high deaggregated probability (or most likely scenarios causing the hazard exceedance) can
be selected for nonlinear analysis.

Libraries of recorded time histories, though growing in size, are generally sparse with respect
to the large magnitude nearby events of most importance to engineers. This makes finding a large
set of ground motions for several earthquake scenarios difficult. In practice, surrogate strategies
like matching to a target spectra, scaling of time histories, etc., are often used to overcome the
sparseness of ground-motion database (e.g., Beyer and Bommer, 2007; Kottke and Rathje, 2008;
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Baker, 2011; Jayaram et al., 2011; Lin, 2012). Sets of simulated or spectrally modified ground-
motion time histories representing the hazard level of interest are also used as input to nonlinear
dynamic analysis in practice (e.g., Hancock et al., 2006; Al Atik and Abrahamson, 2010), but we
will focus on selection of recorded time-histories from past earthquakes in this chapter.

In this study we consider ground-motion selection at near-fault sites, focusing on selecting sets
of ground-motions that properly account for the effects of near-fault directivity. Directivity effects
can cause ground motions with a large velocity pulse at the beginning of the time history (Mavroei-
dis et al., 2004; Baker, 2007) and the presence of a velocity pulse has a significant effect on the
response of the structure (e.g., Bertero et al., 1978; Anderson and Bertero, 1987; Hall et al., 1995;
Iwan, 1997; Alavi and Krawinkler, 2001; Menun and Fu, 2002; Makris and Black, 2004; Mavroei-
dis et al., 2004; Akkar et al., 2005; Luco and Cornell, 2007). To properly account for the effect of
directivity pulses on structural response, the selected set of hazard consistent ground-motions must
contain appropriate number of pulse-like ground motions, where the number of pulse-like ground
motions can be chosen to reflect the probability that the selected hazard level is exceeded due to
a directivity pulse. Also, the period of the pulse has a significant effect on structural response
(e.g., Alavi and Krawinkler, 2001; Champion and Liel, 2012). Thus, the periods of the pulses in
the selected set of records should also be consistent with the expected distribution causing hazard
exceedance. The probability that a directivity pulse causes the hazard exceedance and the distri-
bution of pulse periods causing this exceedance can be computed using PSHA deaggregation as
demonstrated in Chapter 2.

A PSHA computation properly accounting for directivity effects is needed to compute the deag-
gregated distributions of pulse occurrence (Idirectivity) and pulse period (Tp). Accounting for direc-
tivity effects in PSHA is computationally expensive and not common in practice. Though PSHA
with directivity effects is not common yet, there is an immediate need for guidance regarding ground
motion selection in near-fault regions. In this chapter we study the results from PSHA computa-
tions with and without explicit inclusion of directivity effects to derive relationships that can help
approximately estimate the Idirectivity and Tp deaggregation using only the results from common
non-directivity PSHA computations.

6.2 PROBABILITY OF DIRECTIVITY PULSE CAUSING
EXCEEDANCE OF A GIVEN SA LEVEL

The number of pulse-like groundmotions in the set selected for structural analysis should reflect the
probability of directivity pulse occurrence, conditioned on hazard exceedance at the site (Idirectivity
deaggregation). The PSHA computations were performed at eight sites shown in Figure 6.1 around
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a 60km long fault to study the Idirectivity and Tp deaggregation. Figures 6.2 and 6.3 shows the result
of Idirectivity deaggregation conditioned onSa(3s) exceedance at the considered sites. These figures
show that the probability of a pulse causing the Sa exceedance is dependent on the source-site
geometry and decreases with increasing distance from the fault. Also, directivity pulses have higher
likelihood of causing hazard exceedance at sites located at the end of the fault than at sites located in
the middle of the fault. Tables 6.1 and 6.2 show the Idirectivity deaggregation results conditioned at
Sawith 2% in 50 years and 10% in 50-year probability of exceedance at several periods. The tables
show that along with source-to-site geometry dependence, P (directivity|Sa > x) also depends on
spectral acceleration period. For the case under consideration, the P (directivity) peaks at a period
of 3 sec at all distances and decreases away from it.

To derive a relationship which approximately capture these complex dependencies, we start
with the exact equation to compute P (directivity|Sa > x) and then add approximations.
P (directivity|Sa > x) can be computed using the law of total probability as shown below

P (directivity|Sa > x) =

∫
M

∫
R

P (directivity|Sa > x,m, r)fM,R(m, r)dmdr. (6.1)

Here, contribution from different earthquake scenarios, i.e., magnitudes (M ) and distances (R),
are combined together to compute the P (directivity|Sa > x). fM,R(m, r) represents the joint
distribution of M and R. As a first approximation we assume that only one scenario contributes
to the hazard and that scenario is assumed to be the one with magnitude M̄ and distance R̄, where
M̄ is the mean of the deaggregated magnitude distribution (or

∫
M
mfM(m|Sa > x)dm) and R̄ is

the mean of the deaggregated distance distribution (
∫
R
rfR(r|Sa > x)dr). Here, fM(m|Sa > x)

and fR(r|Sa > x) represents the deaggregated magnitude and distance distributions respectively.
Thus, fM,R(m, r) is assumed to be a delta function that is 0 everywhere except at m = M̄ and
r = R̄. Using this approximation in Equation 6.1 we get

P (directivity|Sa > x) ≈ P (directivity|Sa > x, M̄, R̄). (6.2)

Note that assuming linearity of P (directivity|Sa > x, M̄, R̄) near M̄ and R̄, leads to the same
result as shown in Appendix D. Using Bayes’ rule we can write

P (directivity|Sa > x) ≈ P (directivity|Sa > x, M̄, R̄) (6.3)

=
P (Sa > x|directivity, M̄ , R̄)P (directivity|M̄, R̄)

P (Sa > x|M̄, R̄)
(6.4)

Finally, we use the average deaggregated magnitude and distance from common non-directivity
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Figure 6.1 Location of the eight sites where PSHA was performed. Sites 1 and 5 are 0 km away
from the fault, 2 and 6 are 5 km away, 3 and 7 are 10 km away and sites 4 and 8 are 20 km
away. The fault is 60 km long and 12 km wide vertical strike-slip fault. With earthquakes
assumed to occur at a rate of 0.09 per year. Magnitudes from 5 to 7 were considered
for the study and Gutenberg-Richter b parameter was assumed to be 0.91. Note that the
source parameters were selected to represent Imperial fault as in Chapter 2.
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Figure 6.2 P (directivity|Sa > x) conditioned on different Sa(3s) levels for sites 1 to 4. The 2% in 50
years hazard is highlighted at each site by a circle and the 10% in 50 years hazard level
is highlighted by a cross.
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Figure 6.3 P (directivity|Sa > x) conditioned on different Sa(3s) levels for sites 5 to 8. The 2% in 50
years hazard is highlighted at each site by a circle and the 10% in 50 years hazard level
is highlighted by a cross.
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PSHA (say M̄nd and R̄nd) to approximate the M̄ and R̄ in Equation 6.4 to obtain

P (directivity|Sa > x) ≈ P (Sa > x|directivity, M̄nd, R̄nd)P (directivity|M̄nd, R̄nd)

P (Sa > x|M̄nd, R̄nd)
(6.5)

HereP (Sa > x|directivity, M̄nd, R̄nd) can be computed using the CBSBmodel described in Chap-
ter 5 (with Idirectivity = 1), P (directivity|M̄nd, R̄nd) can be computed by averagingP (directivity)
at the site from various possible rupture scenarios of magnitude M̄nd at distance R̄nd. A Monte
Carlo simulation can be used to simulate different ruptures with rupture length sampled from the
Wells and Coppersmith (1994) distribution (given magnitude = M̄nd) and rupture locations sam-
pled from an equi-probable distribution of locations on the fault with closest distance between
site the rupture being equal to R̄nd. The P (directivity) for each scenario can be computed using
equations developed in Chapter 4. Finally, the law of total probability can be used to compute
P (Sa > x|M̄nd, R̄nd), as shown below

P (Sa > x|M̄nd, R̄nd) =P (directivity|M̄nd, R̄nd)

· P (Sa > x|directivity, M̄nd, R̄nd)

+ (1− P (directivity|M̄nd, R̄nd))

· P (Sa > x|no-directivity, M̄nd, R̄nd). (6.6)

where P (Sa > x|directivity, M̄nd, R̄nd) can be computed using the CBSB model from Chap-
ter 5, setting Idirectivity to 1, and P (Sa > x|no-directivity, M̄nd, R̄nd) can be computed using
the CBSB model with Idirectivity set to 0. P (directivity|M̄nd, R̄nd) is computed using the Monte
Carlo simulation described above. No information other than non-directivity PSHA deaggrega-
tions and relationships developed herein is needed for this computation. Note that the CBSB
model requires Tp as an input but some computations are not conditioned on any Tp (e.g., P (Sa >

x|directivity, M̄nd, R̄nd)). To use CBSBmodels without conditioning on Tp we use the law of total
probability as shown below

P (Sa > x|directivity, M̄nd, R̄nd) =

∫
Tp

P (Sa > x|directivity, Tp, M̄nd, R̄nd)

· fTp(tp|M̄nd)dtp. (6.7)

where f(Tp|M̄nd) is the conditional distribution of the pulse period given magnitude = M̄nd as
defined in Chapter 4.
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Table 6.1 P (directivity) conditioned on 2% for a 50-year hazard at different periods and site loca-
tions.

Site Distance T = 1s T = 3s T = 5s
Site 1 0 km 0.86 0.93 0.90
Site 2 5 km 0.64 0.79 0.72
Site 3 10 km 0.40 0.56 0.49
Site 4 20 km 0.11 0.18 0.14
Site 5 0 km 0.85 0.94 0.92
Site 6 5 km 0.75 0.87 0.83
Site 7 10 km 0.59 0.75 0.72
Site 8 20 km 0.25 0.42 0.36

Table 6.2 P (directivity) conditioned on 10% for a 50-year hazard at different periods and site loca-
tions.

Site Distance T = 1s T = 3s T = 5s
Site 1 0 km 0.79 0.87 0.82
Site 2 5 km 0.52 0.64 0.58
Site 3 10 km 0.30 0.40 0.34
Site 4 20 km 0.07 0.10 0.08
Site 5 0 km 0.77 0.86 0.82
Site 6 5 km 0.63 0.74 0.71
Site 7 10 km 0.45 0.58 0.53
Site 8 20 km 0.17 0.24 0.21
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Figure 6.4 The deaggregated probability that a directivity pulse caused exceedance of hazard is
plotted as a function of period. Estimates of the deaggregated pulse probability from a
full directivity PSHA and Equation 6.5 are compared for different hazard levels at (a) site
1, (b) site 2, (c) site 3, and (d) site 4.

In Figure 6.4, P (directivity|Sa > x) computed using deaggregation from PSHA consider-
ing directivity effects is compared with the prediction from Equation 6.5 at different sites. This
figure shows that although several approximations are made between Equations 6.1 and 6.5, the
P (directivity|Sa > x) prediction from Equation 6.5 gives a reasonable estimate that captures
most of the trends discussed above. Note that plots in Figure 6.4 are not a smooth function of
period because the coefficients of the CBSB model were not smoothed, as described in Chapter 5.

6.3 PERIODS OF PULSE-LIKE GROUND MOTIONS CONDITIONED AT A GIVEN SA

LEVEL

As discussed earlier, the period of the pulse has a significant effect on the response of structures.
Thus, properly representing future observations of pulse periods in the selected set of time histories
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Figure 6.5 Tp deaggregation at site 1, for Sa with 2% in 50 years exceedance probability. Results
are for spectral acceleration periods (a) 3 sec and (b) 5 sec.

is important to improve the estimate of future EDP . Since the pulse period (Tp) is modeled as a
random variable for a given earthquake magnitude (e.g., Chapters 2, 3, and 4), ground-motions
with several Tp values contribute to the hazard, as shown in Figure 6.5.

As a wide range of Tps can cause Sa exceedance, it is important when selecting ground motions
to consider the full deaggregated Tp distribution, and not just the central tendencies like the mean
of the distribution. We follow the same procedure as above to derive an approximate deaggregated
Tp distribution (fTp(tp|Sa > x)), which uses only the deaggregation results from the common non-
directivity PSHA. Using the law of total probability, the fTp(tp|Sa > x) can be expressed as a
combination of contributions from different earthquake scenarios as shown below

fTp(tp|Sa > x) =

∫
M

∫
R

fTp(tp|Sa > x,m, r)fM,R(m, r)dmdr. (6.8)

Note that Tp for a non-pulse-like groundmotion is not defined. The occurrence of a directivity pulse
is assumed throughout the derivation; for brevity, this is not mentioned in the list of conditioning
variables. Again we make the simplifying assumption that the hazard is dominated by a single
event with magnitude M̄ at a distance R̄. Using this assumption and Bayes’ rule, we get

fTp(tp|Sa > x) ≈ fTp(tp|Sa > x, M̄, R̄) (6.9)

=
P (Sa > x|tp, M̄ , R̄)fTp(tp|M̄, R̄)

P (Sa > x|M̄, R̄)
(6.10)

As the distribution of Tp only depends on earthquake magnitude and not on distance, the above
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equation can be rewritten as

fTp(tp|Sa > x, ) ≈
P (Sa > x|tp, M̄ , R̄)fTp(tp|M̄)

P (Sa > x|M̄, R̄)
(6.11)

Finally, we use the average deaggregated magnitude and distance from common non-directivity
PSHA ( M̄nd and R̄nd) to approximate the M̄ and R̄ in Equation 6.11 to get

fTp(tp|Sa > x) ≈
P (Sa > x|tp, M̄nd, R̄nd)fTp(tp|M̄)

P (Sa > x|M̄nd, R̄nd)
. (6.12)

Here P (Sa > x|tp, M̄nd, R̄nd) can be computed using the CBSB ground-motion model (with
Idirectivity=1), fTp(tp|M̄) is given by a lognormal distribution with mean and variance given by
relationships from Chapter 4, and P (Sa > x|M̄nd, R̄nd) can again be computed using the CBSB
model.

Figure 6.6 shows the deaggregated distribution of Tp conditioned on Sa exceeding the 2% in
50 years hazard level and 10% in 50 years hazard level computed using full PSHA deaggregation
and from Equation 6.12. The figure shows that Equation 6.12 provides reasonable approximation.

6.4 NUMBER OF GROUND MOTIONS NEEDED

To properly account for the effects of pulse-like ground-motions, enough records need to be selected
to match the deaggregated distribution of Tp and Idirectivity. Since the fraction of pulse-like records
in the selected set should reflect the P (directivity|Sa > x), the total number of selected records
should at least equal 1

P (directivity|Sa>x)
times the number of pulse-like records in the set, where the

number of pulse-like records in the selected set should be enough to approximate the deaggregated
Tp distribution. It is difficult to give guidance on how many records are needed to approximate
the shape of the distribution, as the variance of the deaggregated distribution differs widely from
case to case (as can be seen in Figure 6.5). Engineering judgment should be used after hazard
deaggregation to judge the number of records needed to approximate the Tp distribution.

6.5 CONCLUSION

Amethod to approximately compute the Idirectivity andTp deaggregationwithout performing the full
PSHA computation with directivity effects is proposed. These deaggregated distributions can aid
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Figure 6.6 The deaggregated Tp distribution computed through deaggregation of a full directivity
PSHA is shown for Sa with (a) 2% in 50 years exceedance probability and (c) 10% in 50
years exceedance probability. This can be compared with the approximate distribution
computed using Equation 6.12 for Sa with (b) 2% in 50 years exceedance probability
and (d) 10% in 50 years exceedance probability. This figure shows results for site 1 and
spectral acceleration period (T ) of 3 sec.

122



in ground-motion selection for near-fault sites after accounting for directivity effects. The approx-
imate relationships were derived by starting from the exact equation that utilizes the directivity-
based PSHA procedure of Chapter 2, and adding approximations until results could be obtained
using standard PSHA results. The approximate estimates were compared with results from full
directivity PSHA and were found to be adequate for the cases considered here. Since PSHA with
directivity effects is not common yet, the models proposed here fill an urgent need to provide guid-
ance about near-fault ground-motion selection using only information that is readily available from
standard PSHA calculations.
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7 NGA-West2Models for Ground-Motion Direc-
tionality

7.1 INTRODUCTION

Structures designed to resist seismic loads are generally designed considering ground motion in
the horizontal plane. However, the acceleration response spectrum, which is the intensity-measure
used for design, is defined as the maximum response of a damped SDOD system at different periods
when excited by a single component of the ground motion (5% damping is assumed throughout,
also Sa in this report refers to pseudo spectral acceleration). Even though two-dimensional ground
motions are considered for design, the intensity measure is defined to represent single component
of the ground motion. Various methods have been proposed to compute an intensity measure rep-
resentative of the two-dimensional horizontal ground motion. These methods include using the
geometric mean of the acceleration response spectra computed using two orthogonal components
of ground motion, using the median or maximum value of response spectra over all orientations at
each period, etc. (Boore et al., 2006; Boore, 2010)

The NGA-West2 program, coordinated by PEER, will produce refined models for predicting
the median ground-motion response spectra of a ground motion when rotated over all horizontal
orientations (Bozorgnia et al., 2012); this is referred to as the SaRotD50 spectrum (Boore, 2010).
It is well known that ground-motion intensity is not uniform in all orientations. In some cases
ground motions can be polarized, and intensity in one orientation can be significantly stronger than
in other orientations (e.g., Kubo and Penzien, 1979; Huang et al., 2008). This phenomenon is often
referred as “directionality” of ground motion. Due to ground motion directionality, some engineers
believe that the maximum spectral acceleration over all orientations (SaRotD100) is a more mean-
ingful intensity measure than SaRotD50 for structural design (e.g., NEHRP, 2009). Thus, different
definitions of ground-motion intensities will be used to build ground-motionmodels (SaRotD50) and
for structural design (SaRotD100). The need to use a consistent intensity-measure throughout the
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design process (e.g., Baker and Cornell, 2006; Beyer and Bommer, 2006) requires models to con-
vert between the two definitions of intensity measures. Additionally, there is interest in whether
the SaRotD100 is observed in random orientations or has preferential alignment in, for example,
near-fault ground motions. This also has potentially important implications for structural design.

Several researchers have modeled the ratio of different intensity measures, which can be used as
a multiplicative factor to convert between them (e.g., Beyer and Bommer, 2006; Watson-Lamprey
and Boore, 2007; Huang et al., 2008, 2010). Most of these studies used subsets of the NGA database
(Chiou et al., 2008) and focused on the ratios involving the older SaGMRotI50 definition of response
spectrum. In this studywe used over 3000 groundmotions from the expandedNGA-West2 database
to build empirical models for the ratio of SaRotD100 to SaRotD50 and the probability distribution of
orientations in which the SaRotD100 is observed. The model predicting the ratio of SaRotD100 to
SaRotD50 can be used as a multiplicative factor that when used with the NGA-West2 ground-motion
models can predict the SaRotD100 at a site. The proposed models are compared with older models
and differences are discussed.

As defined, the SaRotD100 values at different periods may occur in differing orientations; there-
fore, it is highly unlikely that any single orientation will have Sa as large as the SaRotD100 at all
periods. Since nonlinear response of a MDOF system is related to Sa at a range of periods, using
SaRotD100 as the spectrum of a single ground motion component may lead to conservative esti-
mates of structural demand. To address this, the relationship between the orientation of SaRotD100

at different periods is studied in detail and this information is used to compute more realistic tar-
get spectra for single ground motion components. Example computation and discussion of several
alternate target spectra is included.

7.2 GROUND-MOTION INTENSITY AND DIRECTIONALITY

As discussed above, Sa measures the response of a SDOF oscillator in a single orientation and
cannot completely represent the intensity in two dimensions if the ground motion is polarized.
Several intensity measures have been proposed in the past to better account for two dimensional
intensity of ground motions while not sacrificing the ease of use that comes with using a scalar
intensity measure. Early efforts to account for the two-dimensional intensity of groundmotion used
the geometric mean of response spectra computed using two orthogonal components of the ground
motion (sometimes referred as SaGM ). Generally, the two orientations in which the ground motion
was recorded (“as-recorded orientations”), or the fault-normal and fault-parallel orientations, are
used for computing SaGM . Using the as-recorded orientations of the ground motion makes the
ground-motion intensity dependent on the orientation of the recording instrument, which is often
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arbitrary (though the practical effect on Sa is often not major). The fault-normal and fault-parallel
orientations are important for near-fault sites, as near-fault effects are generally observed in these
orientations (directivity in fault-normal and fling in fault-parallel for strike-slip earthquakes), but
these orientations have no special significance for sites located far from the fault.

To remove the dependence of intensity measures on arbitrarily selected orientations, Boore
et al. (2006) introduced SaGMRotDnn and SaGMRotInn intensity measures, which are orientation in-
dependent definitions of ground-motion intensity. SaGMRotDnn is defined as the nnth percentile of
the geometric means of the response spectra from all orthogonal components of the ground motion
at a specified period. The SaGMRotDnn spectrum uses the geometric means from different orien-
tations at different periods and does not represent any particular observation of two components
of the ground motion. SaGMRotInn addresses this problem by defining the intensity measure as
the geometric mean of response spectra at the specific orientation with a spectrum closest to the
SaGMRotDnn spectrum across a range of periods. This definition uses the geometric mean spec-
trum of two specific ground motion components that were observed at the site. The 2008 version
of NGA ground-motion models were developed to predict the SaGMRotI50 at a site (Abrahamson
et al., 2008).

Though the SaGMRotInn spectrum captures information from multiple orientations and is ori-
entation and period independent, it is difficult to compute. Boore (2010) proposed a new set of IM
called SaRotDnn and SaRotInn. SaRotDnn is defined as the nnth percentile of the spectral accelera-
tion at each period over all orientations. Like SaGMRotDnn, the nnth percentile spectral acceleration
at each period may occur in different orientations. SaRotInn addresses this by defining the inten-
sity to be the spectral acceleration in the orientation most representative of the SaRotDnn spectrum.
Since maximum intensity at each period may occur in different orientations and SaRotInn spec-
trum uses a single orientation of the ground motion, the SaRotI50 spectrum can be greater than
the SaRotI100 spectrum at some periods (Boore, 2010). This is considered a shortcoming of the
SaRotInn definition. Due to its simple and orientation-independent definition, the SaRotDnn inten-
sity measure has become popular. The new ground-motion models being developed as part of the
NGA-West2 project will predict SaRotD50 values, but the NEHRP (2009) provisions use SaRotD100

intensity for seismic design.

In general, constructing a single response spectrum to represent two-dimensional ground-motion
intensity involves reducing information in two dimensions to one, which results in loss of some
information. Different definitions of ground-motion intensity capture different pieces of this infor-
mation and thus may be appropriate for different tasks. If the ground motion is unpolarized, then
it will have equal intensity in all orientations (i.e., no directionality). In an almost no-polarization
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Figure 7.1 Displacement response trace (T = 1 sec) and spectral acceleration in all orientations
(a) when ground motion is almost unpolarized (HWA031 recording from 1999 Chi-Chi-
04 earthquake) and (b) when the ground motion is almost completely polarized (Gilroy
Array#6 recording from 1984 Morgan Hill earthquake).

case, illustrated in figure 7.1a, all definitions of ground-motion intensity will give similar result.
Hence, the ratio of SaRotD100 to SaRotD50 will be close to 1. However, if the ground motion is
strongly polarized, as illustrated in Figure 7.1b, the various definitions of Sa will differ signifi-
cantly in value. In this case, different definitions of intensity measures will give different results
and the ratio of SaRotD100 to SaRotD50 can be shown to equal

√
2 = 1.414. A ground motion record

generally lies between these two extreme cases and the SaRotD100 to SaRotD50 ratio lies between
1 and 1.414 as shown in Figure 7.2. Therefore, the intensity of ground motion computed using
SaRotD50 or SaRotD100 can differ for various ground motions, with the difference ranging from 0
to 41% of the SaRotD50 intensity.

The polarization of ground motion, also referred as directionality of ground motion, causes this
discrepancy among different definitions of response spectra. Thus, in this study the models used to
convert between different spectral acceleration definitions are referred to as directionality models.

7.3 RATIO OF SAROTD100 TO SAROTD50

As discussed earlier, the NEHRP (2009) provisions use SaRotD100 as the intensity measure for de-
sign, while the NGA-West2 ground-motion models are being developed to predict SaRotD50 inten-
sity. Thus, models to convert between the two definitions are needed to allow the use of consistent
definition of IM throughout the design process.
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Figure 7.2 Histogram of observed ratios of SaRotD100 and SaRotD50 in the NGA-West2 database for
(a) T = 0.2 sec and (b) T = 1 sec.
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We computed the ratio of SaRotD100 to SaRotD50 for each ground motion in the subset of NGA-
West2 database being used to develop the Abrahamson-Silva ground-motion model. The geometric
mean of these ratios can be used as amultiplicative factor to convertSaRotD50 intensity toSaRotD100

and its logarithm as an additive factor to convert lnSaRotD50 to lnSaRotD100. As ground-motion
intensities are assumed to be log-normally distributed and the ground-motion models predict the
natural log of intensity, the geometric mean of the ratios is a more natural estimator than the arith-
metic mean, as shown in Equations 7.1 to 7.3.

SaRotD100 =
SaRotD100

SaRotD50

· SaRotD50 (7.1)

lnSaRotD100 = ln

(
SaRotD100

SaRotD50

)
+ lnSaRotD50 (7.2)

E[lnSaRotD100] = E

[
ln

(
SaRotD100

SaRotD50

)]
+ E[lnSaRotD50] (7.3)

where E[·] represents the expected value or mean value. Mixed-effects regression (e.g., Searle,
1971; Brillinger and Preisler, 1985; Abrahamson and Youngs, 1992) is used to estimate the
ln(SaRotD100/SaRotD50)while accounting for any earthquake-specific effects in the ratio ofSaRotD100

and SaRotD50. The empirically computed geometric mean of SaRotD100/SaRotD50 from mixed-
effects regression at different periods is shown in Figure 7.3. Table 7.1 shows the estimated
E [ln(SaRotD100/SaRotD50)] along with the between-event standard deviation(τ ) and within-event
standard deviation (ϕ) (standard-deviation notation following Al Atik et al., 2010). The low values
of τ show that the event terms for ln(SaRotD100/SaRotD50) are close to zero, or the event terms
for lnSaRotD100 and lnSaRotD50 are almost same as each other and thus cancel out. This was ex-
pected, as the amplification/deamplification due to common source effects should be shared by both
SaRotD50 and SaRotD100. Results computed using different subsets of the NGA-West2 database
used to develop other ground-motion models were found to be consistent with each other.

7.3.1 Comparison with Other Models

Several researchers have computed estimates for the ratio of SaRotD100 to SaGMRotI50 in past
(e.g., Beyer and Bommer, 2006; Watson-Lamprey and Boore, 2007; Huang et al., 2008, 2010).
To compare the older ratios of SaRotD100 to SaGMRotI50 with the SaRotD100 to SaRotD50 ratios
computed in this study, we used the factors proposed by Boore (2010) to convert the proposed
SaRotD100/SaRotD50 ratios to SaRotD100/SaGMRotI50 ratios. Figure 7.4 compares our converted
SaRotD100 to SaGMRotI50 ratios with previous results. Most of these models agree with each other
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Table 7.1 Fitted values of ln(SaRotD100/SaRotD50) with the within-event standard deviation (ϕ),
between-event standard deviation (τ ), and total standard deviation (σ), estimated by
mixed-effects regression. Note that the estimates are for mean of ln(SaRotD100/SaRotD50)
and geometric mean of SaRotD100/SaRotD50 and the reported standard deviations are for
ln(SaRotD100/SaRotD50) estimates.

T(s) ln
(

SaRotD100

SaRotD50

)
SaRotD100

SaRotD50
ϕ τ σtotal

0.01 0.176 1.19 0.08 0.01 0.08
0.02 0.175 1.19 0.08 0.01 0.08
0.03 0.172 1.19 0.08 0.01 0.08
0.05 0.171 1.19 0.08 0.01 0.08
0.075 0.172 1.19 0.08 0.01 0.08
0.1 0.172 1.19 0.08 0.01 0.08
0.15 0.182 1.20 0.08 0.01 0.08
0.2 0.187 1.21 0.08 0.01 0.08
0.25 0.196 1.22 0.08 0.01 0.08
0.3 0.198 1.22 0.08 0.01 0.08
0.4 0.206 1.23 0.08 0.01 0.08
0.5 0.206 1.23 0.09 0.01 0.09
0.75 0.213 1.24 0.08 0.01 0.08
1 0.216 1.24 0.08 0.01 0.08
1.5 0.217 1.24 0.08 0.01 0.08
2 0.218 1.24 0.08 0.01 0.08
3 0.221 1.25 0.08 0.01 0.08
4 0.231 1.26 0.08 0.01 0.08
5 0.235 1.26 0.08 0.02 0.08
7.5 0.251 1.28 0.08 0.02 0.08
10 0.258 1.29 0.07 0.03 0.08
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Figure 7.3 Geometric mean of the observed ratio of SaRotD100 to SaRotD50 estimated by mixed-
effects regression using NGA-West2 database.
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in both the magnitude of the ratios and their trend with period. The one exception is the ratios
proposed in NEHRP (2009) provisions.

The NEHRP (2009) SaRotD100/SaGMRotI50 ratios are based on the ratio of observed SaRotD100

values in recorded ground motions to the prediction of SaGMRotI50 by a ground-motion model.
Modeling the ratio of an observed value to a predicted value–rather than the ratio of an observed
value to an observed value–has some flaws. the NGA models were carefully fitted to provide an
unbiased estimate of ground-motion intensity from future earthquakes. However, the dataset used
to fit the ground-motion models is not an unbiased sample of earthquakes (e.g., there are many
more ground motions from the 1999 M=7.6 Chi-Chi, Taiwan, earthquake in the NGA database
compared to other earthquakes). Statistical techniques such as mixed-effects regression have been
used to overcome these biases in the dataset while fitting the NGA ground-motion models.

The ratios recommended by NEHRP (2009) provisions effectively readjust the NGA ground-
motion models, which undoes careful calculations that goes into building a ground-motion model.
For example, a particular earthquake can produce higher average ground-motion intensities than
the unbiased ground-motion model estimate due to random chance (any effect not accounted for by
the ground-motion model can be modeled as random chance). The ratios of observed SaRotD100 to
the predicted SaRotD50 for such an earthquake will be higher than the ratio of observed SaRotD100

to observed SaRotD50, as the first ratio will also include the random earthquake effect, which is
carefully removed by the mixed-effects regression used to fit ground-motion models. Modeling
SaRotD100/SaRotD50 as the ratio of observed SaRotD100 to observed SaRotD50, and using the pre-
diction from a ground-motion model as an estimate for E[lnSaRotD50] in Equation 7.3 allows us to
leverage the results from careful fitting of ground-motion models and provides a better estimate of
SaRotD100 from a future earthquake.

Huang et al. (2008, 2010) reported that ground motion from Chi-Chi earthquake had a sig-
nificant effect on the geometric mean of the ratio of observed SaRotD100 to SaGMRotI50 values
predicted by ground-motion models; therefore, they reported different sets of results for datasets
with and without the Chi-Chi records. As shown in Figure 7.5, the presence or absence of Chi-Chi
records did not change the geometric mean of observed SaRotD100 to observed SaRotD50 signifi-
cantly, indicating that the observed to observed ratio are more stable across different earthquake
events compared to the observed to predicted ratio.

7.3.2 Dependence of SaRotD100/SaRotD50 on Other Parameters

Figures 7.2 and 7.3 showed that the geometric mean value of SaRotD100/SaRotD50 depends on spec-
tral acceleration period. We also investigated its dependence on other seismological parameters,

133



Figure 7.4 Comparison of various models for geometric mean SaRotD100/SaGMRotI50 ratios.

Figure 7.5 Comparison of the geometricmeans of SaRotD100/SaRotD50 estimated using datasets with
and without the 1999 M=7.6 Chi-Chi ground motions.
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such as earthquake magnitude, closest distance between source and the site, and some directivity
parameters. We studied the dependence of this ratio on other seismological parameters and fitted
several regression models using variable selection techniques, such as forward selection, backward
elimination, etc. After examining the practical and statistical significance of different models, we
decided to develop a model for ln(SaRotD100/SaRotD50) that was a linear function of Rrup (clos-
est distance between rupture and site). Other parameters such as magnitude, directivity predictor
terms, etc., had no appreciable predictive power. The linear model, shown in Equation 7.4, con-
tains a coefficient a0 that varies with period and a coefficient a1 that is constant for all periods,
which is estimated to be−1.614× 10−4. Coefficient a0 is the same as the ln(SaRotD100/SaRotD50)

values presented in Table 7.1. Note that this relationship was fitted using data with closest distance
less than 200 km and over 90% of the data had closest distance less than 100 km. So, we do not
recommend use of these models for distances larger than 200 km.

E

[
ln

(
SaRotD100

SaRotD50

)]
= a0 + a1 · (Rrup − 60) (7.4)

The difference between the results from using a distance-dependent model or using a non-
distance-dependent model is small, as can be seen in Figure 7.6. Thus, we report both the geometric
mean of the ratio of SaRotD100 and SaRotD50 and the coefficient a0 from equation 7.4 at different
periods in table 7.1. Either of the two models can be used depending on the level of precision
required. This view is echoed in the similar earlier study by Watson-Lamprey and Boore (2007),
who noted slight distance, magnitude, and radiation pattern dependence, but stated that “for most
engineering applications the conversion factors independent of those variables can be used.” The
results are reported at discrete set of periods and coefficients at other periods can be estimated by
interpolating these results.

7.4 ORIENTATION OF SAROTD100

Structural systems generally have different resistance to seismic loads in different orientations. For
these systems, the orientation in which the maximum spectral acceleration occurs is also important.
We define the orientation of SaRotD100 as the minimum angle between the strike of the fault and
the orientation of SaRotD100. This orientation, referred as α hereafter, ranges from 0 to 90 degrees
where α = 0 represents the strike-parallel orientation and α = 90 represent the strike-normal orien-
tation. These orientations are often close to the fault-normal and fault-parallel orientation, and in
most cases can be taken as an approximation to them.
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Figure 7.6 Prediction of SaRotD100/SaRotD50 by the distance dependent model in Equation 7.4 for
R = 5 km, compared with the non-distance dependent estimates of SaRotD100/SaRotD50

given in Table 7.1 and the empirical geometric mean of SaRotD100/SaRotD50 ratio using
only the data with closest distance between 2.5 to 7.5 km.
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Figure 7.7 Probability density of α (SaRotD100 orientations) in different M , Rrup bins.

To study these orientations, we computed α for each ground motion in our database at 21 pe-
riods, and then binned the data according to different seismological parameters and examined the
distribution of α in each bin. Figure 7.7 shows the distribution of α in differentM andRrup bins. α
is closer to the strike-normal orientation (α = 90) more often than to the strike-parallel orientation
(α = 0) when the site is located within 5 km of the fault. On the other hand, when Rrup is greater
than 5 km, α is almost uniformly distributed. The magnitude bins do not seem to have any signif-
icant influence on the distribution of α. To examine the effect of period on SaRotD100 orientation
(α), we binned all the data within 5 km of the fault by period. Histograms of α in different period
bins are shown in Figure 7.8. The distribution of α is nearly uniform for periods less than 1 sec,
while orientations close to strike-normal are more frequent than strike-parallel for periods larger
than 1 sec.

After examining histograms of α binned by several parameters, we decided to model the distri-
bution of α as uniform for sites when Rrup is greater than 5 km or when the spectral-acceleration
period under consideration is less than 1 sec. For other cases (Rrup < 5 km and T ≥ 1 sec) the data
was pooled and the distribution was modeled empirically by counting the number of α observed in
10-degree bins. This empirically computed distribution is presented in Table 7.2.
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Figure 7.8 Probability density of α for sites with Rrup < 5 km, binned by period (sec).

Table 7.2 Probability density of α for Rrup < 5km and T ≥ 1 sec.

Orientations (degrees) Probability
0-10 0.031
10-20 0.055
20-30 0.070
30-40 0.067
40-50 0.080
50-60 0.100
60-70 0.106
70-80 0.233
80-90 0.258
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Figure 7.9 Displacement response trace to the El Centro differential array recording from the 1979
Imperial Valley earthquake. The period of the SDOF oscillator is (a) T ∗ = 1.5 sec and
(b) T ′ = 3 sec. The orientations of SaRotD100 along with the difference between these
orientations at the two periods (|α∗ − α′|) is also shown.

7.4.1 Relationship between SaRotD100 Orientations at Different Periods

Figure 7.9 shows the polarization of displacement response and orientation of SaRotD100 intensity
from an example ground motion at two different periods (say T ∗ and T ′). The SaRotD100 intensity
at different periods may occur in different orientations and the difference in orientation (|α∗ − α′|
in Figure 7.9) can be used to study the relationship between the SaRotD100 orientations at different
periods. This knowledge can be used to construct more realistic single orientation target spectra,
as shown below.

The difference in the orientation ofSaRotD100 at two periods has a lot of uncertainty and can take
any value between 0 degrees (i.e., the orientation at both period are the same) to 90 degrees (i.e., the
SaRotD100 occurs in orthogonal orientations at the two periods). Figure 7.10 shows the histogram
of the difference in SaRotD100 orientation (|α∗ − α′|) at two different periods. The probability
distribution of |α∗ − α′| depends on the periods under consideration |α∗ − α′| is more likely to be
close to 0 degrees when the periods are closer to each other. Thus, the average difference between
the orientations increases with increasing difference between the periods.

After examining histograms at several sets of periods, the truncated exponential distributionwas
selected to model the distribution of |α∗ − α′|. The truncated exponential distribution is described
in equation 7.5 below

f(x) =

{
λe−λx

1−e−90λ ; x ≤ 90

0 otherwise
(7.5)

The distribution depends on the parameter λ, which is estimated here using themaximum likelihood
method. The estimated parameters are presented in Table 7.3. When T ∗ = T ′, λ → ∞ , thus the
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Figure 7.10 Distribution of |α∗ − α′| as predicted by the truncated exponential model is compared
with the normalized histogram for (a) T ∗ = 2 sec and T ′ = 0.1 sec and (b) T ∗ = 2 sec
and T ′ = 1 sec.

probability density becomes a Dirac-delta function centered at 0 degrees. Figure 7.10 shows the
comparison of the fitted distribution with empirical histograms for two periods.

7.5 SA AT ARBITRARY ORIENTATIONS

Amodel to predict Sa in an arbitrary orientation is needed to compute single orientation conditional
spectra. Here we study theSa in an orientationϕ degrees away from theSaRotD100 orientation. This
Sa is referred hereafter as Saϕ. An empirical model for the ratio of Saϕ/SaRotD50 is developed,
which can be used as a multiplicative factor with a ground-motion model prediction of SaRotD50

to get a prediction for Saϕ. The spectral acceleration in each orientation was computed for all
the ground-motion recordings used in this study. This dataset was used to empirically compute
the geometric mean of the Saϕ/SaRotD50. As the event terms from mixed-effects regression for
ln(SaRotD100/SaRotD50) were found to be close to 0, we ignored the inter-event terms and pooled
the data across different earthquakes and estimated the Saϕ/SaRotD50 using geometric means of
the pooled data. The SaRotD100/SaRotD50 values estimated using mixed-effects regression (Table
7.1) and empirical geometric means (values corresponding to ϕ = 0 in Table 7.4) vary slightly but
are practically identical.

Figure 7.11 shows the modeled ratio for three different periods. As expected the ratio is highest
at ϕ = 0, where it is same as SaRotD100, and decreases with increase of ϕ. Table 7.4 presents the
geometric mean of Saϕ

SaRotD50
at ϕ values from 0 to 90 degrees at 5-degree intervals for 21 periods.

Predictions at other periods and ϕ values can be found by interpolating these results.
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Figure 7.11 The geometric mean of Saϕ

SaRotD50
as a function of ϕ for different periods.

7.6 EXAMPLE TARGET SPECTRA

As discussed above, the SaRotD100 spectrum is an envelope over spectra from all orientations at
each period. Figure 7.9 shows that the SaRotD100 value may be observed in very different ori-
entations, even at two periods that are close to each other; therefore, it is very unlikely to observe
SaRotD100 at multiple periods in a single orientation. Thus, using SaRotD100 as a target design spec-
trum may result in conservative estimates ofEDP s, which depends on multiple periods (e.g., peak
floor acceleration, inter-storey drift ratio etc.). The conditional mean spectra approach (e.g., Baker,
2011) can be used to compute more realistic single orientation target spectra for design. The con-
ditional mean spectra is the expected value of the ground-motion intensity conditioned upon some
information. Here we study the computation of two such target spectra conditioned on a specific
orientation and on a SaRotD100 observation in a specific period.

7.6.1 Spectra Conditioned on Orientation

Structures generally have different load resistance in different orientations. If some orientation is
more important than other orientations, then the expected value of Sa in that particular orientation
can be used as an appropriate target spectrum. Since this response spectrum is conditioned on a
single orientation, it does not suffer from the problem of having Sa from different orientations at
different periods, as in case of the SaRotD100 spectra.

The target spectrum conditioned on an orientation, θ degrees away from strike-parallel orien-
tation can be computed using the Equations 7.6 to 7.8 below
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E[Sa|θ] =
∫ 90

0

E[Saθ|α] · P (α)dα (7.6)

=

∫ 90

0

E[Saθ−α] · P (α)dα (7.7)

=

∫ 90

0

Saθ−α

SaRotD50

· ŜaRotD50 · P (α)dα (7.8)

where α represents the orientation in which the SaRotD100 is observed at the period for which
computation is being done, and ŜaRotD50 represents the SaRotD50 prediction from a ground-motion
model. Table 7.4 gives the values of Saθ−α

SaRotD50
at different periods and ϕ = θ−α orientations, while

Table 7.2 describes the probability distribution of α [i.e. P (α)].
Spectra conditioned in the strike-normal and strike-parallel orientations are compared with cor-

responding SaRotD50 and SaRotD100 in Figure 7.12. These computations were done for an earth-
quake of magnitude 7 and at a site with a V s30 of 760 m/sec and located 2.5 km away from the
rupture. The Boore and Atkinson (2008) model prediction was used to estimate SaRotD50 (i.e.,
ŜaRotD50 in equation 7.8). It should be noted that Boore and Atkinson (2008) model predicts for
an SaGMRotI50 intensity, but SaRotD50 and SaGMRotI50 intensities are expected to be close to each
other (e.g., SaRotD50/SaGMRotI50 is within a factor of 1.06, Boore, 2010).

7.6.2 Spectra Conditioned on the Orientation of SaRotD100 at a Given Period

Since, the orientation of SaRotD100 is random, the spectrum conditioned on a single orientation
can never be as large as SaRotD100 at any period. Structural response is often primarily driven
by the ground-motion intensity at a single period. Thus, if a single period is more important than
others, a more appropriate target spectrum could be the one conditioned on the orientation in which
SaRotD100 is observed at the important period (say, T ∗). If the spectrum is conditioned on SaRotD100

orientation at the period T ∗ (i.e., orientation α∗), the expected value of the Sa at a different period,
say, T ′, can be computed using Equations 7.9 to 7.11 below

E[SaT ′|α∗] =

∫ 90

0

E[SaT ′|α′, α∗]P (α′|α∗)dα′ (7.9)

=

∫ 90

0

E[SaT ′
|α∗−α′||α′, α∗]P (|α′ − α∗|)dα′ (7.10)

=

∫ 90

0

Saα∗−α′

SaRotD50

· ŜaRotD50P (|α′ − α∗|)dα′ (7.11)
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Figure 7.12 Comparison of themedian predicted SaRotD100 and SaRotD50 spectrawith spectra condi-
tioned in strike-normal and strike-parallel orientations. All results are for an earthquake
with magnitude 7, at distance of 2.5 km and V s30 = 760 m/sec.
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Figure 7.13 Comparison of the SaRotD100 and SaRotD50 spectra with spectra conditioned on
SaRotD100 orientation at T ∗ = 1 sec and T ∗ = 3 sec. All results are for an earthquake
with magnitude 7, at distance of 2.5 km and Vs30 = 760 m/sec.

where Saα∗−α′

SaRotD50
is given by Table 7.4 for different values of ϕ = |α∗−α′| and periods (T ′). ŜaRotD50

is the prediction from a ground-motion model, and P (|α′ −α∗|) is modeled by the truncated expo-
nential distribution with the parameter λ for the pair of periods T ′ and T ∗ given in Table 7.3.

Spectra conditioned on the SaRotD100 orientations at T ∗ = 1 sec and T ∗ = 3 sec are compared
with the SaRotD50 and SaRotD100 in Figure 7.13. These computation were done for an earthquake
of magnitude 7 and at a site with Vs30 of 760 m/sec located 2.5 km away from the rupture. Again
the Boore and Atkinson (2008) model prediction was used to estimate SaRotD50.

7.7 CONCLUSION

This study examined different methods of representing the intensity of ground motion in the hori-
zontal plane using a response spectrum that is a one-dimensional representation of ground-motion
intensity. We focused on two orientation-independent representations of the response spectrum:
SaRotD50 and SaRotD100. The new ground-motion models being developed as part of the NGA-
West2 project will predict the SaRotD50 spectrum at a site due to a future earthquake, while the
NEHRP (2009) provisions recommend using SaRotD100 for seismic design. We have proposed a
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model to predict the ratio ofSaRotD100 toSaRotD50, which can be used as amultiplicative factor with
the SaRotD50 predictions from the newNGA-West2 ground-motion models to predict the SaRotD100

ground-motion intensity. The proposed model was compared and was found to be consistent with
similar models built in the past, though the proposed model advances that earlier work by using a
larger dataset, utilizing the recently adopted SaRotD50 definition instead of SaGMRotI50, and using
mixed-effects regression to account for inter-event terms. The differences between the proposed
model and corresponding NEHRP (2009) ratios were also explained. One important observation
from this work is that the current NEHRP ratio of 1.1 at small periods is incorrect and should be
approximately 1.2; this result is confirmed by other studies.

Along with modeling the ratio of SaRotD100 to SaRotD50, we also modeled the probability dis-
tribution of orientations in which the SaRotD100 intensity is observed relative to the strike of the
fault. The orientations of SaRotD100 were observed to be uniformly distributed when the closest
distance between the fault and the site was greater than 5 km, or if the period under consideration
was less than 1 sec. Only for the cases when the site was within 5 km of the fault and at periods
greater than 1 sec was the orientation of SaRotD100 more likely to be closer to the strike-normal
than strike-parallel direction. The relationship between the orientations of SaRotD100 at different
periods was also studied, and the difference between the orientation was modeled using a truncated
exponential distribution. Together these models can help solve a practical problem of converting
between two important intensity measures while helping deepen the understanding of the direc-
tionality of ground motions by studying the distribution of orientations in which SaRotD100 occurs
and dependence of the SaRotD100 to SaRotD50 ratio on different seismological parameters. Spectra
conditioned on an orientation and on the orientation in which SaRotD100 is observed at a particular
period were discussed. Example computations of these spectra using the models developed in the
study were also presented.

It is anticipated that these results will help bridge the gap between the work of seismic hazard
analysts, who typically use SaGM or SaRotD50 values, and engineers, some of whom prefer to work
with SaRotD100 response spectra.
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8 Conclusion

This report focused on developing probabilistic frameworks to account for directivity and direc-
tionality effects in seismic risk assessment. Accounting for these effects in seismic risk assessment
requires models to predict the probability of observing these effects at a site, models to predict their
effect on ground-motion intensity, and an algorithm to combine these models to compute seismic
risk. Contributions have been made in all of these areas. The following sections summarize briefly
the important findings, limitations, and suggested future work related to this dissertation.

8.1 PRACTICAL IMPLICATIONS AND CONTRIBUTIONS

8.1.1 Framework to Include Directivity Effects in Seismic Hazard Assessment

Pulse-like ground motions caused by directivity effects amplify the ground-motion intensity and
thus increase seismic hazard. While methods to include directivity effects in seismic hazard com-
putation have been proposed (e.g., Abrahamson, 2000; Tothong et al., 2007), the framework in-
troduced in Chapter 2 of this report significantly improves and extends them. The Abrahamson
(2000) method uses a broadband amplification model to account for amplification in Sa response
spectra due to presence of a directivity pulse. The current framework amplifies the ground-motion
intensity in a narrow-band of period, which is known to be a better representation of the Sa ampli-
fication due to directivity effects (e.g., Somerville, 2003). The dependence of the amplified periods
on magnitude is also modeled and accounted properly in the proposed framework. The approach
reported herein is similar to Tothong et al. (2007), but several data constrained models required
for the computation are also proposed. The orientations in which directivity pulses are observed
was also studied in Chapters 2 and 4. This information was used to study the probability of pulse
observation in an arbitrary orientation relative to the strike of the fault. Using these models, the
proposed framework can be used to compute the seismic hazard in an arbitrary orientation.
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8.1.2 Models to Predict Probability of Pulse Occurrence and its Period

Models to predict the probability of pulse occurrence at a site were studied in Chapters 2, 3 and 4.
These models extends the models developed by Iervolino and Cornell (2008), which were fitted us-
ing pulses classified by the Baker (2007) algorithm and thus predicted the probability of observing
a pulse in only the fault-normal orientation at the site. The probability of pulse models developed
in this study used multi-orientation classification algorithms developed in Chapters 2 and 4 to study
the probability of pulse occurrence at a site in any orientation. Several functional forms were con-
sidered for the models, and a detailed explanation of the selected logistic regression model was
given in Chapter 3.

The recently expanded NGA-West2 database was used to develop a new probability of pulse
model in Chapter 4. Special attentionwas given to long rupture cases, which are sparse in the dataset
used for fitting (there are only two earthquakes with ruptures longer than 200 km in the NGA-West2
database). Recognizing that the models are not well constrained by data in this important region,
we chose a functional form that extrapolates well for very long ruptures without sacrificing the
goodness of fit to observed data.

The new pulse-classification data from the NGA-West2 database was also used to update the
model to predict the period of the pulse. This result was consistent with earlier studies (e.g.,
Mavroeidis and Papageorgiou, 2003; Somerville, 2003; Bray and Rodriguez-Marek, 2004; Baker,
2007).

8.1.3 Algorithm to Identify Pulse-Like Ground Motions

The pulse-like ground motions used to fit the directivity models developed in this study were se-
lected from a database of ground-motion recordings using quantitative algorithms. Manual selec-
tion of pulses, which has been used in previous studies (e.g., Mavroeidis and Papageorgiou, 2003;
Fu and Menun, 2004; Akkar et al., 2005) can introduce some bias due to subjective nature of the
procedure, particularly in ambiguous cases. Because the number of near-fault ground motions with
directivity pulses in both the NGA and NGA-West2 databases are small, any bias in selection of
pulses can be amplified while fitting empirical models. Thus, quantitative algorithms were pre-
ferred. Also with increasing size of ground-motion databases, manual classification will soon be-
come obsolete due to the complexity of the process. This further motivates building a quantitative
pulse-classification procedure.

Two algorithms were developed herein to classify multicomponent pulses in ground motions.
The method proposed in Chapter 2 used the Baker (2007) pulse-classification algorithm and classi-
fied each orientation of the ground motion as pulse-like or non-pulse-like. This method extends the
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applicability of the Baker (2007) algorithm to cases where models for the faults are not available
and computation of the fault normal orientation is not possible. Also, it can identify all orienta-
tions in which pulses were observed at the site. This information allowed for the development of
orientation-dependent directivity models.

The deficiencies of the Baker (2007) algorithm and the initial generalization presented in Chap-
ter 2 were discussed in detail in Chapter 4, and a new algorithm that addresses these problems was
presented in Chapter 4. The proposed algorithm improved the previous classification criteria by
using principal component analysis and support vector machines. This allowed us to determine
the PGV threshold for pulses automatically from the data, which was an improvement over the
arbitrary PGV threshold used in Baker (2007). The new algorithm improves both the false-positive
and false-negative classifications, which can occur when using the method proposed in Chapter 2,
while significantly improving the speed of computation.

Pulse-like ground motions in the NGA database classified using the Baker (2007) algorithm
have been used in several studies (e.g., Iervolino and Cornell, 2008; Champion and Liel, 2012,
etc.). It is hoped that the pulse-like ground motions in the NGA-West2 database classified herein
will help facilitate further such studies in the future.

8.1.4 Including Directivity Effects in Ground-Motion Models

Although it has been known that directivity effects amplify spectral accelerations significantly,
they are not accounted for in standard ground-motion models. The amplification of ground-motion
intensity due to the presence of a directivity pulse occurs in a band of periods centered around the pe-
riod of the pulse. The observations of pulse-like ground motions at near-fault sites and their periods
are random. Thus, when data from different sites and earthquakes are pooled to fit a ground-motion
model, the amplification in intensity gets “smeared out” (Tothong et al., 2007). This smearing of
amplification makes it challenging to isolate the directivity effects. The ability to identify indi-
vidual pulses and their periods allowed us to account for them carefully and thus overcome the
smearing effect and fit a ground-motion model with explicit directivity terms.

The parameters used to model directivity effects are not commonly used in seismic hazard stud-
ies. Thus, in some cases these parameters may not be known. This can restrict the applicability
of the ground-motion models for some projects. A new approach of using conditional expectation
with missing parameters for ground-motion prediction was proposed in Chapter 5. This approach
gives reasonable Sa predictions, even with missing directivity parameters. These conditional ex-
pectations, or average directivity amplifications, were pre-computed for a variety of cases. The
average directivity models make the conditional expectation computation practical for common
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PSHA cases. The proposedmethods were used to fit a ground-motionmodel with directivity effects
and the predictions were compared and contrasted with a non-directivity ground-motion model.

As ground-motion models are widely used in both research and practice, it is hoped that these
results can lead to more widespread adoption of directivity predictions within models.

8.1.5 Study of Hazard Deaggregation Accounting for Directivity Effects

Seismic hazard deaggregation was used to compute the probability of pulse occurrence and the
probability distribution of pulse period (Tp) conditioned on several levels of Sa. This information
can be used to select hazard consistent sets of ground-motion records for structural analysis. For
example, the fraction of pulse-like groundmotions in the record set can be estimated using the deag-
gregated probability of pulse. The change in deaggregated probability distributions with change
in site geometry was studied in detail. These results help in more intuitive understanding of the
amplification in seismic hazard due to directivity pulses by identifying the scenarios contributing
to the hazard. Results from this study have been used by Champion and Liel (2012) to compute col-
lapse fragility curves after accounting for directivity effects. Recommendations based on results
from this study were also used to select pulse-like ground motions for the PEER Transportation
Research Program (Baker et al., 2011).

8.1.6 Ratio of SaRotD100 to SaRotD50

The new ground-motion models being developed as part of the NGA-West2 project will predict
the SaRotD50 intensity of ground motion while the NEHRP (2009) provisions recommend using
SaRotD100 intensity of the groundmotion for structural design. The need to use a consistent intensity
measure throughout the design process motivated the study of SaRotD100 to SaRotD50 ratios. Some
previous studies have modeled the ratio of different intensity measures (e.g., Beyer and Bommer,
2006; Watson-Lamprey and Boore, 2007; Huang et al., 2008, 2010) but they used the older NGA
database and focused on ratios with respect to the SaGMRotI50 intensity measure. The current study
improves upon the previous studies by using the expanded NGA-West2 database and using mixed-
effects regression to model the SaRotD100/SaRotD50 ratios accounting for inter- and intra-event
residuals. The dependence ofSaRotD100/SaRotD50 on several seismological parameters was studied
and a distance dependent model for these ratios was also proposed. The models developed in this
study were compared with earlier models, and the flaw of modeling ratios of observed intensity to
ground-motion prediction as proposed in NEHRP (2009) was discussed. These ratios can be used
with the upcoming NGA-West2 ground-motion models to obtain predictions of SaRotD100.
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8.1.7 Orientation of SaRotD100 and Single Orientation Conditional Spectra

Along with the ratio of SaRotD100 to SaRotD50, the orientation in which SaRotD100 is observed was
also studied in detail. The dependence of SaRotD100 orientation on several seismological param-
eters was studied, and a model for distribution of SaRotD100 dependent on distance and spectral
acceleration period was proposed. As the SaRotD100 orientation for a given ground motion can be
different at each period, modeling the joint distribution of SaRotD100 orientations at different peri-
ods is essential to study single orientation spectra. The difference in SaRotD100 orientation at two
different periods was used to model the joint distribution of SaRotD100 orientation (α). A truncated
exponential distribution was fit to the observed |α∗−α′| values at pairs of periods T ∗ and T ′ using
the maximum likelihood method. It is hoped that these models will help in further understanding
of SaRotD100 orientations and will help in computing more realistic target design spectra.

A model to predict spectral acceleration in arbitrary orientations relative to the SaRotD100 ori-
entation was developed, and a method to compute spectra conditioned on a single orientation was
proposed. Example computations of spectrum in strike-normal orientation and the orientation of
SaRotD100 at a particular period was presented. These spectra were compared with the SaRotD100

and the SaRotD50 spectra. The spectrum proposed in this study is a more realistic representation
of the ground-motion intensity than the SaRotD100 spectrum. We hope that our results will lead to
better understanding of the directionality of ground motion and aid in development of improved
target spectra for risk assessment.

8.2 LIMITATIONS AND FUTURE WORK

8.2.1 Data Limitations

The NGA-West2 ground-motion database is a large database with more than 8500 earthquake
ground-motion recordings from over 300 earthquakes, but it only contains 244 pulse-like ground
motions. As the models developed herein are primarily empirical, their quality depends on the
data used to fit the models. To improve the applicability of the models, choices were made during
selection of functional forms to make reasonable predictions in conditions for which data was not
available. For example, sites at the end of long ruptures have high probabilities of experiencing
directivity effects, but the number of earthquakes with long rupture lengths in the NGA-West2
database was too small to properly constrain the model in this important region. Thus, the choice
of probability of the pulse model was dictated by the need to have reasonable predictions when
the rupture is very long without sacrificing the goodness of fit to the data. The choices made to
fit a model that extrapolates well when data is not present are subjective. More work needs to be
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done to quantitatively verify the models in important regions with few data points. Using sim-
ulated ground-motion recordings can be a possible method to verify some of these assumptions.
When using simulated ground motions to verify the models, care should be taken to verify that the
simulations are consistent with the available empirical data.

We recognize the limitations of the dataset and thus deliberately designed both the directivity
and directionality frameworks to be modular. Splitting the task in several smaller models facili-
tates replacing component models when new data or knowledge is available. One example of this
replacement was presented here, where the models developed using the original NGA database in
Chapter 2 were updated by some new models developed using the expanded NGA-West2 database
while keeping the overall framework the same.

Also, due to the focus of the NGA-West2 project on California, all of the events in the database
are from active crustal regions. Thus, the models developed in this dissertation are only applicable
in regions where hazard is dominated by active crustal earthquakes. To build models for other
regions, for example subduction zones or stable continental regions, the procedure presented here
will have to be repeated with data from the region of interest.

8.2.2 Classification of Directivity Pulses

Though pulse-like ground motions are generally caused by directivity effects, they can also be
caused due to other phenomena such as basin effects. The pulse classification algorithm proposed in
Chapter 4 improves the performance of previous algorithms and produces defensible classifications,
but it does not discriminate between different causes of pulse-like ground motions. Thus, currently
identification of directivity pulses is done in two steps, where the automated algorithm classifies
a large number of ground motions in a database as pulse-like or non-pulse-like in the first step.
Then the smaller subset of pulse-like ground motions are classified manually as directivity pulses
and non-directivity pulses. In this study the 244 pulse-like ground motions identified in the NGA-
West2 database were manually classified as directivity or non-directivity pulses. The source-to-site
geometry, site conditions, and velocity time history for the orientation in which the strongest pulse
was found were used to aid in this classification. Initial classifications were put online and feedback
was sought from several experts. Though the classifications were checked by several people, there
is still some chance of ignoring some effects in the process due to the subjective nature of the work.
If a parameter used to predict the probability of pulse is also used to classify ground motion as
directivity pulse, then there is a chance that the probability models will be affected by any subjective
bias introduced during the classification step. This makes the task of identifying directivity pulses
challenging. Directivity parameters like IDP (the isochrone directivity predictor, Spudich and
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Chiou, 2008) or ξ (effective fraction of fault area that ruptures towards the site, Rowshandel, 2006),
which are not used in our models, can be used to identify directivity pulses. As most directivity
parameters are correlated to each other, using different parameters in classification algorithm and
models will not guarantee unbiased models. More research is needed in future to automate the
separation of pulse-like ground motions into directivity and non-directivity pulses.

Though there is some possibility that directivity models presented in Chapter 4 may be affected
by some subjective bias, it does not limit the applicability of the proposed framework. Often it
is assumed that all pulse-like ground motions cause similar structural response regardless of the
cause of the pulse (e.g., Champion and Liel, 2012). Thus, in these studies, models developed using
pulse-like ground motions that were classified automatically can be used instead.

Another limitation of the classification algorithm is that it produces binary classification. The
difference between records that just miss and those that just pass the classification threshold may
be smaller than what the binary classification suggests. A more continuous approach to pulse
classification may be a better representation of pulses in nature. Though changing the classification
from binary to continuous may improve the models, it will add considerable computation to the
PSHA framework. As, another integration over the continuous pulse parameter will be needed.
More research is needed to examine whether the benefits from a continuous classification approach
outweigh the added computational cost.

8.2.3 Ground-Motion Model with Directivity Effects

Since ground-motion models are widely used, they are often used to predict ground-motion inten-
sity in situations outside the range of data used to fit them. Thus the ground-motion developers
often augment the data with analytical models and select functional forms to develop a model
whose predictions can extrapolate well. The ground-motion models developed in Chapter 5 were
pure empirical fits to data, and minimal post processing was applied to the coefficients estimated
by mixed-effects regression. Thus, the models cannot be guaranteed to work well outside the range
of data used for fitting.

Though several ground-motion models have been developed in with much more focus on ex-
trapolation issues (e.g. Boore and Atkinson, 2008; Idriss, 2008; Chiou and Youngs, 2008; Abra-
hamson and Silva, 2008; Campbell and Bozorgnia, 2008), including directivity terms in such a
ground-motion model introduces new challenges. While directivity effects are primarily near-fault
effects, making good predictions far from the fault is also important for a ground-motion model.
Thus, care has to be taken to not sacrifice the quality of prediction far from the fault to improve the
near-fault predictions. More research needs to be done before the ground-motion models developed
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in Chapter 5 can be used universally.

8.2.4 Ground Motion Selection

Some recommendations regarding ground motion selection and target spectrum computation were
proposed herein. Recommendations for ground motion selection were derived using laws of prob-
ability to estimate deaggregation of Tp and probability of pulse in Chapters 2 and 6. More realistic
single orientation target spectrum that can be used for ground motion selection were introduced in
Chapter 7. The recommendations are mathematically consistent; however, the effects of following
these recommendations were not studied in detail. Detailed study of the difference in EDP distri-
bution for a structure when subjected to a set of ground motions selected following the proposed
recommendations and a control set of ground motions needs to be done.

Another challenge with selecting pulse-like ground motion is the limitations of the dataset. As
the number of pulse-like ground motions is small, selecting a set to match deaggregated probability
distributions is difficult. Augmenting the recorded pulse-like ground motions with artificial ones
can help with this problem; however, more research may be needed to create artificial pulse-like
ground motions with characteristics similar to real ones.

Despite their limitations, these recommendations are still valuable and have been used to select
sets of pulse-like ground motions (e.g., Baker et al., 2011; Champion and Liel, 2012). that being
said, more work needs to be done to turn these recommendations into an unambiguous algorithm
that can be readily used in practice.

8.3 CONCLUDING REMARKS

This report proposes a framework to account for near-fault effects like directivity and directionality
in seismic risk assessment. This framework was designed to be modular to ease the upgrading of
individual models in the future. All the empirical models required for the computations and some
example computations are also presented. It must be noted that the quality of empirical models
depends on the quality of data. Though the dataset used in this study was the largest ever used to
study directivity effects, data for some important cases like long fault ruptures was sparse. Rec-
ognizing this limitation, effort was made to utilize the data to the fullest and build models that can
extrapolate reasonably well. Some practical recommendations for ground motion selection at near
fault sites are also presented. Though these recommendations serve an urgent need, more research
is required to quantify the effects of following these recommendation on EDP estimation. Given
the importance of directivity and directionality effects in the near-fault region and the mathemati-
cal consistency and versatility of the current framework, further research seems warranted to study
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some of the limitations and formalize these results to make them more accessible to practicing
engineers.
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APPENDIX A Pulse-LikeGroundMotionsClas-
sified using Method Describe in
Chapter 2

List of pulse-like ground motions identified using the method described in Chapter 2 is provided
in Table A.1 below.

Table A.1 List of pulse-like ground motions.

Sl No. NGA EQID Earthquake Name Year Station Name
Record
Number

1 20 17 Northern Calif-03 1954 Ferndale City Hall
2 77 30 San Fernando 1971 Pacoima Dam (upper left abut)
3 96 32 Managua, Nicaragua-02 1972 Managua, ESSO
4 126 41 Gazli, USSR 1976 Karakyr
5 143 46 Tabas, Iran 1978 Tabas
6 150 48 Coyote Lake 1979 Gilroy Array #6
7 158 50 Imperial Valley-06 1979 Aeropuerto Mexicali
8 159 50 Imperial Valley-06 1979 Agrarias
9 161 50 Imperial Valley-06 1979 Brawley Airport
10 170 50 Imperial Valley-06 1979 EC County Center FF
11 171 50 Imperial Valley-06 1979 El Centro - Meloland Geot. Array
12 173 50 Imperial Valley-06 1979 El Centro Array #10
13 174 50 Imperial Valley-06 1979 El Centro Array #11
14 178 50 Imperial Valley-06 1979 El Centro Array #3
15 179 50 Imperial Valley-06 1979 El Centro Array #4
16 180 50 Imperial Valley-06 1979 El Centro Array #5
17 181 50 Imperial Valley-06 1979 El Centro Array #6
18 182 50 Imperial Valley-06 1979 El Centro Array #7
19 183 50 Imperial Valley-06 1979 El Centro Array #8
20 184 50 Imperial Valley-06 1979 El Centro Differential Array
21 185 50 Imperial Valley-06 1979 Holtville Post Office
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Sl No. NGA EQID Earthquake Name Year Station Name
Record
Number

22 250 61 Mammoth Lakes-06 1980 Long Valley Dam (Upr L Abut)
23 285 68 Irpinia, Italy-01 1980 Bagnoli Irpinio
24 292 68 Irpinia, Italy-01 1980 Sturno (STN)
25 316 73 Westmorland 1981 Parachute Test Site
26 319 73 Westmorland 1981 Westmorland Fire Sta
27 407 80 Coalinga-05 1983 Oil City
28 415 80 Coalinga-05 1983 Transmitter Hill
29 418 82 Coalinga-07 1983 Coalinga-14th & Elm (Old CHP)
30 448 90 Morgan Hill 1984 Anderson Dam (Downstream)
31 451 90 Morgan Hill 1984 Coyote Lake Dam (SW Abut)
32 459 90 Morgan Hill 1984 Gilroy Array #6
33 496 97 Nahanni, Canada 1985 Site 2
34 503 100 Taiwan SMART1(40) 1986 SMART1 C00
35 504 100 Taiwan SMART1(40) 1986 SMART1 E01
36 505 100 Taiwan SMART1(40) 1986 SMART1 I01
37 506 100 Taiwan SMART1(40) 1986 SMART1 I07
38 508 100 Taiwan SMART1(40) 1986 SMART1 M07
39 517 101 N. Palm Springs 1986 Desert Hot Springs
40 527 101 N. Palm Springs 1986 Morongo Valley Fire Station
41 529 101 N. Palm Springs 1986 North Palm Springs Post Office
42 568 108 San Salvador 1986 Geotech Investig Center
43 569 108 San Salvador 1986 National Geografical Inst
44 585 110 Baja California 1987 Cerro Prieto
45 614 113 Whittier Narrows-01 1987 Downey - Birchdale
46 615 113 Whittier Narrows-01 1987 Downey - Co Maint Bldg
47 645 113 Whittier Narrows-01 1987 LB - Orange Ave
48 692 113 Whittier Narrows-01 1987 Santa Fe Springs - E.Joslin
49 721 116 Superstition Hills-02 1987 El Centro Imp. Co. Cent
50 732 118 Loma Prieta 1989 APEEL 2 - Redwood City
51 759 118 Loma Prieta 1989 Foster City - APEEL 1
52 763 118 Loma Prieta 1989 Gilroy - Gavilan Coll.
53 764 118 Loma Prieta 1989 Gilroy - Historic Bldg.
54 766 118 Loma Prieta 1989 Gilroy Array #2
55 767 118 Loma Prieta 1989 Gilroy Array #3
56 771 118 Loma Prieta 1989 Golden Gate Bridge
57 778 118 Loma Prieta 1989 Hollister Diff. Array
58 779 118 Loma Prieta 1989 LGPC
59 783 118 Loma Prieta 1989 Oakland - Outer Harbor Wharf
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Sl No. NGA EQID Earthquake Name Year Station Name
Record
Number

60 784 118 Loma Prieta 1989 Oakland - Title & Trust
61 787 118 Loma Prieta 1989 Palo Alto - SLAC Lab
62 796 118 Loma Prieta 1989 SF - Presidio
63 799 118 Loma Prieta 1989 SF Intern. Airport
64 802 118 Loma Prieta 1989 Saratoga - Aloha Ave
65 803 118 Loma Prieta 1989 Saratoga - W Valley Coll.
66 808 118 Loma Prieta 1989 Treasure Island
67 825 123 Cape Mendocino 1992 Cape Mendocino
68 828 123 Cape Mendocino 1992 Petrolia
69 838 125 Landers 1992 Barstow
70 879 125 Landers 1992 Lucerne
71 900 125 Landers 1992 Yermo Fire Station
72 963 127 Northridge-01 1994 Castaic - Old Ridge Route
73 982 127 Northridge-01 1994 Jensen Filter Plant
74 983 127 Northridge-01 1994 Jensen Filter Plant Generator
75 1003 127 Northridge-01 1994 LA - Saturn St
76 1004 127 Northridge-01 1994 LA - Sepulveda VA Hospital
77 1009 127 Northridge-01 1994 LA - Wadsworth VA Hospital North
78 1013 127 Northridge-01 1994 LA Dam
79 1044 127 Northridge-01 1994 Newhall - Fire Sta
80 1045 127 Northridge-01 1994 Newhall - W Pico Canyon Rd.
81 1050 127 Northridge-01 1994 Pacoima Dam (downstr)
82 1051 127 Northridge-01 1994 Pacoima Dam (upper left)
83 1052 127 Northridge-01 1994 Pacoima Kagel Canyon
84 1063 127 Northridge-01 1994 Rinaldi Receiving Sta
85 1084 127 Northridge-01 1994 Sylmar - Converter Sta
86 1085 127 Northridge-01 1994 Sylmar - Converter Sta East
87 1086 127 Northridge-01 1994 Sylmar - Olive View Med FF
88 1106 129 Kobe, Japan 1995 KJMA
89 1108 129 Kobe, Japan 1995 Kobe University
90 1114 129 Kobe, Japan 1995 Port Island (0 m)
91 1119 129 Kobe, Japan 1995 Takarazuka
92 1120 129 Kobe, Japan 1995 Takatori
93 1147 136 Kocaeli, Turkey 1999 Ambarli
94 1148 136 Kocaeli, Turkey 1999 Arcelik
95 1158 136 Kocaeli, Turkey 1999 Duzce
96 1161 136 Kocaeli, Turkey 1999 Gebze
97 1176 136 Kocaeli, Turkey 1999 Yarimca
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Sl No. NGA EQID Earthquake Name Year Station Name
Record
Number

98 1182 137 Chi-Chi, Taiwan 1999 CHY006
99 1193 137 Chi-Chi, Taiwan 1999 CHY024
100 1197 137 Chi-Chi, Taiwan 1999 CHY028
101 1202 137 Chi-Chi, Taiwan 1999 CHY035
102 1244 137 Chi-Chi, Taiwan 1999 CHY101
103 1329 137 Chi-Chi, Taiwan 1999 ILA037
104 1402 137 Chi-Chi, Taiwan 1999 NST
105 1403 137 Chi-Chi, Taiwan 1999 NSY
106 1410 137 Chi-Chi, Taiwan 1999 TAP003
107 1411 137 Chi-Chi, Taiwan 1999 TAP005
108 1463 137 Chi-Chi, Taiwan 1999 TCU003
109 1464 137 Chi-Chi, Taiwan 1999 TCU006
110 1466 137 Chi-Chi, Taiwan 1999 TCU008
111 1468 137 Chi-Chi, Taiwan 1999 TCU010
112 1471 137 Chi-Chi, Taiwan 1999 TCU015
113 1472 137 Chi-Chi, Taiwan 1999 TCU017
114 1473 137 Chi-Chi, Taiwan 1999 TCU018
115 1475 137 Chi-Chi, Taiwan 1999 TCU026
116 1476 137 Chi-Chi, Taiwan 1999 TCU029
117 1477 137 Chi-Chi, Taiwan 1999 TCU031
118 1479 137 Chi-Chi, Taiwan 1999 TCU034
119 1480 137 Chi-Chi, Taiwan 1999 TCU036
120 1481 137 Chi-Chi, Taiwan 1999 TCU038
121 1482 137 Chi-Chi, Taiwan 1999 TCU039
122 1483 137 Chi-Chi, Taiwan 1999 TCU040
123 1484 137 Chi-Chi, Taiwan 1999 TCU042
124 1485 137 Chi-Chi, Taiwan 1999 TCU045
125 1486 137 Chi-Chi, Taiwan 1999 TCU046
126 1487 137 Chi-Chi, Taiwan 1999 TCU047
127 1489 137 Chi-Chi, Taiwan 1999 TCU049
128 1490 137 Chi-Chi, Taiwan 1999 TCU050
129 1492 137 Chi-Chi, Taiwan 1999 TCU052
130 1493 137 Chi-Chi, Taiwan 1999 TCU053
131 1494 137 Chi-Chi, Taiwan 1999 TCU054
132 1496 137 Chi-Chi, Taiwan 1999 TCU056
133 1497 137 Chi-Chi, Taiwan 1999 TCU057
134 1498 137 Chi-Chi, Taiwan 1999 TCU059
135 1499 137 Chi-Chi, Taiwan 1999 TCU060
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Sl No. NGA EQID Earthquake Name Year Station Name
Record
Number

136 1501 137 Chi-Chi, Taiwan 1999 TCU063
137 1502 137 Chi-Chi, Taiwan 1999 TCU064
138 1503 137 Chi-Chi, Taiwan 1999 TCU065
139 1505 137 Chi-Chi, Taiwan 1999 TCU068
140 1510 137 Chi-Chi, Taiwan 1999 TCU075
141 1511 137 Chi-Chi, Taiwan 1999 TCU076
142 1514 137 Chi-Chi, Taiwan 1999 TCU081
143 1515 137 Chi-Chi, Taiwan 1999 TCU082
144 1516 137 Chi-Chi, Taiwan 1999 TCU083
145 1519 137 Chi-Chi, Taiwan 1999 TCU087
146 1523 137 Chi-Chi, Taiwan 1999 TCU094
147 1524 137 Chi-Chi, Taiwan 1999 TCU095
148 1525 137 Chi-Chi, Taiwan 1999 TCU096
149 1526 137 Chi-Chi, Taiwan 1999 TCU098
150 1528 137 Chi-Chi, Taiwan 1999 TCU101
151 1529 137 Chi-Chi, Taiwan 1999 TCU102
152 1530 137 Chi-Chi, Taiwan 1999 TCU103
153 1531 137 Chi-Chi, Taiwan 1999 TCU104
154 1533 137 Chi-Chi, Taiwan 1999 TCU106
155 1537 137 Chi-Chi, Taiwan 1999 TCU111
156 1541 137 Chi-Chi, Taiwan 1999 TCU116
157 1546 137 Chi-Chi, Taiwan 1999 TCU122
158 1548 137 Chi-Chi, Taiwan 1999 TCU128
159 1550 137 Chi-Chi, Taiwan 1999 TCU136
160 1595 137 Chi-Chi, Taiwan 1999 WGK
161 1602 138 Duzce, Turkey 1999 Bolu
162 1605 138 Duzce, Turkey 1999 Duzce
163 1752 155 Northwest China-03 1997 Jiashi
164 1853 160 Yountville 2000 Napa Fire Station #3
165 2114 169 Denali, Alaska 2002 TAPS Pump Station #10
166 2457 172 Chi-Chi, Taiwan-03 1999 CHY024
167 2461 172 Chi-Chi, Taiwan-03 1999 CHY028
168 2466 172 Chi-Chi, Taiwan-03 1999 CHY035
169 2495 172 Chi-Chi, Taiwan-03 1999 CHY080
170 2507 172 Chi-Chi, Taiwan-03 1999 CHY101
171 2618 172 Chi-Chi, Taiwan-03 1999 TCU065
172 2627 172 Chi-Chi, Taiwan-03 1999 TCU076
173 2650 172 Chi-Chi, Taiwan-03 1999 TCU116
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Sl No. NGA EQID Earthquake Name Year Station Name
Record
Number

174 2734 173 Chi-Chi, Taiwan-04 1999 CHY074
175 3317 175 Chi-Chi, Taiwan-06 1999 CHY101
176 3473 175 Chi-Chi, Taiwan-06 1999 TCU078
177 3474 175 Chi-Chi, Taiwan-06 1999 TCU079
178 3475 175 Chi-Chi, Taiwan-06 1999 TCU080
179 3548 118 Loma Prieta 1989 Los Gatos - Lexington Dam
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APPENDIX B Pulse-LikeGroundMotionsClas-
sified usingMethod Described in
Chapter 4

List of pulse-like ground motions identified using the method described in Chapter 4 is provided
in Table B.1 below.

Table B.1 List of pulse-like ground motions.

Sl No. NGA EQID Earthquake Name Year Station Name
Record
Number

1 20 17 Northern Calif-03 1954 Ferndale City Hall
2 77 30 San Fernando 1971 Pacoima Dam (upper left abut)
3 143 46 Tabas, Iran 1978 Tabas
4 147 48 Coyote Lake 1979 Gilroy Array #2
5 148 48 Coyote Lake 1979 Gilroy Array #3
6 149 48 Coyote Lake 1979 Gilroy Array #4
7 150 48 Coyote Lake 1979 Gilroy Array #6
8 159 50 Imperial Valley-06 1979 Agrarias
9 161 50 Imperial Valley-06 1979 Brawley Airport
10 170 50 Imperial Valley-06 1979 EC County Center FF
11 171 50 Imperial Valley-06 1979 El Centro - Meloland Geot. Array
12 173 50 Imperial Valley-06 1979 El Centro Array #10
13 178 50 Imperial Valley-06 1979 El Centro Array #3
14 179 50 Imperial Valley-06 1979 El Centro Array #4
15 180 50 Imperial Valley-06 1979 El Centro Array #5
16 181 50 Imperial Valley-06 1979 El Centro Array #6
17 182 50 Imperial Valley-06 1979 El Centro Array #7
18 184 50 Imperial Valley-06 1979 El Centro Differential Array
19 185 50 Imperial Valley-06 1979 Holtville Post Office
20 204 51 Imperial Valley-07 1979 El Centro Array #6
21 250 61 Mammoth Lakes-06 1980 Long Valley Dam (Upr L Abut)
22 285 68 Irpinia, Italy-01 1980 Bagnoli Irpinio
23 292 68 Irpinia, Italy-01 1980 Sturno (STN)
24 316 73 Westmorland 1981 Parachute Test Site
25 319 73 Westmorland 1981 Westmorland Fire Sta
26 372 77 Coalinga-02 1983 Anticline Ridge Free-Field
27 373 77 Coalinga-02 1983 Anticline Ridge Pad
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Sl No. NGA EQID Earthquake Name Year Station Name
Record
Number

28 415 80 Coalinga-05 1983 Transmitter Hill
29 418 82 Coalinga-07 1983 Coalinga-14th & Elm (Old CHP)
30 451 90 Morgan Hill 1984 Coyote Lake Dam - Southwest Abutment
31 459 90 Morgan Hill 1984 Gilroy Array #6
32 503 100 Taiwan SMART1(40) 1986 SMART1 C00
33 504 100 Taiwan SMART1(40) 1986 SMART1 E01
34 505 100 Taiwan SMART1(40) 1986 SMART1 I01
35 506 100 Taiwan SMART1(40) 1986 SMART1 I07
36 507 100 Taiwan SMART1(40) 1986 SMART1 M01
37 508 100 Taiwan SMART1(40) 1986 SMART1 M07
38 510 100 Taiwan SMART1(40) 1986 SMART1 O07
39 527 101 N. Palm Springs 1986 Morongo Valley Fire Station
40 566 107 Kalamata, Greece-02 1986 Kalamata (bsmt) (2nd trigger)
41 568 108 San Salvador 1986 Geotech Investig Center
42 569 108 San Salvador 1986 National Geografical Inst
43 595 113 Whittier Narrows-01 1987 Bell Gardens - Jaboneria
44 611 113 Whittier Narrows-01 1987 Compton - Castlegate St
45 614 113 Whittier Narrows-01 1987 Downey - Birchdale
46 615 113 Whittier Narrows-01 1987 Downey - Co Maint Bldg
47 645 113 Whittier Narrows-01 1987 LB - Orange Ave
48 668 113 Whittier Narrows-01 1987 Norwalk - Imp Hwy, S Grnd
49 692 113 Whittier Narrows-01 1987 Santa Fe Springs - E.Joslin
50 722 116 Superstition Hills-02 1987 Kornbloom Road (temp)
51 723 116 Superstition Hills-02 1987 Parachute Test Site
52 725 116 Superstition Hills-02 1987 Poe Road (temp)
53 738 118 Loma Prieta 1989 Alameda Naval Air Stn Hanger
54 758 118 Loma Prieta 1989 Emeryville, Pacific Park #2, Free Field
55 764 118 Loma Prieta 1989 Gilroy - Historic Bldg.
56 766 118 Loma Prieta 1989 Gilroy Array #2
57 767 118 Loma Prieta 1989 Gilroy Array #3
58 783 118 Loma Prieta 1989 Oakland - Outer Harbor Wharf
59 784 118 Loma Prieta 1989 Oakland - Title & Trust
60 796 118 Loma Prieta 1989 SF - Presidio
61 802 118 Loma Prieta 1989 Saratoga - Aloha Ave
62 803 118 Loma Prieta 1989 Saratoga - W Valley Coll.
63 808 118 Loma Prieta 1989 Treasure Island
64 825 123 Cape Mendocino 1992 Cape Mendocino
65 828 123 Cape Mendocino 1992 Petrolia
66 838 125 Landers 1992 Barstow
67 879 125 Landers 1992 Lucerne
68 900 125 Landers 1992 Yermo Fire Station
69 982 127 Northridge-01 1994 Jensen Filter Plant
70 983 127 Northridge-01 1994 Jensen Filter Plant Generator
71 1003 127 Northridge-01 1994 LA - Saturn St
72 1004 127 Northridge-01 1994 LA - Sepulveda VA Hospital
73 1013 127 Northridge-01 1994 LA Dam
74 1044 127 Northridge-01 1994 Newhall - Fire Sta
75 1045 127 Northridge-01 1994 Newhall - W Pico Canyon Rd.
76 1050 127 Northridge-01 1994 Pacoima Dam (downstr)
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77 1051 127 Northridge-01 1994 Pacoima Dam (upper left)
78 1052 127 Northridge-01 1994 Pacoima Kagel Canyon
79 1054 127 Northridge-01 1994 Pardee - SCE
80 1063 127 Northridge-01 1994 Rinaldi Receiving Sta
81 1084 127 Northridge-01 1994 Sylmar - Converter Sta
82 1085 127 Northridge-01 1994 Sylmar - Converter Sta East
83 1086 127 Northridge-01 1994 Sylmar - Olive View Med FF
84 1106 129 Kobe, Japan 1995 KJMA
85 1114 129 Kobe, Japan 1995 Port Island (0 m)
86 1119 129 Kobe, Japan 1995 Takarazuka
87 1120 129 Kobe, Japan 1995 Takatori
88 1148 136 Kocaeli, Turkey 1999 Arcelik
89 1161 136 Kocaeli, Turkey 1999 Gebze
90 1165 136 Kocaeli, Turkey 1999 Izmit
91 1176 136 Kocaeli, Turkey 1999 Yarimca
92 1182 137 Chi-Chi, Taiwan 1999 CHY006
93 1193 137 Chi-Chi, Taiwan 1999 CHY024
94 1244 137 Chi-Chi, Taiwan 1999 CHY101
95 1402 137 Chi-Chi, Taiwan 1999 NST
96 1403 137 Chi-Chi, Taiwan 1999 NSY
97 1462 137 Chi-Chi, Taiwan 1999 TCU
98 1464 137 Chi-Chi, Taiwan 1999 TCU006
99 1470 137 Chi-Chi, Taiwan 1999 TCU014
100 1471 137 Chi-Chi, Taiwan 1999 TCU015
101 1472 137 Chi-Chi, Taiwan 1999 TCU017
102 1473 137 Chi-Chi, Taiwan 1999 TCU018
103 1475 137 Chi-Chi, Taiwan 1999 TCU026
104 1476 137 Chi-Chi, Taiwan 1999 TCU029
105 1477 137 Chi-Chi, Taiwan 1999 TCU031
106 1478 137 Chi-Chi, Taiwan 1999 TCU033
107 1479 137 Chi-Chi, Taiwan 1999 TCU034
108 1480 137 Chi-Chi, Taiwan 1999 TCU036
109 1481 137 Chi-Chi, Taiwan 1999 TCU038
110 1482 137 Chi-Chi, Taiwan 1999 TCU039
111 1483 137 Chi-Chi, Taiwan 1999 TCU040
112 1485 137 Chi-Chi, Taiwan 1999 TCU045
113 1486 137 Chi-Chi, Taiwan 1999 TCU046
114 1487 137 Chi-Chi, Taiwan 1999 TCU047
115 1489 137 Chi-Chi, Taiwan 1999 TCU049
116 1491 137 Chi-Chi, Taiwan 1999 TCU051
117 1492 137 Chi-Chi, Taiwan 1999 TCU052
118 1493 137 Chi-Chi, Taiwan 1999 TCU053
119 1496 137 Chi-Chi, Taiwan 1999 TCU056
120 1498 137 Chi-Chi, Taiwan 1999 TCU059
121 1501 137 Chi-Chi, Taiwan 1999 TCU063
122 1502 137 Chi-Chi, Taiwan 1999 TCU064
123 1503 137 Chi-Chi, Taiwan 1999 TCU065
124 1505 137 Chi-Chi, Taiwan 1999 TCU068
125 1510 137 Chi-Chi, Taiwan 1999 TCU075
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126 1511 137 Chi-Chi, Taiwan 1999 TCU076
127 1514 137 Chi-Chi, Taiwan 1999 TCU081
128 1515 137 Chi-Chi, Taiwan 1999 TCU082
129 1519 137 Chi-Chi, Taiwan 1999 TCU087
130 1520 137 Chi-Chi, Taiwan 1999 TCU088
131 1523 137 Chi-Chi, Taiwan 1999 TCU094
132 1524 137 Chi-Chi, Taiwan 1999 TCU095
133 1525 137 Chi-Chi, Taiwan 1999 TCU096
134 1526 137 Chi-Chi, Taiwan 1999 TCU098
135 1528 137 Chi-Chi, Taiwan 1999 TCU101
136 1529 137 Chi-Chi, Taiwan 1999 TCU102
137 1530 137 Chi-Chi, Taiwan 1999 TCU103
138 1531 137 Chi-Chi, Taiwan 1999 TCU104
139 1548 137 Chi-Chi, Taiwan 1999 TCU128
140 1550 137 Chi-Chi, Taiwan 1999 TCU136
141 1595 137 Chi-Chi, Taiwan 1999 WGK
142 1602 138 Duzce, Turkey 1999 Bolu
143 1605 138 Duzce, Turkey 1999 Duzce
144 1752 155 Northwest China-03 1997 Jiashi
145 1853 160 Yountville 2000 Napa Fire Station #3
146 2114 169 Denali, Alaska 2002 TAPS Pump Station #10
147 2457 172 Chi-Chi, Taiwan-03 1999 CHY024
148 2466 172 Chi-Chi, Taiwan-03 1999 CHY035
149 2495 172 Chi-Chi, Taiwan-03 1999 CHY080
150 2618 172 Chi-Chi, Taiwan-03 1999 TCU065
151 2627 172 Chi-Chi, Taiwan-03 1999 TCU076
152 2628 172 Chi-Chi, Taiwan-03 1999 TCU078
153 2734 173 Chi-Chi, Taiwan-04 1999 CHY074
154 3317 175 Chi-Chi, Taiwan-06 1999 CHY101
155 3473 175 Chi-Chi, Taiwan-06 1999 TCU078
156 3475 175 Chi-Chi, Taiwan-06 1999 TCU080
157 3548 118 Loma Prieta 1989 Los Gatos - Lexington Dam
158 3634 100 Taiwan SMART1(40) 1986 SMART1 I02
159 3635 100 Taiwan SMART1(40) 1986 SMART1 I03
160 3636 100 Taiwan SMART1(40) 1986 SMART1 I04
161 3637 100 Taiwan SMART1(40) 1986 SMART1 I05
162 3638 100 Taiwan SMART1(40) 1986 SMART1 I06
163 3639 100 Taiwan SMART1(40) 1986 SMART1 I08
164 3640 100 Taiwan SMART1(40) 1986 SMART1 I09
165 3641 100 Taiwan SMART1(40) 1986 SMART1 I11
166 3642 100 Taiwan SMART1(40) 1986 SMART1 I12
167 3643 100 Taiwan SMART1(40) 1986 SMART1 M02
168 3644 100 Taiwan SMART1(40) 1986 SMART1 M03
169 3645 100 Taiwan SMART1(40) 1986 SMART1 M04
170 3646 100 Taiwan SMART1(40) 1986 SMART1 M05
171 3647 100 Taiwan SMART1(40) 1986 SMART1 M06
172 3649 100 Taiwan SMART1(40) 1986 SMART1 M09
173 3650 100 Taiwan SMART1(40) 1986 SMART1 M10
174 3652 100 Taiwan SMART1(40) 1986 SMART1 M12
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175 3655 100 Taiwan SMART1(40) 1986 SMART1 O04
176 3656 100 Taiwan SMART1(40) 1986 SMART1 O05
177 3657 100 Taiwan SMART1(40) 1986 SMART1 O06
178 3658 100 Taiwan SMART1(40) 1986 SMART1 O08
179 3660 100 Taiwan SMART1(40) 1986 SMART1 O11
180 3744 123 Cape Mendocino 1992 Bunker Hill FAA
181 3746 123 Cape Mendocino 1992 Centerville Beach, Naval Fac
182 3755 125 Landers 1992 Lucerne
183 3763 129 Kobe, Japan 1995 Port Island (83 m)
184 3965 176 Tottori, Japan 2000 TTR008
185 4040 178 Bam, Iran 2003 Bam
186 4065 179 Parkfield-02, CA 2004 PARKFIELD - EADES
187 4097 179 Parkfield-02, CA 2004 Slack Canyon
188 4098 179 Parkfield-02, CA 2004 Parkfield - Cholame 1E
189 4100 179 Parkfield-02, CA 2004 Parkfield - Cholame 2WA
190 4101 179 Parkfield-02, CA 2004 Parkfield - Cholame 3E
191 4102 179 Parkfield-02, CA 2004 Parkfield - Cholame 3W
192 4103 179 Parkfield-02, CA 2004 Parkfield - Cholame 4W
193 4107 179 Parkfield-02, CA 2004 Parkfield - Fault Zone 1
194 4113 179 Parkfield-02, CA 2004 Parkfield - Fault Zone 9
195 4115 179 Parkfield-02, CA 2004 Parkfield - Fault Zone 12
196 4116 179 Parkfield-02, CA 2004 Parkfield - Fault Zone 14
197 4126 179 Parkfield-02, CA 2004 Parkfield - Stone Corral 1E
198 4211 180 Niigata, Japan 2004 NIG021
199 4228 180 Niigata, Japan 2004 NIGH11
200 4451 262 Montenegro, Yugo. 1979 Bar-Skupstina Opstine
201 4458 262 Montenegro, Yugo. 1979 Ulcinj - Hotel Olimpic
202 4480 274 L’Aquila, Italy 2009 L’Aquila - V. Aterno - Centro Valle
203 4482 274 L’Aquila, Italy 2009 L’Aquila - V. Aterno -F. Aterno
204 4483 274 L’Aquila, Italy 2009 L’Aquila - Parking
205 4716 277 Wenchuan, China 2008 Deyangbaima
206 4816 277 Wenchuan, China 2008 Mianzuqingping
207 4847 278 Chuetsu-oki 2007 Joetsu Kakizakiku Kakizaki
208 4850 278 Chuetsu-oki 2007 Yoshikawaku Joetsu City
209 4856 278 Chuetsu-oki 2007 Kashiwazaki City Center
210 4874 278 Chuetsu-oki 2007 Oguni Nagaoka
211 4875 278 Chuetsu-oki 2007 Kariwa
212 4879 278 Chuetsu-oki 2007 Yan Sakuramachi City watershed
213 4889 278 Chuetsu-oki 2007 Joetsu Otemachi
214 4891 278 Chuetsu-oki 2007 Iizuna Imokawa
215 4896 278 Chuetsu-oki 2007 Kashiwazaki NPP, Service Hall Array 2.4 m depth
216 4897 278 Chuetsu-oki 2007 SERVICE HALL:50.8 M DEPTH
217 5658 279 Iwate 2008 IWTH26
218 5810 279 Iwate 2008 Machimukai Town
219 5832 280 El Mayor-Cucapah 2010 TAMAULIPAS
220 6877 146 Joshua Tree, CA 1992 Indio - Jackson Road
221 6887 281 Darfield, New Zealand 2010 Christchurch Botanical Gardens
222 6897 281 Darfield, New Zealand 2010 DSLC
223 6906 281 Darfield, New Zealand 2010 GDLC
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224 6911 281 Darfield, New Zealand 2010 HORC
225 6927 281 Darfield, New Zealand 2010 LINC
226 6928 281 Darfield, New Zealand 2010 LPCC
227 6942 281 Darfield, New Zealand 2010 NNBS North New Brighton School
228 6959 281 Darfield, New Zealand 2010 Christchurch Resthaven
229 6960 281 Darfield, New Zealand 2010 Riccarton High School
230 6962 281 Darfield, New Zealand 2010 ROLC
231 6966 281 Darfield, New Zealand 2010 Shirley Library
232 6969 281 Darfield, New Zealand 2010 Styx Mill Transfer Station
233 6975 281 Darfield, New Zealand 2010 TPLC
234 8064 346 Christchurch, New Zealand 2011 Christchurch Cathedral College
235 8066 346 Christchurch, New Zealand 2011 Christchurch Hospital
236 8067 346 Christchurch, New Zealand 2011 Christchurch Cashmere High School
237 8090 346 Christchurch, New Zealand 2011 Hulverstone Drive Pumping Station
238 8119 346 Christchurch, New Zealand 2011 Pages Road Pumping Station
239 8123 346 Christchurch, New Zealand 2011 Christchurch Resthaven
240 8130 346 Christchurch, New Zealand 2011 Shirley Library
241 8158 346 Christchurch, New Zealand 2011 LPCC
242 8161 280 El Mayor-Cucapah 2010 El Centro Array #12
243 8164 138 Duzce, Turkey 1999 IRIGM 487
244 8606 280 El Mayor-Cucapah 2010 Westside Elementary School
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APPENDIX C Expected Value of lnAmp Given
M

Below is a closed-form solution of the expectation of lnAmp(T, Tp) over Tp|M as needed in Equa-
tion 5.20 is derived below.

ETp|M [lnAmp] =

∫ +∞

−∞
b0e

b1
(
ln T

Tp
−b2

)2

P (lnTp|M)dlnTp (C.1)

P (lnTp|M) =
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2πσlnTp

e
− 1

2σ2
lnTp

(lnTp−µlnTp )
2

(normal distribution) (C.2)

Substituting lnTp with x.

ETp|M [lnAmp] =

∫ +∞

−∞
b0e

b1(lnT−x−b2)
2 1√

2πσx
e
− 1

2σ2
x
(x−µx)2

dx (C.3)

substituting c = lnT − b2
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2πσ2

x

∫ +∞

−∞
eb1(c−x)2e

− 1

2σ2
x
(x−µx)2

dx (C.4)

=
b0√
2πσ2

x

∫ +∞

−∞
eb1(c

2+x2−2cx)e
− 1

2σ2
x
(x2+µ2

x−2xµx)
dx (C.5)

=
b0√
2πσ2

x

∫ +∞

−∞
e

(
b1c2+b1x2−2b1cx− 1

2σ2
x
x2− 1

2σ2
x
µ2
x+

2

2σ2
x
xµx

)
dx (C.6)

=
b0√
2πσ2

x

∫ +∞

−∞
e

1

2σ2
x
(2σ2

xb1c
2+2σ2

xb1x
2−4σ2

xb1cx−x2−µ2
x+2xµx)

dx (C.7)
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Substitute 2σ2
xb1 = d

ETp|M [lnAmp] =
b0√
2πσ2

x
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Substitute α = (dc2−µ2
x)
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is the normal probability density function with mean dc−µx

d−1
and

standard deviation σx√
d−1

, so the integration in Equation C.15 is equal to 1.

Thus,
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where

x = lnTp (C.18)

d = 2σ2
xb1 (C.19)

c = lnT − b2 (C.20)

α =
(dc2 − µ2

x)

d− 1
−
(
dc− µx

d− 1

)2

(C.21)
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APPENDIX D ApproximationsMade inChapter
6

The derivation here shows that the approximations made in Equations 6.2 and 6.9 in Chapter 6 were
first order approximations around m̄ and r̄.

Using the total probability theorem the P (directivity|Sa > x) can be expressed as shown
below

P (directivity|Sa > x) =

∫
M

∫
R

P (directivity|Sa > x,m, r)fM,R(m, r)dmdr (D.1)

= EM,R[P (directivity|Sa > x,m, r)] (D.2)

where EM,R[·] represents the expected value over M and R. Now P (directivity|Sa > x,m, r)

can be written as an infinite sum using the Taylor series expansion about the mean magnitude (m̄)
and distance (r̄) as shown below

P (directivity|Sa > x,m, r) = P (directivity|Sa > x, m̄, r̄)

+ (m− m̄)
∂
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∂2

∂m∂r
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+ (r − r̄)2
∂2

∂r2
P (directivity|Sa > x,m, r)

∣∣
m̄,r̄

]
+ . . . (D.3)

Ignoring the second and higher order termswe get a first order approximation ofP (directivity|Sa >
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x,m, r) as shown below

P (directivity|Sa > x,m, r) ≈ P (directivity|Sa > x, m̄, r̄)

+ (m− m̄)
∂

∂m
P (directivity|Sa > x,m, r)

∣∣
m̄,r̄

+ (r − r̄)
∂

∂r
P (directivity|Sa > x,m, r)

∣∣
m̄,r̄

(D.4)

Plugging the first order approximation of P (directivity|Sa > x,m, r) from Equation D.4 in Equa-
tion D.2 we get

EM,R[P (directivity|Sa > x,m, r)] ≈ EM,R

[
P (directivity|Sa > x, m̄, r̄)

+ (m− m̄)
∂

∂m
P (directivity|Sa > x,m, r)

∣∣
m̄,r̄

+ (r − r̄)
∂

∂r
P (directivity|Sa > x,m, r)

∣∣
m̄,r̄

]
(D.5)

Using the linearity of expectation operator Equation D.5 can be re-written as

EM,R[P (directivity|Sa > x,m, r)] ≈ P (directivity|Sa > x, m̄, r̄)

+
∂

∂m
P (directivity|Sa > x,m, r)

∣∣
m̄,r̄
EM,R[(m− m̄)]

+
∂

∂r
P (directivity|Sa > x,m, r)

∣∣
m̄,r̄
EM,R[(r − r̄)] (D.6)

Now EM,R[(m − m̄)] is same as EM,R[m] − m̄ = m̄ − m̄ = 0. Similarly EM,R[(r − r̄)] = 0.
Plugging this in Equation D.6 we get

EM,R[P (directivity|Sa > x,m, r)] ≈ P (directivity|Sa > x, m̄, r̄) (D.7)

Plugging Equation D.7 into Equation D.2 gives

P (directivity|Sa > x) ≈ P (directivity|Sa > x, m̄, r̄) (D.8)

which is the desired approximation used in equation 6.2 in chapter 6.
This same procedure can be used to show that the approximation used in Equation 6.9 was a

first-order approximation.
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