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ABSTRACT 

This report documents recent ground motion models (GMMs) developed as part of the Next 
Generation Attenuation for Central and Eastern North America (CENA) project (NGA-East). 
NGA-East is a multi-disciplinary research project coordinated by the Pacific Earthquake 
Engineering Research Center (PEER) that involves a large number of participating junior and 
senior researchers, practitioners, and end-users. Various organizations have provided technical 
input to the project from academia, industry, and government agencies. The objective of NGA-
East is to develop a new ground motion characterization (GMC) model for the Central and 
Eastern North America (CENA) region. The tectonic region of interest reaches across into 
Canada; thus, the term CENA instead of CEUS is used. The GMC consists in a set of new 
models (GMMs, a.k.a. GMPEs) for median, ground motions a set of standard deviation models, 
and their associated weights in the logic-trees, for use in probabilistic seismic hazard analyses 
(PSHA). 

The current report documents the development of new median candidate GMMs. Models 
for standard deviations of ground motions are developed through a separate set of tasks within 
NGA-East and are published separately. 

The GMMs have been developed using various tasks previously completed in NGA-East, 
notably the path regionalization, finite-fault simulations, and database development tasks. This 
report consists of eleven chapters. Each chapter has its own GMM developer team and may 
include multiple new GMMs. In all, a total of 20 GMMs are described in this report, covering a 
range of alternative approaches for modeling ground motions, building on empirical relations for 
CENA and WNA, using recorded ground motions and collected intensity data, and incorporating 
point-source and finite-fault simulations. 
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LIST OF ACRONYMS 

We have made an attempt to make the terminology as uniform as possible throughout the report. 
However, since each chapter is written by a different author or group of authors, we also tried to 
accommodate their personal style (e.g., passive versus active voice) and preferences. Some 
acronyms and symbols are also preferred by specific authors and reflected in their figure labels. 
We provide a list of the most common acronyms and symbols below and provide alternative 
notations when applicable.  

 
ACR Active Crustal Region 
CBR Center, body and range 
CENA Central and Eastern North America 
GMC Ground Motion Characterization 
CEUS Central and Eastern United States 
CEUS SSC Central and Eastern U.S. Seismic Source Characterization for Nuclear 

Facilities Project 
DNFSB Defense Nuclear Facilities Safety Board 
DOE United States Department of Energy 
ENA Eastern North America 
EPRI Electric Power Research Institute 
FAS Fourier Amplitude Spectra 
FF, FFM Finite Fault, Finite Fault Model 
GM Ground Motion 
GMC Ground Motion Characterization 
GMM Ground Motion Model is used preferably in the report, GMMs includes 

GMPEs and other model formats  
GMPE Ground Motion Prediction Equation is used for GMMs that have been 

parameterized into equations  
GMIM Ground Motion Intensity Measure (PSA, PGA, PGV) 
M Moment magnitude 
NGA Next Generation Attenuation 
NGA-East Next Generation Attenuation Relationship for the Central and Eastern North 

American Region 
NGA-West Next Generation Attenuation Relationship for shallow crustal earthquakes in 

active tectonic regions (original project) 
NGA-West2 Next Generation Attenuation Relationship for shallow crustal earthquakes in 

active tectonic regions (phase 2 of NGA-West project) 
NRC United States Nuclear Regulatory Commission 
NUREG Regulatory guides, reports and brochures from the U.S. Nuclear Regulatory 

Commission 
PGA Peak Ground Acceleration 
PGV Peak Ground Velocity 
PIE Potentially-Induced Event 
PS, PSM Point-Source, Point-Source Model 
PSA, SA Pseudo-Spectral Acceleration (5% damping in this report), some modelers use 

SA (Spectral Acceleration) instead  
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PSHA Probabilistic Seismic Hazard Analysis 
Q Quality factor 
RHYP, Rhyp Hypocentral distance (km) 
RJB, Rjb Joyner-Boore distance: closest distance to horizontal projection of fault trace 

(km) 
RX Equivalent to Joyner-Boore distance measured perpendicularly to the fault 

trace (km). RX is negative on the footwall side of the fault and positive on the 
hanging-wall side 

RRUP, Rrup, Rclst Rupture distance: closest distance to the fault trace (km) 
RotD50  Median value of resultants of two horizontal components of ground motions as 

computed over each angle of rotation from 1 to 180° 
SCR Stable Continental Region 
SSC Seismic Source Characterization 
SSHAC Senior Seismic Hazard Assessment Committee 
T Spectral period (in seconds) 
TDI Technically Defensible Interpretations 
TI Technical Integrator 
U.S. United States 
USGS United States Geological Survey 
VS Shear-wave velocity  
VS30  Time-averaged shear-wave velocity in top 30 meters of geomaterial 
WG Working Group 
WUS Western United States 

Z
HYP , Z

hyp Depth to hypocenter (km) 

TORZ Depth to top of rupture (km) 
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1 Introduction 

Christine A. Goulet, Yousef Bozorgnia 
Pacific Earthquake Engineering Research Center (PEER) 
University of California, Berkeley 

Norman A. Abrahamson 
Pacific Gas and Electric Company 
San Francisco, California 

1.1 BACKGROUND 

This report documents recent ground motion models (GMMs) developed as part of the Next 
Generation Attenuation for Central and Eastern North America (CENA) project (NGA-East). 
NGA-East is a multi-disciplinary research project coordinated by the Pacific Earthquake 
Engineering Research Center (PEER) that involves a large number of participating researchers, 
practitioners, and end-users from various organizations in academia, industry, and government. 

The objective of NGA-East is to develop a new ground motion characterization (GMC) 
for the CENA region. The GMC consists of a set of new GMMs (a.k.a. GMPEs) for median 
ground motions, a set of standard deviation models, and their associated weights in the logic-
trees, for use in probabilistic seismic hazard analyses (PSHA). The current report documents the 
development of new median GMMs. Models for standard deviations of ground motions are 
developed through a separate set of tasks within NGA-East and are published separately. The 
term GMM is used as the general term in this report. Some models have been parameterized into 
equations, and the term “ground-motion prediction equations (GMPE)” is applicable, and other 
models consist of sets of ground-motions tables. The term GMM is general and applicable to all 
the models. 

1.2 NGA-EAST MODEL DEVELOPMENT CONSTRAINTS 

The NGA-East objective is to develop a comprehensive GMC for CENA. The project constraints 
have been developed to address the key earthquake scenarios identified in the CEUS Seismic 
Source Characterization project [EPRI/DOE/NRC 2012]. 
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The magnitude used in NGA-East is the Moment Magnitude, M. M is related to seismic 
moment, M0, by Hanks and Kanamori [1979] as: 

02 / 3log( in dyne-cm) 10.7M M (1.1) 

Median GMMs are to provide “average” horizontal ground motions on very hard-
rock (VHR) sites located up to 1200 km from future earthquakes in CENA, with M in the 4.0 
to 8.2 range. The VHR reference site conditions have been defined by the NGA-East 
Geotechnical Working Group as corresponding to shear-wave velocity VS = 3000 m/sec and a 
kappa (κ) of 0.006 sec. The development of the reference sites conditions is detailed  in two 
PEER reports:  Hashash et al. [2014a] and Campbell et al. [2014]. In addition, the GMM 
developers have focused the development of their models on the CENA region that excludes the 
Gulf Coast (see Region 1, or GROUP 2; see Section 1.3.1.2). The GMMs for the Gulf Coast 
are developed in separate NGA-East tasks. Also, the GMMs documented in this report are for 
footwall condition, and adjustments for hanging-wall condition are developed in a separate task. 

The preferred “average” horizontal ground-motion intensity measure (GMIM) is 
RotD50 [Boore 2010]. RotD50 is the median value of resultants of two horizontal components 
of ground motions as computed over each angle of rotation from 1 to 180°. RotD50 
is computed independently for each spectral period/frequency. The minimum requested 
GMIMs are peak ground acceleration (PGA), peak ground velocity (PGV), and 5%-damped 
linear pseudo-spectral acceleration (PSA) for oscillator periods listed in Table 1.1. 

Table 1.1 Minimum 5%-damped PSA periods (and frequencies) for NGA-East 
GMM development  

T (sec) F(Hz) 
0.01 100 
0.02 50 

0.025 40 
0.03 33.33 
0.04 25 
0.05 20 

0.075 13.33 
0.1 10 

0.15 6.67 
0.2 5 

0.25 4 
0.3 3.33 
0.4 2.5 
0.5 2 

0.75 1.33 
1 1 

1.5 0.67 
2 0.5 
3 0.33 
4 0.25 
5 0.2 

7.5 0.13 
10 0.1 
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1.3 DATASETS AND MODEL BUILDING TOOLS 

The NGA-East GMM developers had access to a series of datasets and modeling tools. Specific 
references to those are provided within the different chapters. Summary of the key products are 
elaborated in the following sub-sections. 

1.3.1  NGA-East Database  

1.3.1.1 Summary and Attributes 

The NGA-East ground-motion database includes the two- and three-component ground-motion 
recordings from numerous selected events (M > 2.5, distances of 2000 km or more) recorded in 
the CENA region since 1988 [Goulet et al. 2014]. This is the largest database of processed 
ground motions recorded in stable continental regions (SCRs). It contains over 29,000 records 
from 81 earthquake events at 1379 recording stations. The database includes PSA for the 5%-
damped elastic oscillators, with periods ranging from 0.01 to 10 sec. As indicated Section 1.2, 
the preferred GMIM used for the NGA-East GMM development is RotD50 , which is also 
provided for the same period range. The NGA-East database consists of three groups of 
complementary products: the summary file referred to as the “flatfile,” which contains metadata, 
ground-motion information and GMIM, the time series (acceleration, velocity, and 
displacement), and the corresponding Fourier spectra files. The flatfile as well as additional 
requested products were shared with all the GMM developers. 

1.3.1.2 Regionalization 

A separate task in NGA-East was to regionalize CENA on the basis of systematic differences in 
simulated ground motions and their attenuation. From this task four distinct regions were defined 
as follows [Dreiling et al. 2014]: 

1. Mississippi Embayment/Gulf Coast region (MEM) 

2. Central North America (CNA) 

3. The Appalachian Province (APP) 

4. The Atlantic Coastal Plain (ACP) 

These four regions are shown in Figure 1.2, with the numbering used in the NGA-East flatfile 
(Section 1.3.1.1). The flatfile includes three separate fields for regionalization. The first two, 
correspond to the “Event and Station Region Number,” respectively. For these two fields, the 
number directly corresponds to the region containing the epicenter (Event Field) and the station 
(Station Field). If the epicenter or the station is outside these four regions, the flag is set to -999. 

The third and last regionalization field is called “Path Region Number” and aims to 
define a region containing the full propagation path (from the epicenter to the Station). If the full 
path is contained within any of the four regions above, the field is populated with the region 
number directly. If either or both of the Event or Station Region Number are outside the four 
regions (at least one of the fields is -999), then the Event Station Field is also -999. 

The regionalization task also demonstrated that the four regions could be aggregated into 
two distinct attenuation groups: 
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GROUP 1: Central North America (CNA), Appalachians (APP), and Atlantic Coastal 
Plain (ACP) 

GROUP 2: Mississippi Embayment/Gulf Coast (MEM or GC) 

Two new regions were created to accommodate this grouping of regions. Region 5 includes 
paths that cross any or many of the regions’ 2, 3, and 4 boundaries. To fully populate the 
attenuation Group 1 from above, one would have to combine data with Path Region numbers 2, 
3, 4, and 5. Region 6 allows for paths crossing between any sub-region of Group 1 into region 1 
(MEM/GC). 

Figure 1.2 Four regions defined for Central and Eastern North America (CENA). 
The regions have been numbered as follows for the NGA-East database: 
(1) Mississippi Embayment/Gulf Coast region; (2) central North
America; (3) the Appalachian Province; and (4) the Atlantic Coastal
Plain.

1.3.2 NGA-East Site Conditions Corrections 

The NGA-East database includes VS30 estimates for all the recording stations. However, only 
about 100 sites have VS30 values from in situ measurements. The vast majority of stations were 
assigned an inferred VS30 value based on various proxy methods described in Chapter 5 of Goulet 
et al. [2014]. Therefore, there is a certain level of uncertainty on the estimated VS30 values, 
rendering the correction to reference rock also uncertain. 

The approach favored by NGA-East was to let each GMM modeling group use their own 
site correction methods for correcting the as-recorded ground motions to the reference site 
condition. With this approach, a wider range of ground motions is essentially captured. The 
GMM developers were nonetheless provided with a draft version of the Boore [2015] report on 
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site correction models for Fourier amplitude spectra (FAS) and PSA. This was used as a 
verification tool or as part of the model building process by the different GMM modeling teams. 

1.3.3 CENA Models for Attenuation 

NGA-East compiled a series of attenuation models from the literature. By attenuation models, 
we refer to correlated models of geometrical spreading and anelastic attenuation (Q) from 
ground-motions studies and not to complete GMMs. Expecting to have GMMs based on the 
point-source stochastic model developed as part of the project, the NGA-East team wanted to 
select a subset of attenuation models that would (1) span the range of models available and (2) be 
small enough to be manageable. 

The initial literature review contained over 40 models developed between 1983 and 2014 
(see Appendix 1A). From this list, a subset of 22 models was selected based on the quality and 
age of the data used in the published studies. Another review of these 22 models was completed, 
and six models were selected as representative of the range of available models (see Appendix 
1A). The six selected models are listed in Table 1.2. 
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Table 1.2 Summary of the selected representative attenuation models. 

Model and Reference Geometric Spreading G(R) What is 
“R”?1 

Attenuation  
exp(-fR/Q) 

Applicable Range2 

AB95 
(J97) 
[Atkinson and Boore 1995] 

ሺܴሻܩ ൌ ቐ
ܴିଵ,
,଴ܴ଴ܥ
,ଵܴି଴.ହܥ

ܴ ൑ 70 km
70 km ൏ ܴ ൑ 130 km

ܴ ൐ 130 km
 

C0 = (1/70), C1 = (1300.5/70) 

R = Rhyp  Q(f) = 680f 0.36 
 = 3.8 km/sec 

4.0 ≤ M ≤ 7.25 
10 ≤ R ≤ 500 km 
0.5 ≤ f ≤ 20 Hz 

SGD02 
(S02sc, EPRI93) 
[Silva et al. 2002] 

ሺܴሻܩ ൌ ቊ ܴିሺ௔ା௕ሺିࡹ଺.ହሻሻ,
,଺.ହሻሻିࡹ଴ܴି଴.ହሺ௔ା௕ሺܥ

ܴ ൑ 80 km
ܴ ൐ 80 km 

ܽ ൌ 1.0296, ܾ ൌ െ0.0422, C0 = 80-0.5(a+b(M-6.5)) 

R = Rhyp  Q(f) = 351f 0.84 
 = 3.52 km/sec 

4.5 ≤ M ≤ 8.5 
1 ≤ R ≤ 400 km 
0.1 ≤ f ≤ 100 Hz 

A04 
(BCA10a) 
[Atkinson 2004] 

ሺܴሻܩ ൌ ቐ
ܴିଵ.ଷ,
,଴ܴ଴.ଶܥ
,ଵܴି଴.ହܥ

ܴ ൑ 70 km
70 km ൏ ܴ ൑ 140 km

ܴ ൐ 140 km
 

 C0 = (70-0.2/701.3), C1 = C0(1400.5/140-0.2) 

R = Rhyp  Q(f) = max(1000, 893f 0.32) 
 = 3.7 km/sec 

4.4 ≤ M ≤ 6.8 
10 ≤ R ≤ 800 km 
0.05 ≤ f ≤ 20 Hz 

BCA10d 
[Boore et al. 2010] 

G(R) = R-1 all R R = RPS Q(f) = 2850 
 = 3.7 km/sec 

4.4 ≤ M ≤ 6.8 
10 ≤ R ≤ 800 km 
0.05 ≤ f ≤ 20 Hz 

BS11 
[Boatwright and Seekins 
2011] 

ሺܴሻܩ ൌ ൜ ܴିଵ,
,଴ܴି଴.ହܥ

ܴ ൑ 50 km
ܴ ൐ 50 km 

C0 = (500.5/50) 

R = Rhyp Q(f) = 410f 0.5 
 = 3.5 km/sec 

4.4 ≤ M ≤ 5.0 
23 ≤ R ≤ 602 km 
0.2 ≤ f ≤ 20 Hz 

AB14 
[Atkinson and Boore 2014] ܩሺܴሻ ൌ ൜10

೎்஼ಽಷܴିଵ.ଷ,
,଴ܴି଴.ହܥ

ܴ ൑ 50 km
ܴ ൐ 50 km 

௖ܶ ൌ ൝
1,
1 െ 1.429 logଵ଴ሺ݂ሻ ,
0,																									

݂ ൑ 1	Hz
		1	Hz ൏ ݂ ൏ 5	Hz

݂ ൒ 5	Hz
 

௅ிܥ ൌ ቐ
0.2 cos ቂ஠

ଶ
ቀோି௛
ଵି௛

ቁቃ ,

0.2 cos ቂ஠
ଶ
ቀ ோି௛
ହ଴ି௛

ቁቃ ,
				ܴ ൑ ݄

݄ ൏ ܴ ൏ 50 km

h = focal depth (km), C0 = (500.5/501.3) 

R = RPS Q(f) = 525f 0.45 
 = 3.7 km/sec 

3.5 ≤ M ≤ 6 
10 ≤ R ≤ 500 km 
0.2 ≤ f ≤ 20 Hz 

1Rhyp = hypocentral distance; RPS = effective point source distance 
RPS = [Rhyp

2 + hFF
2]1/2, log10(hFF) = -0.405 + 0.235M [Yenier and Atkinson 2015a] 

2When applicable range not explicitly stated in paper it was inferred from data comparisons. 
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1.3.4 CENA Finite-Fault Simulations and Data  

Following a large finite-fault validation exercise, three finite-fault simulations modeling 
approaches passed the acceptance criteria and were selected for the generation of CENA ground-
motion data. The methodologies are implemented on the Southern California Earthquake Center 
Broadband Platform (SCEC BBP), version 14.6, and are documented, along with the validation 
exercise itself, in a Focus Section in Seismological Research Letters (Volume 86, Issue 1). The 
simulations methodologies were evaluated for applicability to Western U.S. (WUS), Japanese, 
and CENA events, as detailed in Goulet et al. [2015], Maechling et al. [2015] and Dreger et al. 
[2015].  

The EXSIM (EX), Graves and Pitarka (GP) and San Diego State University (SD) 
methodologies were selected for NGA-East and are described in detail in Atkinson and 
Assatourians [2015], Graves and Pitarka [2015], and Olsen and Takedatsu [2015]. The NGA-
East project was in agreement with Dreger et al. [2015] that the ground motions from these 
methods should not be used for their absolute values, but instead for their relative magnitude 
scaling effects on ground motions. NGA-East developed a set of simulation scenarios for that 
purpose. The different earthquake scenarios and station layouts were defined to capture the effect 
of M-scaling relative to M=5, for a range of distances. 

Appendix 1B summarizes the simulations process and links to data files for the M-
scaling models. 

1.3.5 NGA-West2 Database  

A subset of GMM developers used data from active crustal regions (ACRs) and developed parts 
of their model using the NGA-West2 database [Ancheta et al. 2014]. The NGA-West2 database 
includes earthquake events from multiple ACRs, such as from the WUS, Middle East, Japan, and 
China, among others. The key NGA-West2 product used in the NGA-East GMM development 
was the flatfile, which includes metadata on source, propagation and site effects as well as 5%-
damped PSA RotD

50
 values.

1.4 MODELING APPROACHES AND REPORT ORGANIZATION 

1.4.1 Organization by Type of Modeling Approach 

This report consists of a collection of individual chapters, each authored by the GMM developer 
teams (or groups of developers). Each chapter, therefore, provides a self-contained 
documentation of the models and suites of models. The NGA-East project organized the methods 
by a general type, based on the approach used in the development, as briefly summarized below. 

Table 1.3 summarizes the outline of the report, with each GMM or suite of GMMs 
organized based on the modeling approach, the set of seismological constraints, and the 
extrapolation approach for large M, close-in distance and higher frequencies. 
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Approach: This column summarizes the general underlying modeling approach. For 
example, we distinguish models that are essentially empirical, based on point-source (PS) or 
finite-fault (FF) simulations, from those that use the hybrid empirical method (HEM).  

Constraints: This provides further information on how the model development is 
constrained, which can be based on seismological models or on ground-motion data.  

Extrapolation: This refers to how the models extrapolate beyond the NGA-East database. 

Table 1.3 Summary of GMM approaches covered in this report. 

Approach Constraints Extrapolation Chapter Number, Title (Authorship) 

Traditional Point-Source 
(PS) Stochastic (FAS-
based) 

PS model, published 
sets of empirical 
attenuation models, 
NGA-East database 

PS model 
2. Point-Source Stochastic-Method Simulations of
Ground Motions for the PEER NGA-East Project (D.M.
Boore) 

PS model, broadband 
inversion of NGA-East 
database 

PS model 
3. Development of Hard Rock Ground-Motion Models for
Region 2 of Central and Eastern North America (R.B.
Darragh, N.A. Abrahamson, W.J. Silva, and N. Gregor)

Regionally-Adjustable 
Generic GMM based on 
Point-Source model (PS 
Referenced Empirical) 

PS model used to 
develop generic GMM, 
parameters defined from 
data-rich host region, 
adjustments using 
NGA-East database 

Generic GMM 
adjusted to CENA 
data 

4. Regionally-Adjustable Generic Ground-Motion
Prediction Equation based on Equivalent Point-Source
Simulations: Application to Central and Eastern North
America (E. Yenier and G.M. Atkinson)

Hybrid Empirical  
(FAS- and PSA-based) 

Published sets of CENA 
and WUS PS models 

GMM host region 
(WUS) 

5. Ground-Motion Prediction Equations for Eastern North
America using a Hybrid Empirical Method (S. Pezeshk,
A. Zandieh, K.W. Campbell, and B. Tavakoli)

Finite-Fault  
(FF)Simulations 
(PSA-based) 

FF model, NGA-East 
database 

FF model 

6. Ground-Motion Predictions for Eastern North
American Earthquakes Using Hybrid Broadband
Seismograms from Finite-Fault Simulations with
Constant Stress-Drop Scaling (A. Frankel) 

7. Hybrid Empirical Ground-Motion Model for Central
and Eastern North America using Hybrid Broadband
Simulations and NGA-West2 GMPEs (A. Shahjouei and
S. Pezeshk)

Traditional Empirical 
(PSA-based) 

NGA-East database 

Intensity 
8. Empirical Ground -otion Prediction Equations for 
Eastern North America (M.N. Al Noman and C.H. 
Cramer)

Imposed spectral 
shape 

9. Ground-Motion Prediction Equations for the Central
and Eastern United States (V. Graizer) 

Referenced Empirical 
(PSA-based) 

NGA-East database 
GMM host region 
(WUS) 

10. Referenced Empirical Ground-Motion Model for 
Eastern North America (B. Hassani and G.M. Atkinson) 

FAS-RVT-PSA Empirical 
(require FAS and duration 
models) 

NGA-East database 

PS and FF models 
for scaling, Global 
GMs for 
extrapolation of 
duration model 

11. PEER NGA-East Median Ground-Motion Models (J. 
Hollenbeck, N. Kuehn, C.A. Goulet and N.A. 
Abrahamson)
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1.4.2 Electronic Appendices 

A suite of electronic appendices is organized for each chapter. The last section of each chapter 
lists the electronic appendices associated to that chapter. For Chapters 2 to 11, some of 
appendices are the output tables from the model as provided by the GMM developers. 
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1.6 LIST OF ELECTONIC APPENDICES FOR CHAPTER 1 

1A Selection of representative attenuation models (PDF document) 

1B Finite fault simulations (PDF document) 

1B.1 Finite fault simulations, M-scaling Model 1 coefficients for PSA (Excel workbook) 

1B.2 Finite fault simulations, M-scaling Model 2 coefficients for PSA (Excel workbook) 

1B.3 Finite fault simulations, M-scaling Model 2 coefficients for FAS (Excel workbook) 
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2 Point-Source Stochastic-Method Simulations 
of Ground Motions for the PEER NGA-East 
Project 

David M. Boore 
U.S. Geological Survey 
Menlo Park, California 

Abstract 

Ground-motions for the PEER NGA-East project were simulated using a stochastic method. The 
simulated motions are provided for most of the stipulated distances between  of 0 and 1200 

km, M from 4 to 8, and 25 ground-motion intensity measures: peak ground velocity (PGV), peak 
ground acceleration (PGA), and 5%-damped pseudo-absolute response spectral acceleration 
(PSA) from 0.01 sec to 10.0 sec. Tables of motions are provided for each of six attenuation 
models (Section 1.3.3). The attenuation-model-dependent stress parameters used in the 
stochastic-method simulations were derived from inversion of PSA data from eight earthquakes 
in eastern North America (ENA). 

2.1 INTRODUCTION 

This report describes point-source, stochastic-method simulations of ground motions for ground-
motion intensity measures (GMIMs), moment magnitudes (M), and rupture distances specified 
by the Management Team of the NGA-East project. The simulations are for a site for which 

. The Management Team specified the attenuation models (geometric 

spreading and Q) to be used, but I chose the other parameters needed in the simulations: (1) I 
describe the simulation method and the parameters used in the simulations (in particular, the 
stress parameter for each attenuation model, the finite-fault (FF) factor used to convert from 

 to the effective point-source distance , the path duration, and the crustal amplifications, 

as well as the average radiation pattern and the velocity and density in the source region); (2) I 
show the results of the simulations [the results are in the form of tables of motion, not ground-
motion prediction equations [GMPEs]); and (3) I conclude with some comments about the range 
of applicability of the motions and limitations of the simulations. 

RUPR

30 3.0 km/secSV 

RUPR PSR
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2.2 SIMULATION METHOD 

The point-source (PS) stochastic method for simulating earthquake ground motions is well 
known and will not be discussed here (see Boore [2003] for more information, and Boore and 
Thompson [2015] [BT15] for some recent revisions to the method as implemented in the SMSIM 
suite of programs [Boore 2005]). What will be discussed here are the parameters to be used in 
the simulations (a sample file containing the parameters used in the SMSIM simulations is given 
in Appendix 2A). The parameters fall into several general categories: source, path, and site. The 
discussions in this section are organized by these categories. Although it is usual to start with the 
source, I begin the discussion with the path parameters, because the stress parameters of the 
source are dependent on the path parameters. 

The inversions for the stress parameters used my program stress_param_from_psa, and 
the forward simulations used tmrs_loop_rv_drvr. These programs use random-vibration 
simulations with the Der Kiureghian [1980] rms-to-peak factors and the BT15  coefficients. 

The program tmrs_loop_rv_drvr is part of my SMSIM suite of programs, available from the 
online software page of www.daveboore.com [Boore 2005]. The version of SMSIM used for the 
simulations in this chapter is dated October 15, 2014. 

2.2.1 Path Parameters 

Attenuation Models: 

Six attenuation models (by which I mean a specification of the distance-dependent geometric 
spreading and the frequency-dependent Q) were provided by the Management Team and are 
described in Section 1.3.3 and Appendix 1A. These models are summarized in Table 2.1 for 
convenience. Two of the models (A04 and AB14) are characterized by a geometrical spreading 
of within the first 70 km and 50 km, respectively, whereas most of the other models have a 
decay of 1/R for these distance ranges. The simplest model is BCA10D, which has 1/R 
geometrical spreading at all distances. As I will show, the difference in the geometrical spreading 
functions has a large impact on the stress parameters derived from data, as well as the ability to 
fit the data at a wide range of periods. It is important to note that I am not endorsing any of the 
models, although I find that the best overall model is BS11, closely followed by the BCA10D 
and AB95 models; the two models with geometrical spreading cannot fit the data at 
periods of 1 sec and 2 sec, no matter what stress parameter is used. 

Path-Dependent Durations: 

One of the main changes relative to parameters used in my previous simulations for ground 
motions in ENA is the path duration, as shown in Figure 2.1. Details regarding the derivation of 
the new durations are in Boore and Thompson [2015]. The much longer durations than those 
used before (the previous durations are shown by the gray line in Figure 2.1) will result in lower 
ground motions for a given stress parameter and attenuation model; therefore, I needed to 
determine the stress parameter to be used for each attenuation model—I cannot simply use the 
stress parameters in Boore [2012]. The duration function is given in Table 2.2. 

  

rmsD

1.31 R

1.31 R
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Table 2.1 Summary of attenuation models from Section 1.3.3. 

Model Geometrical spreading* Q Reference 

A04 -1.3(70)0.2(140)-0.5 max(1000,893 0.32) Atkinson [2004] 

AB14 -1.3(50)-0.5 525 0.45 Atkinson and Boore [2014] 

AB95 -1.0(70)0.0(130)-0.5 680 0.36 Atkinson and Boore [1995] 

BCA10D -1.0 2850 Boore et al. [2010] 

BS11 -1.0(50)-0.5 410 0.5 Boatwright and Seekins [2011] 

SGD02 -1.1(80)-0.55 351 0.84 Silva et al. [2002] 

* The entries are shorthand for the geometrical spreading function; the numbers in parenthesis are the breakpoint distances, 
with the exponent of R being given by the numbers on either side of the breakpoint distance. Note that the AB14 geometrical 
spreading is frequency dependent--the function shown is for frequencies of 5 Hz and above; for lower frequencies the 
equivalent power is negative with an absolute value greater than 1.3 for distances within 50 km, except at distances less than 
about 10 km. The SGD02 model is magnitude dependent; the coefficients given in the table are for M=5. 

 
 

Table 2.2 The path duration model for stable continental regions* (from Boore and 
Thompson [2015]). 

 (km)   (sec) 

0.0 0.0 

15.0 2.6 

35.0 17.5 

50.0 25.1 

125.0 25.1 

200.0 28.5 

392.0 46.0 

600.0 69.1 

Slope of last segment 0.111 

*Values for non-tabulated distances are given by linear 
interpolation of the tabulated values (in terms of duration and 
distance, not logarithms of these quantities). Durations for 
distance beyond the last tabulated distance are given by 

. 

 
  

f

f

f

f

f

PSR PD

( ) ( ) ( )P P last lastD R D R slope R R   
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Figure 2.1 The medians in various magnitude (M) and point-source distance (RPS) 
bins of the path duration  for data both from ENA (“E”) 

and active crustal regions (ACRs) (“W”). The source duration  is 

given by , in which the corner frequency  is given by the single-

corner frequency model with a stress parameter of 400 bars. Guided 
primarily by the medians for the M = 4 to 5 range (the individual data 
points for this magnitude range are shown by the small open circles), 
Boore and Thompson [2015] subjectively derived a path duration 
function consisting of joined linear segments. For comparison,  used 

in some previous simulations of motions in ENA [Atkinson and Boore 
1995] and the recent path duration for ACRs [Boore and Thompson 
2014] are also shown. Modified from Boore and Thompson [2015], 
which should be consulted for more details. 

Crustal Amplification: 

Two crustal amplification models were used in the simulations, one for the final simulations, for 
which it was stipulated that the velocity model had [Hashash et al. 2014a, b] 

and one with  for the inversion of data for the stress parameters to be used in 

the final simulations. Table 2.3 contains the amplifications. The data used in the inversions were 

95P SD D D 

SD

1 cf cf

PD

30 3.0 km/secSV 

30 2.0 km/secSV 
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intended to be from hard rock sites, but according to the NGA-East flatfile, the  at the sites is 

probably closer to 2.0 km/sec than 3.0 km/sec. The two amplifications are shown in Figure 2.2, 
which also shows the effect of applying a diminution operator  with 0.006 sec  . 
The amplifications were computed using the square-root-impedance method [Boore 2013], 
assuming a source density of 2.8 g/cc and a shear-wave velocity of 3.7 km/sec, a vertical angle of 
incidence, and no attenuation (see BT15). The velocity profiles used in the amplification 
calculations are based on the very hard rock profile of Boore and Joyner [1997] (BJ97). For 

, the top 300 m of the Boore and Joyner profile was replaced by a layer with a 

velocity of 3000 m/sec (see BT15). The profile for which  was constructed by 

replacing the top 300 m of the standard hard rock profile of BJ97 with a 30-m-thick layer with a 
constant velocity of 2000 m/sec, underlain by material with a linear gradient that connected the 
2000 m/sec value at 30 m with the 3000 m/sec value at a depth of 300 m in the BJ97 very hard 
rock profile. More information can be found in Boore [2015]. 

  

30SV

exp( )f

30 3000 m/secSV 

30 2000 m/secSV 
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Table 2.3 Crustal amplification ( A ) and frequency ( f ) pairs for stable continental 

regions (SCRs) for velocity models for which and  (the 

latter modified from Table 4 in Boore and Joyner [1997]*. 

    

0.010 1.000 0.001 1.000 

0.015 1.008 0.008 1.003 

0.032 1.015 0.023 1.010 

0.054 1.026 0.040 1.017 

0.078 1.038 0.061 1.026 

0.111 1.055 0.108 1.047 

0.168 1.069 0.234 1.069 

0.245 1.086 0.345 1.084 

0.387 1.116 0.508 1.101 

0.647 1.159 1.090 1.135 

0.950 1.202 1.370 1.143 

1.556 1.270 1.690 1.148 

2.333 1.342 1.970 1.150 

3.156 1.386 2.420 1.151 

4.333 1.420 ─ ─ 

6.126 1.445 ─ ─ 

8.662 1.461 ─ ─ 

11.376 1.467 ─ ─ 

15.164 1.471 ─ ─ 

25.586 1.471 ─ ─ 

*Values for non-tabulated frequencies are given by linear interpolation of the 
logarithms of the tabulated values. Amplifications for frequencies less than and 
greater than the tabulated frequencies take on the values at the closest tabulated 
frequencies. 

30 3.0 km/secSV 

f  30 2.0 km/secSA V  f  30 3.0 km/secSA V 
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Figure 2.2 Crustal amplifications for sites with two values of : 2.0 km/sec and 

3.0 km/sec. Shown are the amplifications without attenuation (solid 
curves) and with attenuation, as modeled by the diminution operator 

, where 0.006 sec  . See Boore and Thompson [2015] for 
more details. 

Diminution Parameter : 

The stipulated value of 0.006 sec [Campbell et al. 2014] was used in the simulations. 

2.3 SOURCE PROPERTIES 

The properties that need to be specified are the spectral shape of the source and how it changes 
with magnitude, the average radiation pattern, and the adjustment of distance to account for the 
finite size of the source. 

Average Radiation Pattern and Density, and Shear-Wave Velocity near the Source: 

The simulations used a value of 55 for the average radiation pattern (e.g., Boore and Boatwright 
[1984]), and a shear-wave velocity and density in the source region of 3.7 km/sec and 2.8 g/cc. 
These primarily enter into the simulations as part of a frequency-independent constant, and 

30SV

exp( )f


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because these parameters were used in the inversion of data for the stress parameters and then in 
forward calculations using the stress parameters, the effect of any changes in the average 
radiation pattern or source velocity or density would be canceled out. 

Source Spectral Shape: 

I used a single-corner frequency (SCF), constant stress parameter model. Using a more general, 
double-corner frequency model (e.g., Boore et al. [2014]) would require choosing the values of 
more parameters. There are barely sufficient data to estimate the single stress parameter    

needed in the SCF model, however, and for that reason I used the SCF model. 

Finite-Fault Adjustment to Distance: 

The ground-motion predictions used in hazard calculations usually use the closest distance to the 
rupture surface ( ) as the distance metric in the calculations. As discussed in detail in BT15, 

however, the distance to be used in point-source stochastic method simulations should be , 

where 

 (2.1) 

and  h M  is a factor that accounts for the finiteness of the rupture surface of a fault. In this 

study, I use the equations of BT15 for  h M ; these are a combination of the relations of Yenier 

and Atkinson [2014; 2015a]. The relations are shown in Figure 2.3 as a function of magnitude. 

Stress Parameter: 

For a given attenuation model, the most important parameter that must be specified is the stress 
parameter  . To obtain a feeling for the stress parameters needed to fit data for each of the 
attenuation models, as well as to judge the ability of the models to fit data over a range of 
distances and periods, Figures 2.42.9 compare the data from the Riviere du Loup earthquake 
with simulations for a wide range of stress parameters (centered at 800 bars) for oscillator 
periods of 0.1, 0.2, 1.0, and 2.0 sec, , and the six models of attenuation. Careful 

inspection of these figures leads to these conclusions: 

1. The two models that have within the first 70 to 50 km (A04 and AB14; 
Figures 4 and 5) require a large value of the stress parameter to match the 
response spectral observations at T = 0.1 sec and T = 0.2 sec; no values of the 
stress parameter will allow the simulations to match the observations at periods of 
1.0 sec and 2.0 sec. 

2. At short periods and for most of the attenuation models, the stress parameter that 
leads to the best match of the data for distances within about 200 km leads to an 
overestimation of the data at greater distances. The one clear exception to this is 
the BS11 model. This is subjectively the best of the six models in terms of its 
ability to match data at a wide range of distances and periods. 

RUPR

PSR

2 2( )PS RUPR R h  M

30 2.0 km/secSV 

1.31 R
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3. The simplest model (BCA10D), with 1/R spreading at all distances, can match the 
data for a wide range of periods for distances less than about 400 km, but unlike 
the BS11 model, it seems to require different stress parameters to match the short-
period data at different distances. 

4. Both the BS11 and the BCA10D models underestimate the bulk of the longer-
period data beyond about 400 km, no matter what stress parameter is used. 

Similar conclusions can be drawn from similar comparisons for the Saguenay and Val des Bois 
earthquakes (figures comparable to Figures 2.42.9 for those earthquakes are not shown here 
because of space limitations). 

With this background in the ability of the six attenuation models to match the data, I 
inverted the data of Boore (2012) for  , using the SMSIM parameters previously discussed 
(Appendix 2A shows one of the SMSIM parameter files used in the analysis). I followed the 
methodology of Boore et al. [2010], for each attenuation model. I did separate inversions for the 
data within 200 km and within 600 km. The results are in Table 2.4Table 2.9 (one table for 
each attenuation model; all tables have the same format). In those tables I also include the 
geometric means and the factor corresponding to 10 raised to the power of the standard deviation 
of the log mean of the stress parameters. The individual stress parameters as well as the 
geometric means are shown in Figure 2.10 for the six attenuation models. I used the geometric 
means obtained from the inversions of data within 200 km for the simulations of ground motions 
for the NGA-East project, as I felt that it is more important in applications to match the data at 
closer than at greater distances. The geometric means used in the simulations excluded the stress 
parameters from the Saguenay earthquake. The main reason for doing this was that the stress 
parameter from that earthquake is quite high and seems to be an outlier, rather than being part of 
a normal distribution of ln  . On the other hand, the stress parameter from the Nahanni 
earthquake also seems to be a low outlier, at least for some of the attenuation models.  In 
retrospect I should have included the stress parameter for the Saguenay earthquake, and more 
importantly, because the number of events is so small I should have used the median of the stress 
parameters for each attenuation model rather than the geometric mean, which equals the median 
of   only if   is log normally distributed. For the BS11 attenuation model, the median stress 
parameter for all earthquakes inverted from data within 200 km is 172 bars, compared with the 
185 bars used in the simulations. I compared the simulations for these two stress parameters for 
all GMIMs and a subset of magnitudes from 5 to 8 and distances from 10 to 1000 km. The 
motions for the lower stress parameter are always lower than for the higher stress parameter, but 
by no more than 5%. This is much less than any reasonable estimate of either aleatory or 
epistemic uncertainty, and therefore I judge that no changes need to be made in my reported 
ground motions. 
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Figure 2.3 The finite-fault (FF) factor SCRh  (where “SCR” stands for “stable 

continental region”) used in converting the closest distance to the rupture 
surface  RUPR  to the distance to be used in the point-source calculations 

 PSR  Shown are the SCRh  functions for Atkinson and Silva [2000] 

(AS00), Yenier and Atkinson [2014] (YA14), Yenier and Atkinson 
[2015a] (YA15), and Boore and Thompson [2015] (BT15). The FF 
factors for AS00, YA14, and YA15 are intended for use in ACRs; they 
have been reduced by a factor of 0.68 to account for the likely higher 
stress drops for earthquakes in SCRs than in ACRs. Modified from 
BT15, which should be consulted for more details. 
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Figure 2.4 Observations from the 2005 Riviere du Loup earthquake (symbols) and 
simulated PSA for a suite of stress parameters, using crustal 
amplifications for and the Atkinson [2004] (A04) 

attenuation model. See Boore [2012] for details regarding the 
observations. 
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Figure 2.5 Observations from the 2005 Riviere du Loup earthquake (symbols) and 
simulated PSA for a suite of stress parameters, using crustal 
amplifications for and the Atkinson and Boore [2014] 

(AB14) attenuation model. See Boore [2012] for details regarding the 
observations. 
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Figure 2.6 Observations from the 2005 Riviere du Loup earthquake (symbols) and 
simulated PSA for a suite of stress parameters, using crustal 
amplifications for and the Atkinson and Boore [1995] 

(AB95) attenuation model. See Boore [2012] for details regarding the 
observations. 
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Figure 2.7 Observations from the 2005 Riviere du Loup earthquake (symbols) and 
simulated PSA for a suite of stress parameters, using crustal 
amplifications for and the Boore et al. [2010] 

(BCA10D) attenuation model. See Boore [2012] for details regarding the 
observations. 
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Figure 2.8 Observations from the 2005 Riviere du Loup earthquake (symbols) and 
simulated PSA for a suite of stress parameters, using crustal 
amplifications for and the Boatwright and Seekins 

[2011] (BS11) attenuation model. See Boore [2012] for details regarding 
the observations. 
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Figure 2.9 Observations from the 2005 Riviere du Loup earthquake (symbols) and 
simulated PSA for a suite of stress parameters, using crustal 
amplifications for VS30 = 2000 m/sec and the Silva et al. [2002] (SGD02) 
attenuation model. See Boore [2012] for details regarding the 
observations. 
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Figure 2.10 Summary of stress parameters obtained from inversions of observed PSA 
for the six attenuation models. The results from inversions using data 
within 200 km and within 600 km are shown separately. The stress 
parameters from recording of the Mt. Laurier earthquake are shown as 
separate symbols to distinguish those results from the other event 
(Kipawa) with the same M. 
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Table 2.4 Stress parameters from inverting the 0.1 sec and 0.2 sec PSA from 
recordings of the indicated events, using the Atkinson [2004] (A04) 
attenuation model. Two sets of data were used, for maximum distances 
of 200 km and 600 km. The geometric mean (gmean) was computed 
from the inverted stress parameters, excluding the stress parameter from 
the Saguenay earthquake; sdevfctr is the standard deviation of the mean 
log stress, expressed as a factor (i.e., 10 raised to the power given by the 
standard deviation of the mean log stress). 

Event 
Date 

(M/D/Y) 
M 

Attenuation 
model 

Stress (bars) 
     200 km sec

RUP M Z h
R F F T  M  

Stress (bars) 

 600 km
RUP

R   

Nahanni 12/23/1985 6.80 a04 162 162 

Saguenay 11/25/1988 5.80 a04 6565 3818 

Mt. Laurier 10/19/1990 4.70 a04 703 597 

Cap Rouge 11/06/1997 4.41 a04 961 265 

St. Anne 03/16/1999 4.50 a04 1155 214 

Kipawa 01/01/2000 4.70 a04 668 217 

Ausable 04/20/2002 5.00 a04 547 375 

Riviere du 
Loup 

03/06/2005 4.67 a04 3848 2225 

Val des 
Bois 

06/23/2010 5.07 a04 2165 404 

gmean 887 376 

sdevfctr 2.6 2.3 
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Table 2.5 Stress parameters from inverting the 0.1sec and 0.2 sec PSA from 
recordings of the indicated events, using the Atkinson and Boore [2014] 
(AB14) attenuation model. Two sets of data were used, for maximum 
distances of 200 km and 600 km. The geometric mean (gmean) was 
computed from the inverted stress parameters, excluding the stress 
parameter from the Saguenay earthquake; sdevfctr is the standard 
deviation of the mean log stress, expressed as a factor (i.e., 10 raised to 
the power given by the standard deviation of the mean log stress). 

Event 
Date 

(M/D/Y) 
M 

Attenuation 
model 

Stress (bars) 

 200 kmRUPR    

Stress (bars) 

 600 kmRUPR   

Nahanni 12/23/1985 6.80 ab14 157 157 

Saguenay 11/25/1988 5.80 ab14 8720 6559 

Mt. Laurier 10/19/1990 4.70 ab14 1100 1811 

Cap Rouge 11/06/1997 4.41 ab14 2206 923 

St. Anne 03/16/1999 4.50 ab14 1236 635 

Kipawa 01/01/2000 4.70 ab14 989 625 

Ausable 04/20/2002 5.00 ab14 896 1001 

Riviere du Loup 03/06/2005 4.67 ab14 4731 5888 

Val des Bois 06/23/2010 5.07 ab14 2461 1181 

gmean 1219 961 

sdevfctr 2.7 2.8 
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Table 2.6 Stress parameters from inverting the 0.1sec and 0.2 sec PSA from 
recordings of the indicated events, using the Atkinson and Boore [1995] 
(AB95) attenuation model. Two sets of data were used, for maximum 
distances of 200 km and 600 km. The geometric mean (gmean) was 
computed from the inverted stress parameters, excluding the stress 
parameter from the Saguenay earthquake; sdevfctr is the standard 
deviation of the mean log stress, expressed as a factor (i.e., 10 raised to 
the power given by the standard deviation of the mean log stress). 

Event 
Date 

(M/D/Y) 
M 

Attenuation 
model 

Stress (bars) 

 200 kmRUPR    

Stress (bars) 

 600 kmRUPR   

Nahanni 12/23/1985 6.80 ab95 59 59 

Saguenay 11/25/1988 5.80 ab95 1109 738 

Mt. Laurier 10/19/1990 4.70 ab95 113 115 

Cap Rouge 11/06/1997 4.41 ab95 113 52 

St. Anne 03/16/1999 4.50 ab95 119 45 

Kipawa 01/01/2000 4.70 ab95 124 51 

Ausable 04/20/2002 5.00 ab95 98 84 

Riviere du Loup 03/06/2005 4.67 ab95 382 296 

Val des Bois 06/23/2010 5.07 ab95 296 95 

gmean       137 81 

sdevfctr       1.8 1.9 
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Table 2.7 Stress parameters from inverting the 0.1sec and 0.2 sec PSA from 
recordings of the indicated events, using the Boore et al. [2010] 
(BCA10D) attenuation model. Two sets of data were used, for maximum 
distances of 200 km and 600 km. The geometric mean (gmean) was 
computed from the inverted stress parameters, excluding the stress 
parameter from the Saguenay earthquake; sdevfctr is the standard 
deviation of the mean log stress, expressed as a factor (i.e., 10 raised to 
the power given by the standard deviation of the mean log stress). 

Event 
Date 

(M/D/Y) 
M 

Attenuation 
model 

Stress (bars) 

 200 kmRUPR    

Stress (bars) 

 600 kmRUPR   

Nahanni 12/23/1985 6.80 bca10d 57 57 

Saguenay 11/25/1988 5.80 bca10d 1499 1082 

Mt. Laurier 10/19/1990 4.70 bca10d 162 193 

Cap Rouge 11/06/1997 4.41 bca10d 202 91 

St. Anne 03/16/1999 4.50 bca10d 134 74 

Kipawa 01/01/2000 4.70 bca10d 162 88 

Ausable 04/20/2002 5.00 bca10d 155 150 

Riviere du Loup 03/06/2005 4.67 bca10d 405 399 

Val des Bois 06/23/2010 5.07 bca10d 319 150 

gmean       173 125 

sdevfctr       1.8 1.9 
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Table 2.8 Stress parameters from inverting the 0.1sec and 0.2 sec PSA from 
recordings of the indicated events, using the Boatwright and Seekins 
[2011] (BS11) attenuation model. Two sets of data were used, for 
maximum distances of 200 km and 600 km. The geometric mean 
(gmean) was computed from the inverted stress parameters, excluding 
the stress parameter from the Saguenay earthquake; sdevfctr is the 
standard deviation of the mean log stress, expressed as a factor (i.e., 10 
raised to the power given by the standard deviation of the mean log 
stress). 

Event 
Date 

(M/D/Y) 
M 

Attenuation 
model 

Stress (bars) 

 200 kmRUPR    

Stress (bars) 

 600 kmRUPR   

Nahanni 12/23/1985 6.80 bs11 61 61 

Saguenay 11/25/1988 5.80 bs11 1563 1361 

Mt. Laurier 10/19/1990 4.70 bs11 170 313 

Cap Rouge 11/06/1997 4.41 bs11 202 151 

St. Anne 03/16/1999 4.50 bs11 144 123 

Kipawa 01/01/2000 4.70 bs11 172 138 

Ausable 04/20/2002 5.00 bs11 156 220 

Riviere du Loup 03/06/2005 4.67 bs11 472 656 

Val des Bois 06/23/2010 5.07 bs11 361 288 

gmean       185 194 

sdevfctr       1.9 2.1 
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Table 2.9 Stress parameters from inverting the 0.1sec and 0.2 sec PSA from 
recordings of the indicated events, using the Silva et al. [2002] (SGD02) 
attenuation model. Two sets of data were used, for maximum distances 
of 200 km and 600 km. The geometric mean (gmean) was computed 
from the inverted stress parameters, excluding the stress parameter from 
the Saguenay earthquake; sdevfctr is the standard deviation of the mean 
log stress, expressed as a factor (i.e., 10 raised to the power given by the 
standard deviation of the mean log stress). 

Event 
Date 

(M/D/Y) 
M 

Attenuation 
Model 

Stress (bars) 

 200 kmRUPR    

Stress (bars) 

 600 kmRUPR   

Nahanni 12/23/1985 6.80 sgd02 62 62 

Saguenay 11/25/1988 5.80 sgd02 2193 1459 

Mt. Laurier 10/19/1990 4.70 sgd02 320 352 

Cap Rouge 11/06/1997 4.41 sgd02 511 187 

St. Anne 03/16/1999 4.50 sgd02 355 141 

Kipawa 01/01/2000 4.70 sgd02 300 146 

Ausable 04/20/2002 5.00 sgd02 272 229 

Riviere du Loup 03/06/2005 4.67 sgd02 939 851 

Val des Bois 06/23/2010 5.07 sgd02 621 233 

gmean       338 210 

sdevfctr       2.2 2.1 

 

2.4 SIMULATED MOTIONS FOR THE PEER NGA-EAST PROJECT 

In addition to the stress parameters just discussed, other parameters used in the simulations 
included crustal amplifications for sites with , as specified by the Management 

Team, with  0.006sec  , and the BT15 FF factors; other parameters are given in Appendix 2A. 
The peak motions were obtained from random-vibration theory, using the Der Kiureghian [1980] 
rms-to-peak factors and the BT15  equations. The SMSIM program tmrs_loop_rv_drvr was 

used to do the simulations. The results have been aggregated into six workbooks (appendices 
2A-2G) comprising 150 tables, each table being for a given attenuation model and a given 
GMIM (6 models  25 GMIMs = 150). Plots of 5%-damped PSA versus  are shown in 

Figures 2.112.17 for periods of 0.01 sec, 0.1 sec, 0.2 sec, 1.0 sec, 2.0 sec, 5 sec, and 10 sec. 
Each figure shows the motions for all attenuation models, with one magnitude per graph in each 
figure (magnitudes 5, 6, 7, and 8). Note that all of the attenuation models yield similar motions at 
distances between about 30 km and 200 km for magnitudes near 5 and for periods of 0.1 sec and 
0.2 sec; this makes sense since the stress parameters for each attenuation model were chosen to 

30 3.0 km/secSV 

RMSD

RUPR
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give a match to data for these distances, magnitude, and periods. At short distances, the steep 
decay of the A04 and AB14 models yields higher short-period motions than the other models. 
The larger motions for the SGD02 attenuation model for larger magnitudes is a consequence of 
the magnitude-dependent geometrical spreading in that model, something that is not a factor in 
the other models (but because of the effect of the FF factor, there is an apparent magnitude-
dependent decay with distance for these other models—see Figures 2.1822 for examples). The 
larger motions for the AB14 model at close distances and long periods is due to the period-
dependent geometrical spreading in that model. This period dependence is such that the 
geometrical spreading is more rapid than  at distances between about 10 km and 50 km for 
period of 1 sec and longer. 

Direct comparisons of the distance dependence of the motions from the BS11 model for 
the four magnitudes are shown in Figures 2.182.22 for periods of 0.01 sec, 0.1 sec, 0.2 sec, 1.0 
sec, and 2.0 sec. As mentioned earlier, notice the apparent magnitude dependence of the distance 
decay of the motions. This is largely, if not entirely, due to the magnitude-dependent FF factor. 
Also note that there is some oversaturation of motions at close distances and short periods. This 
oversaturation is not present using the Yenier and Atkinson [2015a] FF factors, as shown by the 
dashed curves in the figures. The difference in the motions using the BT15 and the YA15 FF 
factors is a result of the stronger magnitude dependence of the FF factors at small magnitudes for 
BT15 than for YA15. (This discussion will be easier to follow with reference to Equation (2.1) 
and Figure 2.3, realizing that the simulations use  and not  when evaluating all distance-

dependent components of the stochastic model.) For a fixed  this stronger dependence leads 

to an apparent negative magnitude scaling, because at short periods the positive magnitude 
scaling due to the source scaling is not enough to compensate for the effect of the FF factor. At 
longer periods the source-scaling effect is strong enough to counter the negative scaling due to 
the FF factor (e.g., compare Figures 2.18 and 2.22). 

The period dependence of the simulations is shown in Figure 2.23 for a wide range of 
magnitudes and distances. The simulated motions vary smoothly with changes in the predictor 
variables. The strong distance-dependent changes in the shape of the spectra are a result of the 
stronger attenuation of the motions with distance at short periods than at long periods. 
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Figure 2.11 A comparison of simulated 5%-damped response spectra from the six 
attenuation models for a period of 0.01 sec as a function of distance for 
four magnitudes. The crustal amplifications used in the simulations were 
for sites with . 
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Figure 2.12 A comparison of simulated 5%-damped response spectra from the six 
attenuation models for a period of 0.1 sec as a function of distance for 
four magnitudes. The crustal amplifications used in the simulations were 
for sites with . 

  

30 3.0 km/secSV 



 37

 
 
 

 

Figure 2.13 A comparison of simulated 5%-damped response spectra from the six 
attenuation models for a period of 0.2 sec as a function of distance for 
four magnitudes. The crustal amplifications used in the simulations were 
for sites with . 
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Figure 2.14 A comparison of simulated 5%-damped response spectra from the six 
attenuation models for a period of 1.0 sec as a function of distance for 
four magnitudes. The crustal amplifications used in the simulations were 
for sites with . 
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Figure 2.15 A comparison of simulated 5%-damped response spectra from the six 
attenuation models for a period of 2.0 sec as a function of distance for 
four magnitudes. The crustal amplifications used in the simulations were 
for sites with . 
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Figure 2.16 A comparison of simulated 5%-damped response spectra from the six 
attenuation models for a period of 5.0 sec as a function of distance for 
four magnitudes. The crustal amplifications used in the simulations were 
for sites with . 
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Figure 2.17 A comparison of simulated 5%-damped response spectra from the six 
attenuation models for a period of 10.0 sec as a function of distance for 
four magnitudes. The crustal amplifications used in the simulations were 
for sites with . 
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Figure 2.18 Simulated 5%-damped response spectra at a period of 0.01 sec for the 
Boatwright and Seekins [2011] (BS11) attenuation model as a function 
of distance to the rupture surface ( ) for four magnitudes. Two 

magnitude-dependent functions for the finite-fault factor (FFF) were 
used to convert  to the distance  used in the point-source 

simulations: Boore and Thompson [2015] solid lines and Yenier and 
Atkinson [2015a] dashed lines. The “scr” after BT15 and YA15 indicate 
that the FFFs were adjusted for SCRs, following BT15. The crustal 
amplifications used in the simulations were for sites with 

. 

  

RUPR

RUPR PSR

30 3.0 km/secSV 



 43

 
 
 

 

Figure 2.19 Simulated 5%-damped response spectra at a period of 0.1 sec for the 
Boatwright and Seekins [2011] (BS11) attenuation model as a function 
of distance to the rupture surface ( ) for four magnitudes. Two 

magnitude-dependent functions for the finite-fault factor (FFF) were 
used to convert  to the distance  used in the point-source 

simulations: Boore and Thompson [2015] solid lines and Yenier and 
Atkinson [2015a] dashed lines. The “scr” after BT15 and YA15 indicate 
that the FFFs were adjusted for stable continental regions (scr), 
following BT15. The crustal amplifications used in the simulations were 
for sites with . 
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Figure 2.20 Simulated 5%-damped response spectra at a period of 0.2 sec for the 
Boatwright and Seekins [2011] (BS11) attenuation model as a function 
of distance to the rupture surface ( ) for four magnitudes. Two 

magnitude-dependent functions for the finite-fault factor (FFF) were 
used to convert  to the distance  used in the point-source 

simulations: Boore and Thompson [2015] solid lines and Yenier and 
Atkinson [2015a] dashed lines. The “scr” after BT15 and YA15 indicate 
that the FFFs were adjusted for stable continental regions (scr), 
following BT15. The crustal amplifications used in the simulations were 
for sites with . 
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Figure 2.21 Simulated 5%-damped response spectra at a period of 1.0 sec for the 
Boatwright and Seekins [2011] (BS11) attenuation model as a function 
of distance to the rupture surface ( ) for four magnitudes. Two 

magnitude-dependent functions for the finite-fault factor (FFF) were 
used to convert  to the distance  used in the point-source 

simulations: Boore and Thompson [2015] solid lines and Yenier and 
Atkinson [2015a] dashed lines. The “scr” after BT15 and YA15 indicate 
that the FFF were adjusted for stable continental regions (scr), following 
BT15. The crustal amplifications used in the simulations were for sites 
with . 
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Figure 2.22 Simulated 5%-damped response spectra at a period of 2.0 sec for the 
Boatwright and Seekins [2011] (BS11) attenuation model as a function 
of distance to the rupture surface ( ) for four magnitudes. Two 

magnitude-dependent functions for the finite-fault factor (FFF) were 
used to convert  to the distance  used in the point-source 

simulations: Boore and Thompson [2015] solid lines) and Yenier and 
Atkinson [2015a] dashed lines). The “scr” after BT15 and YA15 indicate 
that the FFF were adjusted for stable continental regions (scr), following 
BT15. The crustal amplifications used in the simulations were for sites 
with . 

  

RUPR

RUPR PSR

30 3.0 km/secSV 



 47

 
 
 

 

Figure 2.23 Simulated 5%-damped response spectra for the Boatwright and Seekins 
[2011] (BS11) attenuation model as a function of period for four 
magnitudes and four distances. The Boore and Thompson [2015] finite-
fault factor for stable continental regions was used to convert  to the 

distance  used in the point-source simulations. The crustal 

amplifications used in the simulations were for sites with 
. 
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2.5 SUMMARY AND DISCUSSION 

In order to fulfill my commitment to the PEER NGA-East project, I have provided motions from 
point-source stochastic-method simulations for almost the whole stipulated range of M, R, and T 
for the six specified attenuation models. Motions are not provided at all stipulated distances (Rrup 
from 0 to 1500 km) or magnitudes (up to 8.2), however, because the BT15  coefficients are 

not defined for and for and for M > 8.0. The first distance condition 

means that motions are not provided for very short distances and small magnitudes, for which 
for the specified  is less than 2 km. The second distance condition means that no 

motions are provided for distances beyond 1262 km; because  at this distance, 

independent of magnitude, the exclusion applies for all magnitudes. 

Even though I show that the models with geometrical spreading cannot fit longer 
period data no matter what stress parameter is used, I provide motions for those models anyway. 
Although I am not endorsing any one model, if I had to choose one, it would be the BS11 model. 
If I were allowed to choose three, they would be AB95, BCA10D, and BS11. 

What Is Missing? 

There are two obvious things missing from this report: 

 a consideration of depth on the stress parameter 

 a discussion of the uncertainty in the motions 

There are some studies that find a depth dependence to the stress parameter, not only for 
potentially-induced earthquakes, but also for regular tectonic earthquakes (e.g., J. Boatwright, 
presentation given at a NGA-East workshop). I have not attempted to include such a dependence 
in this study, although it would be easy to do so. The second limitation—no discussion of 
uncertainty—would require more work, such as doing many simulations using distributions of 
the model parameters. These distributions would include the “static” parameters such as average 
radiation pattern, as well as “dynamic” parameters such as the stress parameter, whose 
distribution could be guided by sdevfctr in Tables 2.52.9. 
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2.7 LIST OF ELECTRONIC APPENDICES FOR CHAPTER 2 

2A Sample Input file for SMSIM (PDF document) 

2B Model Output for A04 attenuation (Excel workbook) 

2C Model Output for AB14 attenuation (Excel workbook) 

2D Model Output for AB95 attenuation (Excel workbook) 

2E Model Output for BCA10D attenuation (Excel workbook) 

2F Model Output for BS11 attenuation (Excel workbook) 

2G Model Output for SGD02attenuation (Excel workbook) 
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Abstract 

Due to the low rates of seismicity, a significant and currently unresolvable issue exists in the 
estimation of strong ground motions for specified magnitude, distance, and site conditions in 
Central and Eastern North America (CENA). The preferred approach to estimating design 
ground motions is through the use of empirical attenuation relations, perhaps augmented with a 
model-based relation to capture regional influences, beyond the range of available data. In this 
chapter, we summarize the features of four proposed ground-motion models (GMMs) based on 
the point-source stochastic simulation method. The methodology essentially consists in three 
steps. Step one involves the inversion of recorded data using selected assumptions for a subset of 
point-source (PS) parameters. The second step consists in generating simulations beyond the 
magnitude and distance range covered by the empirical data. The last step is the parameterization 
of the simulations into ground-motion prediction equations (GMPEs). The four models are 
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grouped into single- and double-corner PS models (1C or 2C), each group including a version 
with the stress parameter that is either constant or variable as a function of magnitude (CSP or 
VSP). The models are developed for peak ground acceleration and peak particle velocity (PGA 
and PGV), and 5%-damped pseudo-spectral acceleration (PSA) for a wide range of frequencies 
from event to events with M4.5-8.5 at distances up to 1000 km. 

3.1 BACKGROUND 

Due to the low rates of seismicity, a significant and currently unresolvable issue exists in the 
estimation of strong ground motions for specified magnitude, distance, and site conditions in 
Central and Eastern North America (CENA). The preferred approach to estimating design 
ground motions is through the use of empirical attenuation relations, perhaps augmented with a 
model-based relation to capture regional influences. For Western North America (WNA), 
particularly California, seismicity rates are such that sufficient strong-motion recordings are 
available for ranges in magnitudes and distances to properly constrain regression analyses. 
Naturally, not enough recorded data are available at close distances (≤ 10 km) to large magnitude 
earthquakes (M ≥ 6 3/4) so large uncertainty exists for these design conditions but, in general, 
ground motions are reasonably well defined. For CENA however, very few data exist and nearly 
all are for M ≤ 5.8 and distances exceeding about 50 km. Although this is a fortunate 
circumstance in terms of hazard, the potential exists for large, though infrequent, earthquakes in 
certain areas of CENA, and the actual risk to life and structures is comparable to that which 
exists in seismically active WNA. As a result, the need to characterize strong ground motions is 
significant and considerable effort has been directed to developing appropriate ground-motion 
models (GMMs) for CENA conditions [Boore and Atkinson 1987; Toro and McGuire 1987; 
EPRI 1993; Toro et al. 1997; Atkinson and Boore 1997; Silva et al. 2003; and Atkinson 2012a]. 
Because the strong-motion dataset is sparse in CENA, numerical simulations represent the only 
available approach, and the stochastic PS model (see Appendix 3A) has generally been the 
preferred model used to develop attenuation relations. The process involves repeatedly 
exercising the model for a range in magnitude and distance as well as expected parameter values, 
adopting a functional form for a regression equation, and finally performing regression analyses 
to determine coefficients for median predictions as well as variability about the median. Essential 
elements in this process include: (1) a physically realistic, reasonably robust, and well-validated 
model [Silva et al. 1996; Schneider et al. 1993]; (2) appropriate parameter values and their 
distributions; and (3) a statistically stable estimate of model variability (Appendix 3A). The 
model variability is added to the variability resulting from the regression analyses (parametric 
plus regression variability) to represent the total variability associated with median estimates of 
ground motions; see Appendix 3A. 

3.2 MODEL PARAMETERS 

For the PS model implemented here, parameters include stress drop or stress parameter (  ), 

source depth (H), path damping   0Q f Q f    , shallow crustal damping (), and crustal 

amplification. The PS model parameters were based on inversions of Fourier amplitude spectra 
(FAS) computed from recordings within Region 2. To the extent permitted by the distribution of 
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M, distance, and site conditions, model parameters   (bars),  Q f , ( )G R , and  were based 

on the inversions. The inversions included 53 earthquakes [10 potentially-induced events (PIES)] 
at 241 different sites for a total of 1133 recordings spanning the hypocentral distance range of 
about 10 km to 1000 km. The inversion dataset is listed in Table 3.1. To model crustal 
amplification, the mid-continental crustal model [EPRI 1993] was updated to be consistent with 
the CENA model and is listed in Table 3.2. To sample as wide a geographical area as possible 

within Region 2, the full range in site conditions was included using the PEER specified SV (30 

m) values for each recording site. To provide analytical amplification factors, recording sites 
were grouped into NEHRP categories using single within-bin elastic amplification factors for 
each category. The distributions of sites in terms of NEHRP site category and hypocentral 
distance are given in Table 3.1. 
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Table 3.1a Natural earthquakes used in inversions. 

EQ I.D. Mag Hypo Depth (km) Stress Parameter (bars) N 
No. in NEHRP class No. in the distance range (km) 

EQ Name 
A B C D E 0 to 50 50 to 100 100 to 250 >250 

5 5.81 21.47 .120248E+03 19 12 3 4 0 0 0 7 8 4 Saguenay  

6 3.27 7.5 .479283E+01 5 5 0 0 0 0 5 0 0 0 La Malbaie, QC  

7 4.29 5.0 .149995E+02 6 6 0 0 0 0 5 1 0 0 La Malbaie, QC  

8 4.46 22.0 .960367E+02 7 7 0 0 0 0 1 1 5 0 Cap-Rouge, QC  

9 4.44 20.0 .445649E+02 5 5 0 0 0 0 0 0 0 5 CoteNord, QC  

10 4.63 13.0 .280121E+02 3 3 0 0 0 0 0 0 1 2 Kipawa QC  

11 3.29 11.4 .298068E+02 6 6 0 0 0 0 5 1 0 0 La Malbaie, QC  

12 3.65 18.0 .393395E+02 8 7 0 1 0 0 1 6 1 0 Laurentide, QC  

13 3.11 18.0 .200520E+02 6 6 0 0 0 0 0 5 1 0 Laurentide, QC  

16 5.00 5.0 .500944E+02 19 5 7 4 3 0 0 2 8 9 Au Sable Forks, NY  

17 3.78 2.0 .222921E+02 8 8 0 0 0 0 0 0 0 8 Lac Laratelle, QC  

18 4.55 17.0 .898737E+02 7 0 4 2 1 0 0 0 1 6 Caborn, IN  

24 3.56 11.1 .220950E+02 23 12 5 4 2 0 7 1 0 15 La Malbaie, QC  

25 3.82 18.0 .437482E+02 35 17 7 8 2 0 0 0 8 26 Bark Lake, QC  

28 2.87 22.0 .156672E+02 6 6 0 0 0 0 0 6 0 0 La Baie, QC  

29 3.10 4.0 .360408E+02 33 8 11 10 4 0 0 0 1 32 Prairie Center, IL  

30 3.10 4.0 .275646E+02 28 8 10 7 3 0 1 3 15 9 Port Hope, ON  

32 4.60 12.3 .844457E+02 43 23 9 10 1 0 11 4 2 26 Riviere Du Loop, QC 

35 3.75 16.0 .499614E+02 46 20 14 7 5 0 5 1 12 28 Thurso, ON  

36 2.59 18.0 .154505E+02 16 7 4 4 1 0 1 3 7 5 Hawkesbury, ON  

37 3.77 25.0 .184712E+02 36 21 7 6 2 0 7 4 0 25 Baie Saint Paul  

44 2.80 5.0 .773180E+01 26 7 8 8 3 0 3 5 11 7 Cobourg, ON  

45 2.77 13.5 .552924E+02 8 8 0 0 0 0 5 2 1 0 Baie Saint Paul  

46 5.27 14.0 .452120E+02 16 0 4 8 4 0 3 3 9 1 Mt Carmel, IL  

47 4.64 14.0 .922446E+02 14 0 3 8 3 0 2 3 8 1 Mt Carmel, IL AS  

48 4.03 15.0 .744346E+02 14 0 3 8 3 0 2 3 8 1 Mt Carmel, IL AS  

49 3.75 13.0 .874276E+02 13 0 3 7 1 0 2 3 6 2 Mt Carmel, IL AS  

50 2.97 18.0 .537396E+01 24 7 7 6 3 1 3 0 6 15 Buckingham, QC  
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EQ I.D. Mag Hypo Depth (km) Stress Parameter (bars) N 
No. in NEHRP class No. in the distance range (km) 

EQ Name 
A B C D E 0 to 50 50 to 100 100 to 250 >250 

51 3.60 13.3 .222090E+02 32 17 7 5 2 1 4 2 1 25 Riviere Du Loop, AS  

55 2.57 26.1 .356591E+02 21 5 7 7 1 1 3 1 6 11 Constance Bay, ON  

59 2.62 20.8 .268509E+01 5 0 1 2 2 0 4 1 0 0 Lebanon, IL  

60 5.10 22.0 .833965E+02 52 21 8 19 3 1 0 8 11 33 Val-des-Bois  

61 3.51 13.0 .172812E+02 22 8 6 6 2 0 0 0 4 18 St. Flavien, QC  

63 4.48 11.0 .895439E+02 8 5 2 1 0 0 0 0 3 5 Mont Lauier, QC  

75 3.85 14.0 .374737E+02 31 4 7 16 4 0 0 0 4 27 Greentown, IN  

81 3.89 27.0 .235651E+02 38 1 11 19 7 0 1 3 23 11 Sullivan, MO  

85 3.63 7.0 .350954E+02 46 19 11 13 3 1 1 4 5 36 Hawkesbury, ON  

86 3.60 11.4 .278455E+01 8 8 0 0 0 0 7 1 0 0 Charlevoix  

87 3.24 13.3 .351055E+02 16 8 3 3 2 0 4 3 0 9 Baie Saint Paul  

116 4.19 28.0 .766712E+01 6 6 0 0 0 0 0 2 4 0 Saguenay, FS  

117 3.50 30.0 .577445E+01 6 6 0 0 0 0 0 0 6 0 Saguenay, AS 

83 2.57 16.7 * 36 14 12 9 1 0 8 2 7 19 Val-des-Bois, AS 

84 2.37 19.9 * 24 9 11 2 1 1 8 1 8 7 Val-des-Bois, AS 

 
* Unresolved corner frequency fixed at 20 Hz, beyond bandwidth 
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Table 3.1b Potentially-induced earthquakes (PIEs) used in inversions. 

EQ I.D. Mag HypoDepth (km) Stress Parameter (bars) N 
No. in NEHRP class No. in the distance range (km) 

EQ Name 
A B C D E 0 to 50 50 to 100 100 to 250 >250 

56 3.84 8.0 .587968E+01 22 1 1 19 1 0 1 3 18 0 Jones, OK PIE 

57 4.18 4.0 .959584E+01 23 0 2 20 1 0 4 5 12 2 Lincoln, OK PIE 

66 4.36 14.0 .346318E+02 52 1 6 42 4 0 10 6 32 4 Slaughterville, OK, PIE 

67 3.86 5.0 .112731E+02 10 0 3 7 0 0 2 1 7 0 Guy, AR, PIE 

73 3.96 3.0 .594909E+01 47 1 5 39 2 0 9 5 33 0 Arcadia, OK, PIE 

74 3.23 4.0 .544403A+01 44 1 6 35 2 0 9 3 32 0 Bethel Acres, OK, PIE 

76 3.90 5.0 .701690E+01 12 0 4 7 1 0 3 1 7 1 Guy, AR, PIE 

80 4.68 4.0 .152482E+02 25 0 12 9 3 0 3 3 14 5 Greenbrier, AR, PIE 

90 4.73 3.0 .175376E+02 43 1 9 32 1 0 3 5 21 14 Sparks, OK, PIE 

91 5.68 8.0 .201170E+02 24 1 5 17 1 0 4 1 15 4 Sparks, OK, PIE 

 

 

Table 3.2 Central North America 

Thickness (km) VS (km/sec) Density (g/cm3) 

1.0 3.00 2.52 

11.0 3.52 2.71 

28.0 3.80 2.78 

----- 4.68 3.35 
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Category specific shear-wave velocity profiles were based on SV (30 m) taken at 2032 

m/sec, 1170 m/sec, 560 m/sec, 270 m/sec, and 180 m/sec for NEHRP site categories A, B, C, D, 
and E, respectively [Kamai et al. 2013], and reflect a WNA crustal structure. For application to 
CENA, the profiles were placed on top of the hard rock crustal model (Table 3.2), with the 
implicit assumption that the deep soils and soft-to-firm rock conditions for WNA and CENA 
reflect generally similar dynamic material properties at low loading levels. While the relative 
distributions of material types and ages may be somewhat different, e.g., more till and loess soils 
in CENA compared to WNA, similarity in deep soil and soft-to-firm rock implies generally 
similar overall category specific amplification, at least for the current application. The profiles 
are shown in Figure 3.1 to a depth of 500 ft, with the resulting elastic amplification factors 
shown in Figure 3.2. See Appendix 3B for a summary of the site response approach. 

Results of initial inversions suggested a simple bilinear model for geometrical attenuation 
may adequately capture the distribution of residuals with distance. The final bilinear model has a 
simple 1/R geometrical attenuation with a transition to 1 R  beyond 50 km (R0), where R is 
hypocentral distance. Geometrical attenuation of FAS was previously found to have a weak 
magnitude dependence [Silva et al. 1996; Silva et al. 2003]. The magnitude dependence was 
based on inversions of FAS developed by spectrally matching response spectra (5% damped) at 
suites of M and distance from the Abrahamson and Silva [1997] empirical GMPE [Silva et al. 
1996] using random vibration theory (RVT) [Boore 1983]. The magnitude dependency was 
updated using the same process applied to the NGA-West2 GMPEs. The model for the 
geometrical attenuation including magnitude dependency is given by 

 

 

5.0 ,

5.0 2,

50 km

50 km

a b

a b

R R

R R

    

    





M

M
 (3.1) 

with a = 1.0 based on FAS inversions of Region 2 recordings and b = -0.03 based on the NGA-
West2 FAS inversions. 

For the final inversion, residuals verses distance to 1000 km are shown in Figure 3.3, 
with the associated stress parameters listed in Table 3.1. Fixed parameters for the inversion 
include geometrical attenuation [Equation (3.1)] and fixed frequency dependence of  Q f  at 0.5 

(Section 3.2.4). Inversion parameters were stress parameter, Q0 at 629.0, and  estimates for 
NEHRP categories A, B, C, D, and E at 0.005 sec, 0.005 sec, 0.013 sec, 0.011 sec, and 0.002 sec, 
respectively. The NEHRP category E  estimate reflects a single site and is not considered 
reliable. Note that the NEHRP category C and D sites, soft rock to firm soil, have unexpectedly 
low  estimates. This may reflect relatively shallow soft rock and till sites as well as shallow 
soils representative of the glaciated region of North America, as few sites are located within the 
Michigan and Ohio basins or at deep soil locations in Canada. 

Overall the distributions of residuals are considered acceptable across site condition and 
frequency, as well as with distance for a very simple model. The distribution of residuals 
spanning the frequency range of 0.5 Hz to 20.0 Hz also suggest the NEHRP category 
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amplification factors reflect little bias across frequency, and the SV (30 m) assignments are 

sufficiently accurate at least for the binning used here. 

 

Figure 3.1 NEHRP category specific shear-wave velocity profiles a depth of plotted 
to 500 ft. Profile B reaches hard rock (Table 3.2) at an assumed depth of 
about 1500 ft, while profiles C, D, and E reach hard rock (Table 3.2) at 
an assumed depth of about 4000 ft.  
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Figure 3.2 Linear elastic amplification factors (FAS) developed for NEHRP site 
categories A, B, C, D, and E (Figure 3.1). 
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Figure 3.3 Residuals versus distance for the five NEHRP site categories and Region 
2 earthquakes listed in Table 3.1: 0.5 Hz, 1.0 Hz, 2.0 Hz, 5.0 Hz, 10.0 
Hz, 15.0 Hz, and 20.0 Hz. 
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Figure 3.3 Continued. 
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Figure 3.3 Continued. 
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Figure 3.3 Continued. 

3.2.1 Magnitude Saturation 

Beginning at small magnitude, for a fixed increase in magnitude, ground motions naturally 
increase, but observationally the rate of increase reduces significantly at the larger magnitudes. 
To accommodate for uncertainty in the causative mechanism, saturation is modeled in two 
distinct ways: (1) variable stress parameter, decreasing with increasing magnitude; or, separately, 
(2) inclusion of a constant stress parameter with an additional (fictitious) depth term that 
increases with magnitude [Silva et al. 2003]. In principal, these artifices are necessary to 
accommodate a shortcoming in the PS model, as saturation is generally considered an effect of 
source finiteness due to an extended rupture surface. However, as noted in Silva et al. [1996] and 
now accommodated in NGA-West-1 and -2 GMPEs in source depth terms, larger magnitude 
sources tend to have more shallow slip, resulting in lower motions, especially at higher 
frequencies, suggesting lower stress parameters. The variable stress parameter model was 
intended to capture such trends within the simplicity of the point-source model. Based on 
inversions of FAS determined from the NGA-West2 empirical GMPEs, models for a variable 
stress parameter and fictional depth were developed. The point-source inversions used a suite of 
magnitudes (M4.5, 5.5, 6.5, and 7.5) as well as rupture distances (1, 5, 10, 20, 50, 100, and 200 

km). To maintain linearity in site response, rock site conditions were used with SV (30 m) values 

as low as 550 m/sec to ensure the GMPEs were reasonably well constrained.  The resulting stress 
parameters showed, as previously [Silva et al. 2003], a strong monotonic decreasing magnitude 
dependence at M5.5 and above, but with the updated GMPEs extending to M4.5, the inversions 
showed a clear break in scaling below M5.5. The stress parameter for M5.5 was 53 bars with 
that of M4.5 about a factor of two lower at 26 bars. Above M5.5, the decrease in stress 
parameter with increasing magnitude was about a factor of two for a unit increase in magnitude, 
as shown in Table 3.3. The magnitude dependence may be expressed as 
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ln
W
 6.83 0.52M  (3.2) 

Assuming the WNA magnitude scaling of stress parameter is appropriate for CENA 
earthquake source processes, the mean stress parameter for CENA Region 2 earthquakes in the 
M4.5 magnitude range was used to scale the WNA stress parameters using the ratio at M4.5. The 
mean stress parameter was used to provide PS estimates of mean power spectra, consistent with 
the use of RVT to provide estimates of peak time domain ground motions [Ou and Herrmann 
1990]. Considering the stress parameters for natural earthquakes in the magnitude range of M4.0 
to M5.0 (Table 3.1a), the mean magnitude was M4.41 and the estimate for the mean stress 
parameter was 59.9 bars (taken as 60 bars). The distribution of stress parameters with magnitude 
is shown on Figure 3.4. For WNA the stress parameter for M4.5 was 26 bars (Table 3.3), 
suggesting a factor of about 2 between WNA and CENA, which may be parameterized by 

ln 7.64 0.52E   M  (3.3) 

The magnitude dependencies (Equations 3.2 and 3.3) are considered appropriate for M 
ranging from M 5.5 to M 8.5. 

 

Table 3.3 Inversions of NGA-West2 GMPES for stress parameter. 

M Stress parameter (bars) 

4.5 26 

5.5 53 

6.5 35 

7.5 19 

8.5 11* 

  

*Extrapolated using ln Δσ = 6.83 – 0.52M 
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Figure 3.4 Region 2 stress parameter verses magnitude. 

For the constant stress parameter model, the mean stress parameter for M5.5 and above 
was taken as 120 bars, thus preserving the break in scaling near M5 with a factor-of-two increase 
in stress parameter between M4.5 and M5.5 and above. This jump in stress parameter at M5.5 
preserves the observed M4.5 stress parameter of 60 bars and a constant stress parameter from 
M5.5 to M8.5. The resulting 120 bar stress parameter above M5.5 exceeds the mean CENA 
stress parameter of about 64 bars for M5.5 and above, but it is compensated for at close-to-
moderate Joyner–Boore distances by inclusions of the fictitious depth term [Silva et al. 2003; 
Yenier and Atkinson 2014]. Because the fictitious depth term is coupled to the magnitude-
dependent geometrical attenuation term [Equation (3.1)] leading to non-unique inversion 
estimates, the model was developed by forcing the PS model to reflect magnitude scaling at peak 
acceleration to be similar to the NGA-West2 empirical GMPEs at close distance and above 
M5.5. The resulting model is described by 

ln 5h   M  (3.4) 

This model is similar to that of Yenier and Atkinson [2014] in natural logarithmic units: 

ln 4h   M  (3.5) 

Coupled with the magnitude-dependent geometrical attenuation [Equation (3.1)], the model of 
Yenier and Atkinson [2014] resulted in too much saturation above M7.5. 

For the two-corner frequency manifestation of the PS model, the additive functional form 
and parameters of Atkinson and Boore [1995] was implemented. For consistency with the single-
corner frequency model, the high-frequency levels were constrained to be equivalent to those of 
the single-corner frequency model [Boore et al. 2015] for both variable and constant stress 
parameter simulations. 
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3.2.2 Kappa 

For kappa (), inversions of sites combined into NEHRP categories resulted in hard and firm 
rock site Categories A and B estimates of about 0.005 sec for each. Since these values were close 
to the typically adopted value of 0.006 sec, the latter was used in the simulations. Table 3.4 lists 
the PS parameters. 
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Table 3.4 Source and path parameters and standard errors used in the PS 
simulations. 

Parameter(s) Value Standard Error σln 

Moment Magnitude 
(M) 

4.5, 5.5, 6.5, 7.5, 8.5  

Epicentral Distance 
(km) 

1, 5, 10, 20, 50, 75, 100, 200, 
400, 700, 1000 

 

 
M 

Magnitude-Independent 
Point-Source Depth (km) 

 

4.5 8 (2, 15)a 

0.6 

5.5 8 (2, 15)a 

6.5 8 (2, 15)a 

7.5 8 (2, 15)a 

8.5 8 (2, 15)a 

M Mean magnitude-dependent and independent stress parameterb(bars) 

4.5 60 60 

0.5 

5.5 120 120 

6.5 70 120 

7.5 40 120 

8.5 25 120 

Crustal Attenuation   

0Q  630c 0.4 

η 0.50 ----- 

Near-Surface 
Crustal Damping 

  

 (sec) 0.006 ----- 

Crustal Model   

Profiles Central North America Toro [1996] rock correlation model 

Geometrical 
Attenuation 

  

Hypocentral 
Distance 

a = 1.00c  

  5.0 ,a bR R RC   M  b = -0.03b  

  5.0 ,a bR R RC   M  RC = 50 kmc  

   

a. (2, 15) Indicates lower- and upper-bound values, respectively. 
b. Magnitude scaling based on inversions of the NGA GMPEs; Power et al. [2008],M 4.5 based on  
    Region 2 non-PIE recordings (Table 3.1) 
c. Based on Region 2 recordings 
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3.2.3 Duration 

To provide estimates of duration in developing peak time domain estimates of PSA (5% 
damped), PGA and peak particle velocity (PGV) using RVT, in keeping with a simple 
geometrical attenuation model, duration was taken as the inverse of the corner-frequency. To this 
was added a simple distance term of 0.05 times the hypocentral distance [Herrmann 1985]. In 
this application the single- and double-corner source models had the same estimates of duration 
defined by the single-corner stress parameters and fixed source region shear-wave velocity of 
3800 m/sec (Table 3.2). 

3.2.4 Q(f ) and Source Depth 

The  Q f  model was taken as 0.5630 f  with Q0 based on the inversions and the frequency 

dependence constrained to 0.5 from Boatwright and Seekins [2011]. While initial inversions 
resulted in a similar value, 0.63, significant parameter coupling in this method existed between η 
and Q0. As a result, η was fixed at the Boatwright and Seekins [2011] value of 0.5, who found 
that a similar simple geometrical attenuation was consistent with the recordings they analyzed. 

Source depths were randomized centered on 8 km, independent of magnitude, with a ln   

of 0.6 [EPRI 1993]. Upper and lower bounds on depths were set at 2 km and 15 km, respectively, 
and were independent of magnitude as well, recognizing that such shallow depths (e.g., 2 km) for 
large magnitude earthquakes may be unrealistic but in this case reflect shallow asperities. 

3.2.5 Parameter Correlation 

Finally it is important to point out, because all of the point-source parameters are correlated—
some highly and some weakly—the suite of parameters are fundamentally relative to each other. 
As a result, none of the parameters may be taken separately as absolute values: the family must 
be kept together. The suite of point-source model parameters is summarized in Table 3.4. 

3.3 DEVELOPMENT OF GROUND-MOTION MODEL 

The functional form selected for the regressions is given by 

ln y  C
1
C

2
M  C

6
C

7
M  ln R

JB
 eC 4  C

10
M  6 2

C
8
R

JB
 (3.6) 

where R
JB

 is the closest distance to the surface projection of the rupture surface, consistent with 

the validation exercises [Silva et al. 1996]. The functional form does not contain a bilinear 
geometrical attenuation term [Equation (3.1)], rather the regressions were used to smooth 

through the change in slope of the simulated motions near R
JB

 of 50 km. A smooth trend in 

geometrical attenuation was considered to reflect an appropriate characterization of geometrical 
attenuation over a wide region, reflecting varying crustal structures that are not well sampled by 
recorded motions (see illustration in Figure 3.5). 
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Regression coefficients are listed in Tables 3.5a3.5d for the single-corner variable stress 
parameter (1CVSP), single-corner constant stress parameter (1CCSP), double-corner variable 
stress parameter (2CVSP), and double-corner constant stress parameter (2CCSP) models, 
respectively, together with the corresponding parametric and total variabilities. Examples of the 
four models are illustrated in Figures 3.63.13 in terms of peak acceleration versus 
JoynerBoore distance and PSA (5% damped) at a distance of 1 km. Figures 3.63.13 show 
results for the 1CVSP, 1CCSP, 2CVSP, and 2CCSP models respectively. 

An example of the aleatory variability is shown in Figure 3.14 and is based on summing 
the variances associated with parameter variations (Table 3.4), single-corner frequency point-
source modeling of past earthquakes (Appendix 3A), and regression fit. Since the two-corner 
frequency source model was not available when the validations were performed [Silva et al. 
1996], the model variability for the single-corner frequency source model was used. This is 
considered conservative as the total aleatory variability for the two-corner model is likely to be 
lower than that of the single-corner model; comparisons using WUS data show it provides a 
better fit to recorded motions at low frequencies (≤ 1 Hz); see Atkinson and Silva [1997; 2000]. 
This is, of course, assuming the aleatory parametric variability associated with the two-corner 
frequencies is not significantly larger than that associated with the single-corner frequency 
model. At long periods (> 1 sec) the total variability is largely empirical, being driven by the 
modeling component or comparisons to recorded motions. The large long-period uncertainty is 
due to the tendency of the point-source model to over predict low-frequency motions at large 
magnitudes (M > 6.5) [EPRI 1993]. This trend led Atkinson and Silva [1997; 2000] to introduce 
a double-corner point-source model for WUS crustal sources, suggesting a similarity in source 
processes for WUS and CEUS crustal sources, but with CEUS sources being more energetic, on 
average, by about a factor of two (twice WUS stress parameters). Additionally, while this 
variability may be considered large, it includes about 17 earthquakes with magnitudes ranging 
from M5.3 to 7.4, distances out to 500 km, and both rock and soil sites. The average M for the 
validation earthquakes is about 6.5, near the magnitude where empirical aleatory variability has a 
significant reduction. The magnitude-independent PS variability may then reflect the generally 
higher variability associated with lower magnitude (M ≤ 6.5) earthquakes, over-estimating 
aleatory variability for larger magnitude earthquakes. Additionally, the model variability at long 
periods is not well constrained due to bandwidth limitations with the value at 1 sec used for 
longer periods. For PGV, the variability for PSA at 1 Hz is recommended. 
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Table 3.5a Central North America regression coefficients for the single-corner 
model with variable medium stress parameter (1CVSP) as a function of 
moment magnitude (M). 

Freq. 
Hz 1

C  2
C  4

C  5
C  6

C  7
C  8

C  10
C  

Parametric Total 

  

0.1 -20.70170 2.64538 1.60 .00000 -0.85386 0.02092 -0.00023 -0.38364 0.3196 1.3150 

0.133 -19.30977 2.53810 1.60 .00000 -0.86799 0.02244 -0.00034 -0.41943 0.3243 1.3031 

0.2 -17.01765 2.32837 1.70 .00000 -0.93219 0.02833 -0.00047 -0.44801 0.3412 1.1859 

0.25 -15.73256 2.19970 1.70 .00000 -0.96422 0.03205 -0.00056 -0.45339 0.3590 1.1112 

0.333 -13.89546 2.01650 1.80 .00000 -1.03622 0.03823 -0.00063 -0.44922 0.3957 1.0458 

0.5 -11.26706 1.73920 1.90 .00000 -1.14531 0.04845 -0.00073 -0.42325 0.4573 0.9777 

0.667  -9.59010 1.54206 1.90 .00000 -1.20890 0.05576 -0.00086 -0.39430 0.4675 0.8800 

1.0  -7.33709 1.26868 1.90 .00000 -1.32346 0.06678 -0.00095 -0.34391 0.5214 0.8432 

1.333  -5.83157 1.09737 1.90 .00000 -1.40241 0.07373 -0.00102 -0.30599 0.5589 0.8647 

2.0  -4.09245 0.88722 2.00 .00000 -1.50436 0.08564 -0.00134 -0.26170 0.5569 0.8112 

2.5  -3.46576 0.79958 1.90 .00000 -1.54090 0.09067 -0.00147 -0.24159 0.5743 0.8055 

3.333  -2.27943 0.67456 2.10 .00000 -1.66666 0.10278 -0.00168 -0.22071 0.6090 0.8252 

4.167  -1.68615 0.61083 2.10 .00000 -1.72606 0.10891 -0.00182 -0.20919 0.6278 0.8266 

5.0  -1.27961 0.57066 2.10 .00000 -1.75957 0.11297 -0.00200 -0.20216 0.6636 0.8436 

6.667  -0.43074 0.49884 2.20 .00000 -1.88995 0.12337 -0.00206 -0.19533 0.6844 0.8544 

10.0  0.81886 0.40572 2.40 .00000 -2.09616 0.13905 -0.00215 -0.19106 0.6931 0.8545 

13.333  1.66658 0.35160 2.50 .00000 -2.25798 0.14913 -0.00207 -0.19038 0.6881 0.8424 

20.0  3.06366 0.26819 2.70 .00000 -2.53997 0.16495 -0.00178 -0.19095 0.6845 0.8413 

25.  3.79191 0.22335 2.80 .00000 -2.69737 0.17359 -0.00155 -0.19172 0.6805 0.8355 

34.0  4.67247 0.17652 2.90 .00000 -2.88566 0.18254 -0.00124 -0.19270 0.6644 0.8188 

40.0  4.86888 0.16674 2.90 .00000 -2.94101 0.18475 -0.00109 -0.19325 0.6550 0.8086 

50.0  4.43661 0.18214 2.80 .00000 -2.89516 0.18320 -0.00101 -0.19443 0.6419 0.7996 

100,0  1.89577 0.26924 2.50 .00000 -2.50321 0.17152 -0.00121 -0.19894 0.6202 0.7827 

PGA  1.62570 0.28192 2.50 .00000 -2.46237 0.16942 -0.00120 -0.19953 0.6160 0.7793 

PGV  1.19632 0.79454 2.20 .00000 -2.21916 0.17493 -0.00041 -0.24587 0.4437 ------ 
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Table 3.5b Central North America regression coefficients for the single-corner 
model with constant medium stress parameter (1CCSP) as a function of 
moment magnitude (M). 

Freq. 
Hz 1

C
2

C
4

C
5

C
6

C
7

C
8

C
10

C
Parametric Total 

  

0.1 -20.06107 2.50246 1.80 .00000 -1.13010 0.08057 -0.00055 -0.32349 0.3039 1.3113 

0.133 -18.66299 2.41186 1.90 .00000 -1.16052 0.08208 -0.00063 -0.36373 0.3119 1.3000 

0.2 -16.58806 2.23360 1.90 .00000 -1.19869 0.08625 -0.00080 -0.40189 0.3274 1.1820 

0.25 -15.22512 2.11094 2.00 .00000 -1.25398 0.09062 -0.00085 -0.41303 0.3423 1.1059 

0.333 -13.39925 1.93667 2.10 .00000 -1.33056 0.09702 -0.00091 -0.41576 0.3745 1.0380 

0.5 -10.92487 1.67642 2.10 .00000 -1.41670 0.10615 -0.00105 -0.39729 0.4311 0.9658 

0.667 -9.08872 1.47527 2.20 .00000 -1.51519 0.11500 -0.00112 -0.37210 0.4384 0.8649 

1.0 -7.00883 1.21785 2.10 .00000 -1.60080 0.12434 -0.00126 -0.32552 0.4924 0.8256 

1.333 -5.67931 1.05981 2.00 .00000 -1.64755 0.12953 -0.00137 -0.28936 0.5308 0.8468 

2.0 -3.92569 0.84817 2.10 .00000 -1.75261 0.14192 -0.00170 -0.24602 0.5332 0.7952 

2.5 -3.12602 0.75319 2.10 .00000 -1.82434 0.14839 -0.00177 -0.22649 0.5515 0.7894 

3.333 -2.09571 0.63331 2.20 .00000 -1.91756 0.15954 -0.00204 -0.20556 0.5886 0.8103 

4.167 -1.50171 0.57010 2.20 .00000 -1.97730 0.16564 -0.00219 -0.19419 0.6077 0.8114 

5.0 -0.85507 0.51403 2.30 .00000 -2.05632 0.17230 -0.00229 -0.18721 0.6448 0.8289 

6.667 -0.21847 0.45405 2.30 .00000 -2.14517 0.18072 -0.00243 -0.18035 0.6674 0.8408 

10.0 1.41516 0.32933 2.60 .00000 -2.41950 0.20126 -0.00244 -0.17581 0.6784 0.8426 

13.333 2.34381 0.26746 2.70 .00000 -2.59432 0.21244 -0.00235 -0.17499 0.6738 0.8308 

20.0 3.90932 0.16773 2.90 .00000 -2.90264 0.23054 -0.00204 -0.17525 0.6712 0.8305 

25.0 4.73824 0.11380 3.00 .00000 -3.07586 0.24039 -0.00179 -0.17566 0.6672 0.8247 

34.0 5.73551 0.05753 3.10 .00000 -3.28259 0.25061 -0.00147 -0.17635 0.6518 0.8086 

40.0 5.95074 0.04757 3.10 .00000 -3.34144 0.25283 -0.00131 -0.17681 0.6415 0.7977 

50.0 5.44598 0.07177 3.00 .00000 -3.28537 0.25005 -0.00123 -0.17790 0.6263 0.7871 

100 2.62409 0.18314 2.70 .00000 -2.84813 0.23496 -0.00147 -0.18265 0.6020 0.7683 

PGA 1.94816 0.22231 2.60 .00000 -2.73230 0.22861 -0.00157 -0.18324 0.5976 0.7649 

PGV 1.55019 0.71702 2.30 .00000 -2.47087 0.23173 -0.00080 -0.21838 0.4205 ------ 
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Table 3.5c Central North America regression coefficients for the double-corner 
model with variable medium stress parameter (2CVSP) as a function of 
moment magnitude (M). 

Freq. Hz 1
C  2

C  4
C  5

C  6
C  7

C  8
C  10

C  
Parametric Total 

  

0.1 -19.62771 2.37863 1.60 .00000 -0.81479 0.01546 -0.00027 -0.35171 0.2066 1.2922 

0.133 -18.18962 2.24940 1.60 .00000 -0.83277 0.01769 -0.00039 -0.35266 0.2113 1.2797 

0.2 -15.96589 2.03343 1.70 .00000 -0.90334 0.02432 -0.00053 -0.33114 0.2401 1.1609 

0.25 -14.68409 1.91250 1.80 .00000 -0.96082 0.02900 -0.00057 -0.31279 0.2654 1.0846 

0.333 -13.16400 1.76172 1.80 .00000 -1.01410 0.03516 -0.00069 -0.28684 0.3083 1.0160 

0.5 -10.91115 1.54906 1.90 .00000 -1.12846 0.04624 -0.00080 -0.25449 0.3712 0.9405 

0.667 -9.34243 1.39827 2.00 .00000 -1.22858 0.05550 -0.00087 -0.23866 0.3724 0.8334 

1.0 -7.51876 1.20223 1.90 .00000 -1.32362 0.06660 -0.00101 -0.22526 0.4257 0.7876 

1.333 -6.15054 1.07271 1.90 .00000 -1.40319 0.07370 -0.00108 -0.21826 0.4800 0.8159 

2.0 -4.46949 0.89608 2.00 .00000 -1.50124 0.08528 -0.00142 -0.20949 0.4916 0.7679 

2.5 -3.83347 0.81740 1.90 .00000 -1.53149 0.08956 -0.00156 -0.20336 0.5256 0.7715 

3.333 -2.80897 0.70732 2.00 .00000 -1.60718 0.09870 -0.00187 -0.19505 0.5815 0.8052 

4.167 -1.98749 0.63335 2.10 .00000 -1.69694 0.10571 -0.00197 -0.18939 0.6132 0.8156 

5.0 -1.54722 0.59123 2.10 .00000 -1.72652 0.10941 -0.00216 -0.18555 0.6568 0.8382 

6.667 -0.88020 0.52752 2.10 .00000 -1.80627 0.11725 -0.00235 -0.18091 0.6894 0.8584 

10.0  0.36600 0.43107 2.30 .00000 -1.99842 0.13239 -0.00252 -0.17722 0.7075 0.8662 

13.333 1.21055 0.37380 2.40 .00000 -2.15434 0.14259 -0.00249 -0.17602 0.7054 0.8566 

20.0  2.57488 0.28755 2.60 .00000 -2.42736 0.15866 -0.00226 -0.17541 0.7011 0.8548 

25.0 3.70933 0.21903 2.80 .00000 -2.66156 0.17117 -0.00193 -0.17538 0.6951 0.8474 

34.0 4.62521 0.16851 2.90 .00000 -2.85735 0.18073 -0.00162 -0.17545 0.6774 0.8294 

40.0 4.84234 0.15701 2.90 .00000 -2.91740 0.18321 -0.00146 -0.17557 0.6668 0.8182 

50.0 4.93563 0.14508 2.90 .00000 -2.97179 0.18610 -0.00122 -0.17584 0.6516 0.8074 

100 2.27065 0.23507 2.60 .00000 -2.56256 0.17363 -0.00142 -0.17617 0.6241 0.7858 

PGA 1.62848 0.26802 2.50 .00000 -2.45195 0.16823 -0.00151 -0.17639 0.6192 0.7819 

PGV 1.67528 0.63277 2.20 .00000 -2.18201 0.16725 -0.00056 -0.17732 0.3689 ------ 
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Table 3.5d Central North America regression coefficients for the double-corner 
model with constant medium stress parameter (2CCSP) as a function of 
moment magnitude (M).  

Freq. Hz 
1

C  2
C  4

C  5
C  6

C  7
C  8

C  10
C  

Parametric Total 

  

0.1 -18.24018 2.10561 1.80 .00000 -1.07045 0.07176 -0.00061 -0.37267 0.2012 1.2914 

0.133 -16.75026 1.98135 1.90 .00000 -1.10434 0.07381 -0.00069 -0.37073 0.2041 1.2785 

0.2 -14.57945 1.77734 2.00 .00000 -1.17552 0.07997 -0.00082 -0.34212 0.2307 1.1590 

0.25 -13.45277 1.66940 2.00 .00000 -1.21152 0.08382 -0.00091 -0.31745 0.2550 1.0821 

0.333 -11.88050 1.52775 2.10 .00000 -1.29302 0.09093 -0.00097 -0.28094 0.2961 1.0124 

0.5 -9.74168 1.33996 2.20 .00000 -1.41702 0.10275 -0.00108 -0.23252 0.3551 0.9343 

0.667 -8.43417 1.21946 2.20 .00000 -1.49228 0.11125 -0.00120 -0.20809 0.3524 0.8247 

1.0 -6.63613 1.05600 2.20 .00000 -1.62243 0.12365 -0.00127 -0.19037 0.4022 0.7752 

1.333 -5.56253 0.96293 2.10 .00000 -1.66906 0.12914 -0.00140 -0.18511 0.4573 0.8028 

2.0 -4.17571 0.82286 2.10 .00000 -1.73283 0.13913 -0.00180 -0.18128 0.4738 0.7566 

2.5 -3.42601 0.74918 2.10 .00000 -1.79502 0.14445 -0.00189 -0.17866 0.5095 0.7607 

3.333 -2.44019 0.64886 2.20 .00000 -1.86842 0.15332 -0.00221 -0.17377 0.5698 0.7967 

4.167 -1.85629 0.59401 2.20 .00000 -1.91425 0.15783 -0.00239 -0.17036 0.6031 0.8080 

5.0 -1.44487 0.55767 2.20 .00000 -1.93988 0.16095 -0.00259 -0.16781 0.6483 0.8316 

6.667 -0.82411 0.50288 2.20 .00000 -2.01066 0.16743 -0.00280 -0.16475 0.6842 0.8542 

10.0  0.40372 0.40864 2.40 .00000 -2.19435 0.18173 -0.00299 -0.16203 0.7057 0.8647 

13.333 1.24086 0.35309 2.50 .00000 -2.34543 0.19120 -0.00298 -0.16121 0.7047 0.8560 

20.0  3.01971 0.24082 2.80 .00000 -2.68885 0.21059 -0.00265 -0.16069 0.7024 0.8559 

25.0 3.79614 0.19089 2.90 .00000 -2.85195 0.21950 -0.00243 -0.16031 0.6966 0.8486 

34.0 4.74380 0.13842 3.00 .00000 -3.05053 0.22882 -0.00212 -0.16000 0.6804 0.8318 

40.0 5.51652 0.09726 3.10 .00000 -3.21104 0.23577 -0.00182 -0.16004 0.6690 0.8200 

50.0 5.06614 0.11708 3.00 .00000 -3.16617 0.23348 -0.00171 -0.16010 0.6520 0.8077 

100 2.33150 0.21424 2.70 .00000 -2.74751 0.21991 -0.00190 -0.16029 0.6220 0.7841 

PGA 1.67665 0.24894 2.60 .00000 -2.63644 0.21441 -0.00199 -0.16044 0.6168 0.7800 

PGV 2.13579 0.52982 2.30 .00000 -2.34136 0.20847 -0.00103 -0.17735 0.3711 ------ 
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Figure 3.5 Example of model [Equation (3.6)] fit to single-corner variable stress 
parameter (1CVSP) simulated motions for M 6.5 (Table 3.4). 
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Figure 3.6 Plot of PGA values verses JoynerBoore distance: single-corner variable 
stress parameter (1CVSP). 
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Figure 3.7 Plot of PSA (5% damped) at a distance of 1 km: single-corner variable 
stress parameter (1CVSP). 
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Figure 3.8 Plot of PGA values verses JoynerBoore distance: single-corner constant 
stress parameter (1CCSP). 
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Figure 3.9 Plot of PSA (5% damped) at a distance of 1 km: single-corner constant 
stress parameter (1CCSP).   
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Figure 3.10 Plot of PGA values verses JoynerBoore distance: double-corner 
variable stress parameter (2CVSP). 
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Figure 3.11 Plot of PSA (5% damped) at a distance of 1 km: double-corner variable 
stress parameter (2CVSP).   
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Figure 3.12 Plot of PGA values verses JoynerBoore distance: double-corner 
constant stress parameter (2CCSP). 
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Figure 3.13 Plot of PSA (5% damped) at a distance of 1 km: double-corner constant 
stress parameter (2CCSP).   
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Figure 3.14 Modeling and parametric variability computed for the single-corner-
frequency point-source model with variable stress parameters. 
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3.5 LIST OF ELECTRONIC APPENDICES FOR CHAPTER 3 

3A Stochastic Ground-Motion Model Description (PDF document) 

3B Site Response Analysis Method (PDF document) 

3C Model Output: single corner, variable medium stress drop, 1CVSD (Excel workbook) 

3D Model Output: single corner, constant medium stress drop, 1CCSD (Excel workbook) 

3E Model Output: double corner, variable medium stress drop, 1CVSD (Excel workbook) 

3F Model Output: double corner, constant medium stress drop, 2CCSD (Excel workbook) 
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Abstract 

We develop a generic ground-motion prediction equation (GMPE) that can be adjusted for use in 
any region by modifying a few key model parameters. The basis of the GMPE is an equivalent 
point-source simulation model whose parameters have been calibrated to empirical data in 
California in such a way as to determine the decoupled effects of basic source and attenuation 
parameters on ground-motion amplitudes. We formulate the generic GMPE as a function of 
magnitude, distance, stress parameter, geometrical spreading rate, and anelastic attenuation 
coefficient. This provides a fully adjustable predictive model, allowing users to calibrate its 
parameters using observed motions in the target region. We also include an empirical calibration 
factor to account for residual effects that are different and/or missing in simulations compared to 
observed motions in the target region. As an example application, we show how the generic 
GMPE can be adjusted for use in Central and Eastern North America (CENA), and calibrated 
with the NGA-East database. We provide median predictions of ground motions in CENA for 
average horizontal-component peak ground motions and 5%-damped pseudo spectral 
acceleration (periods up to T = 10 sec), for magnitudes M3 to M8 and distance up to 600 km. 

4.1 INTRODUCTION 

Reliable estimates of ground motions that may be produced by future earthquakes require robust 
modeling of the earthquake source and attenuation attributes in the region of interest. Ground-
motion observations from past events provide a valuable empirical basis to develop ground-
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motion prediction equations (GMPEs) that describe amplitudes as a function of variables such as 
magnitude, distance and site condition. However, with the exception of well-monitored active 
regions such as California and Japan, empirical ground-motion data are generally sparse in the 
magnitude-distance range of engineering interest. Thus, there are insufficient data for 
development of reliable GMPEs in many regions, with Central and Eastern North America 
(CENA) being a classic example. 

There are several alternative methods used for derivation of GMPEs in data-poor regions. 
A widely used method is the simulation-based approach, in which synthetic ground motions are 
generated over a wide magnitude and distance range, and the GMPE is developed based on the 
simulated amplitude data. The simulations are based on a seismological model of the source, 
path, and site effects, with the parameters being calibrated using the available empirical data for 
the region. Simulations can be performed using a variety of techniques ranging from simple 
stochastic point-source (PS) methods to more sophisticated finite-source broadband simulations 
[e.g., Atkinson and Boore 1995, 2006; Toro et al. 1997; Silva et al. 2002; Somerville et al. 2001, 
2009; and Frankel 2009]. Another common approach is the hybrid empirical method [Campbell 
2002; 2003]. This method calibrates an empirically well-constrained GMPE in a data-rich host 
region (e.g., western North America, WNA) for use in a data-poor target region (e.g., CENA) 
based on adjustment factors obtained from response-spectral ratios of stochastic simulations in 
the host and target regions [e.g., Campbell 2002, 2003; Scherbaum et al. 2005; and Pezeshk et al. 
2011]. A third method is the referenced empirical approach introduced by Atkinson [2008]. It is 
similar to the hybrid empirical method in concept, but adjustment factors are determined 
empirically using spectral ratios of observed motions in the target region to predictions of an 
empirical GMPE in the host region [e.g., Atkinson, 2008, 2010; Atkinson and Boore 2011, 
Atkinson and Motazedian 2013; and Hassani and Atkinson, 2014]. 

Both the hybrid empirical method and the referenced empirical approach anchor their 
predictions to magnitude scaling and saturation effects observed in data-rich regions, assuming 
that these effects are transferable. Although the magnitude scaling is assumed to be similar 
between regions, no such assumption is made regarding the overall level of ground-motion 
amplitudes. Differences in overall amplitude level and distance scaling between regions are 
attributed to regional differences in fundamental source and attenuation parameters. The hybrid 
empirical method requires sound knowledge of these parameters in both host and target regions 
in order to determine host-to-target adjustment factors via simulations reliably. This may restrict 
the applicability of the method [Campbell 2003]. The referenced empirical approach resolves 
this issue by determining the adjustment factors empirically, avoiding the need for assumptions 
of the source and attenuation parameters for the host and target regions. An important limitation 
of the referenced empirical approach, however, is that the available ground-motion data in the 
target region may not sufficiently represent all important regional characteristics [Atkinson 
2008]. 

In this study, we take advantage of key concepts from both the hybrid empirical and 
referenced empirical approaches to develop a robust simulation-based generic GMPE. The 
generic GMPE can be adjusted for use in any region by modifying a few key modeling 
parameters, and calibrated for regional use from limited empirical data. The basic idea is that we 
first develop a well-calibrated simulation-based GMPE for active tectonic regions, using the 
NGA-West2 database [Ancheta et al. 2014]. We parameterize this generic GMPE so as to isolate 
the effects of the basic source and attenuation parameters on peak ground motions and response 
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spectra. This provides effective and transparent control over the transferable factors between 
regions. The fundamental seismological parameters used as predictive variables in the generic 
GMPE include magnitude, distance, stress parameter, geometrical spreading rate, and the 
anelastic attenuation coefficient. This provides an adjustable predictive model that is readily 
calibrated with minimal regional data. In the generic GMPE, we also consider an empirical 
calibration factor to account for residual effects that are different and/or missing in simulations 
compared to empirical data. This closes any remaining gap between simulated and observed 
motions. 

As an example implementation of the generic model, we use it to develop a GMPE for 
CENA by adjusting the stress and anelastic attenuation, and calibrate the model using the NGA-
East database. During the calibration exercise, we infer a magnitude- and depth-dependent stress 
parameter model based on the values obtained from study events. We provided median 
predictions of ground motions in CENA for average horizontal-component peak ground motions 
and 5%-damped pseudo spectral acceleration (periods up to T = 10 sec), for wide ranges of 
magnitude (M3–M8) and distance (< 600 km). 

4.2 FUNCTIONAL FORM OF THE GENERIC GMPE 

A regionally-adjustable generic prediction equation requires a robust yet simple functional form 
that successfully decouples the effects of fundamental source and attenuation parameters on 
ground-motion amplitudes. We defined the generic GMPE as 

ln E Z SY F F F F C      (4.1) 

where lnY  is the natural logarithm of a ground-motion intensity measure. EF , ZF , F , and SF  

represent functions for earthquake source, geometrical spreading, anelastic attenuation, and site 
effects, respectively. The C term is an empirical calibration factor that accounts for the residual 
differences between simulations and empirical data. We formulated the source and geometrical 
spreading effects ( EF  and ZF ) in an equivalent PS sense, using ground-motion simulations with 

parameters calibrated to observations in California, obtained from the NGA-West2 database 
[Ancheta et al. 2014]. The anelastic attenuation ( F ) was adjusted to optimize observed 

frequency-dependent attenuation effects. In this study, we provide predictions for the orientation-
independent horizontal component of peak ground acceleration (PGA), peak ground velocity 
(PGV) and 5%-damped pseudo-spectral acceleration (PSA), where PGA and PSA are given in 
units of g and PGV is in cm/sec. 

The source function ( EF ) describes the effects of magnitude and stress parameter on 

ground-motion amplitudes as: 

E MF F F    (4.2) 

where FM represents the ground motions (for moment magnitude M) that would be observed at 
the source—if there were no distance-saturation effects—for the reference stress (  ) and 
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kappa  0  parameters for the reference site condition. We chose   = 100 bar and 0  = 0.025 

sec as the reference modeling parameters based on the findings of Yenier and Atkinson [2015c] 
for California earthquakes. In Equation (4.2), F   represents the stress adjustment factor that is 

needed when   is different than 100 bars. 

The FM term is defined as a function of moment magnitude (M), using a hinged-quadratic 
function: 
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 (4.3) 

where the hinge magnitude, hM , and model coefficients, e0 to e3, are period-dependent. This 

mimics the functional form of magnitude scaling used by Boore et al. [2014b] in their NGA-
West2 empirical GMPE. 

The stress adjustment term is defined as: 

 ln 100F e      (4.4) 

where e   describes the rate of the ground-motion scaling with  . Equation (4.4) describes 

the relationship between stress parameter and response spectral amplitudes, facilitating the 
determination of   from PSA data in the target region. 

We model the geometrical spreading effects based on the equivalent PS method. Seismic 
waves are assumed to radiate from a virtual PS placed at an overall effective distance from the 
site, such that the empirically-observed saturation effects are successfully reproduced. The 
effective distance (R) is given as 

2 2
RUPR D h   (4.5) 

where RUPD  is the closest distance from the site to the fault-rupture surface, and h is a pseudo-

depth term that accounts for distance saturation effects. The pseudo-depth is generally defined as 
a function of magnitude to account for the extension of distance-saturation effects to larger 
distances with increasing magnitude. In this study, we define the pseudo-depth as [Yenier and 
Atkinson 2015a]: 

0.405 0.23510h   M  (4.6) 

We define the geometrical spreading function ( ZF ) as 

     3 4ln lnZ refF Z b b R R   M  (4.7) 
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where Z represents the geometrical attenuation of Fourier amplitudes, while the multiplicative 

component,    3 4 ln refb b R R M , accounts for the change in the apparent attenuation that

occurs when ground motions are modeled in the response spectral domain rather than the Fourier 
domain. The coefficients b3 and b4 are period-dependent, and Rref is the reference effective 

distance, given as 21refR h  . 

In ground-motion modeling, Z is generally considered as a piecewise continuous function 
that describes the distance-dependent attributes of geometrical spreading, considering the 
contributions of direct waves at close distances, and multiple reflections and refractions at larger 
distances. Babaie Mahani and Atkinson [2012] evaluated the ability of various functional forms 
to describe the geometrical attenuation in North America, and concluded that a bilinear model 
provides a good balance between simplicity and ability to capture the key attenuation attributes 
over a broad distance range. In this study, we define Z using a hinged bilinear model that 
provides for a transition from direct-wave spreading to surface-wave spreading of reflected and 
refracted waves: 

 

1

21
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t

bb
tt t

R R R
Z

R RR R R

   
(4.8) 

where Rt represents the transition distance, and b1 and b2 are the geometrical attenuation rates of 
Fourier amplitudes at R ≤ Rt and R > Rt, respectively. In the generic GMPE, we fix the transition 
distance at Rt = 50 km based on the findings of Yenier and Atkinson [2014]. 

The geometrical spreading rate at close distances is often assumed to be given by 

1 1.0,b    based on the homogeneous whole-space approximation. However, theoretical 

waveform simulations suggest faster spreading rates, about 1 1.3b    for typical layered earth 

models [Ojo and Mereu 1986; Burger et al. 1987; Ou and Herrmann 1990; Somerville et al. 
1990; Chapman and Godbee 2012; and Chapman 2013]. Empirical modeling of ground motions 
in various regions, including WNA, CENA, and Australia also support this finding [Atkinson 
2004; Allen et al. 2007; Babaie Mahani and Atkinson 2012; and Yenier and Atkinson, 2014, 
2015c]. Therefore, we define the geometrical spreading rate at R ≤ 50 km as 1 1.3b    in the 

generic model. The geometrical spreading rate at R > 50 km is fixed at the widely-used value of 

2 0.5b   , which is consistent with attenuation of surface waves in a half-space [Ou and 

Herrmann 1990; Atkinson 2012a]. 

Equation (4.7) effectively decouples the geometrical spreading of Fourier amplitudes (Z) 
and the change in observed decay of amplitudes when convolved by the response transfer 
function. Although the descriptive parameters of Z are fixed at their generic values in the model, 
Equation (4.7) allows modification of the shape and rates of Z if there is compelling evidence 
supporting such a change. In such a case, the preferred model as given in Equation (4.8) can be 
replaced with an alternative geometrical spreading model that is compatible with the decay of the 
Fourier amplitudes in the target region. 

The anelastic attenuation function ( F ) is given as: 
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RUPF D   (4.9) 

where γ is a period-dependent anelastic attenuation coefficient that is empirically determined 
from regional ground-motion data. 

In the generic GMPE, we describe site effects relative to a reference condition of NEHRP 
(National Earthquake Hazards Reduction Program) B/C boundary, for which the travel-time 
weighted average shear-wave velocity over the top 30 m is VS30 = 760 m/sec. In this study, we 
adopt the site effects model of BSSA14 [Boore et al. 2014b]: 

S lin nlF F F   (4.10) 

where linF  represents the linear site effects, and nlF  represents the nonlinear site effects. The 

linear site response is defined as a function of VS30: 

 
 

30 30

30

ln 760

ln 760
S S c

nl c S c

c V V V

F c V V V


 



 (4.11) 

where c describes the VS30-scaling and Vc is the limiting velocity beyond which ground motions 
no longer scale with VS30. The nonlinear site response is given as 

3
1 2

PGA
ln r

nl
c

f
F f f

f

 
   

 
 (4.12) 

where 2f  represents the degree of nonlinearity as a function of VS30: 

      2 4 5 30 5exp min ,760 360 exp 760 360Sf f f V f       (4.13) 

In Equations (4.11)(4.13), parameters c, Vc, f1, f3, f4, and f5 are model coefficients given in 
BSSA14 and PGAr is the median peak horizontal acceleration predicted for the reference 
condition (VS30 = 760 m/sec). 

4.3 DETERMINATION OF MODEL COEFFICIENTS 

We calculate model coefficients of the magnitude effect  MF , geometrical spreading function 

 ZF  and stress adjustment factor  F   from amplitude data generated from ground-motion 

simulations. The simulations are based on the equivalent point-source stochastic method with 
parameters calibrated to observed motions in California as described by Yenier and Atkinson 
[2015c]; simulation parameters are summarized in Table 4.1. Briefly, we use the additive double-
corner-frequency source model of Boore et al. [2014a] with a spectral-sag parameter (ε) 
suggested by Yenier and Atkinson [2015c]. In simulations, the geometrical decay of Fourier 
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amplitudes (Z) is defined in terms of effective distance, as given in Equation (4.8) ( 1 1.3b   , 

2 0.5b   , and 50 kmtR  ). We use the pseudo-depth model given in Equation (4.6) to account 

for near-distance saturation effects. The simulations do not include anelastic attenuation, because 
we will determine these effects empirically from regional ground-motion data (shown later). We 
simulate ground motions at NEHRP B/C site conditions assuming the generic crustal 
amplification factors given by Atkinson and Boore [2006]. We assume that the near-surface 
high-frequency attenuation parameter is 0 0.025 sec   for this site class. Yenier and Atkinson 

[2015c] showed that equivalent point-source simulations with these modeling parameters (but 
also including regional anelastic attenuation effects) can reproduce average observed spectral 
amplitudes of earthquakes in California, for magnitudes up to M7.5 and distances less than 400 
km. Any inadequacies or misfits between the simulations and empirical data will map into 
unresolved residuals, which will be taken into account through the calibration factor, C. 

We perform time-domain equivalent point-source stochastic simulations using the 
widely-cited SMSIM software [Boore 2003; 2005], for magnitudes from M3 to M8 (with 
increments of 0.1 M units) and distances from 1 km to 400 km (with increments of 0.1 log10 
units), for a fixed stress parameter of   = 100 bar. We generate 100 synthetic ground motions 
for each combination of M, 

RUPD . For each simulated time series we calculate PGA, PGV, and 

PSA at 31 periods from 0.01 sec to 10 sec, then take the geometric mean for each parameter over 
the 100 simulations. 

The coefficients of the magnitude-scaling term MF  are computed from the regression of 

simulations obtained at 
RUPD  = 1 km (Ysim,1km). Recall that MF  represents the magnitude scaling 

of ground motions that would be observed at the source if there were no saturation effects. 
Therefore, we need to remove the saturation effects that we imposed in the simulations at 1km to 
extract the unsaturated magnitude effects, MF ; this is easily done: 

 2
,1kmln 1.3ln 1sim MY F h    (4.14) 

where the last term accounts for the saturation effects imposed in the simulations (i.e., ZF  at 

RUPD  = 1 km). We use a grid search to determine the hinge magnitude (Mh), where we determine 

the coefficients e0 to e3 by regression of the amplitudes at 1 km, for each trial value of Mh. We 
select the best-fitting Mh and the associated coefficients (e0 to e3) based on minimizing the 
residuals of the simulated amplitudes with respect to the model equation. Figure 4.1 compares 
ground motions simulated at 

RUPD  = 1 km and the fitted model [Equation (4.14)] as a function of 

magnitude, for peak ground motions and response spectra. As seen in the figure, the fitted 
functional form captures the magnitude scaling and saturation effects implied by simulations 
very well. 
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Table 4.1 Parameter values used in stochastic equivalent point-source simulations 
(from Yenier and Atkinson, [2015c]) 

Parameter Value 

Shear-wave velocity 3.7 km sec   

Density 32.8 cmg   

Source model 
Generalized additive double-corner-frequency source model of Boore et al. 
[2014a] 

Spectral sag  1.2 0.3min 1,10  M  

Effective distance  2

0.5
2

rup
R D h   

Pseudo-depth 0.405 0.23510h   M  

Geometrical attenuation 1.3R
 for R  ≤ 50 km, and   0.51.350 50R

  for R  > 50 km 

Anelastic attenuation Not considered in simulations (determined empirically) 

Site amplification 
(NEHRP B/C) 

Table 4 of Atkinson and Boore [2006] 
Frequency-amplification pairs delimited by semicolons: 
0.0001Hz-1; 0.1Hz-1.07; 0.24Hz-1.15; 0.45Hz-1.24; 0.79Hz-1.39; 1.38Hz-
1.67; 1.93Hz-1.88; 2.85Hz-2.08; 4.03Hz-2.2; 6.34Hz-2.31; 12.5Hz-2.41; 
21.2Hz-2.45; 33.4Hz-2.47; 82Hz-2.50 

Kappa factor 
0

0.025sec   

Source duration 0.5 0.5
a b

f f  where a
f  and b

f  are the corner frequencies 

Path duration* 

Table 1 of Boore and Thompson [2014] 
Rupture distance-path duration pairs delimited by semicolons: 
0 km-0 sec; 7 km-2.4 sec ; 45 km-8.4 sec; 125 km-10.9 sec; 175 km-17.4 sec; 
270 km-34.2 sec. Path duration increases with distance at a rate of 0.156 
sec/km after the last nodal point. 

Simulation calibration factor for 
California† 

3.16
sim

C   

* The nodal rupture distances of Boore and Thompson [2014] are converted to effective distance using the pseudo depths (h) 
for each magnitude level. 
† Factor applied to simulations for matching simulations to observed response spectra in California with zero bias. (Reader is 
referred to Yenier and Atkinson [2015c] for more information regarding the Csim parameter) 
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We determined the model coefficients of the geometrical spreading function from 
regression of simulated amplitudes at variable distances, after playing back the magnitude effects 
(i.e., ,1kmln sim MY F ). We use the form: 

     ,1km 3 4ln ln lnsim M refY F Z b b R R    M  (4.15) 

In this regression, we constrain the Z to the decay shape used in the simulations (i.e., 1 1.3b  

2 0.5b   , and 50 kmtR  ). This forces the differences between the decay rates of Fourier and 

response spectral amplitudes to map into 3 4 ln ( )refb b R R M . In Figure 4.2, we compare the 

generic GMPE (i.e., FM + FZ) against simulations to assess the performance of the fitted FZ 
model. This shows that the generic GMPE is in good agreement with the behavior of the 
simulated amplitudes. The values of model coefficients for MF  and ZF  are listed in Table 4.2. 

This specifies the generic GMPE for California for the reference stress parameter (100 bars) and 
the reference site condition (B/C), but without anelastic attenuation or overall amplitude 
calibration factor. These factors can be determined empirically for the target region, as described 
below. 
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Figure 4.1 Ground motions simulated at 1kmRUPD   (circles), and the fitted model 

(lines) as a function of magnitude. 
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Figure 4.2 Simulations (symbols) in comparison to predictions of the generic 
GMPE (lines), as a function of rupture distance, for magnitudes M3 to 
M8.  = 100, VS30 = 760 m/sec. Note that no anelastic attenuation is 
included in either simulations or the generic GMPE because this effect is 
determined empirically. 
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Table 4.2 Model coefficients of the magnitude term  MF  and geometrical 

spreading function  ZF  in the generic GMPE. 

 secT  hM e0 e1 e2 e3 b3 b4 

0.010 5.85 2.23A+0 6.87E-1 -1.36E-1 7.64E-1 -6.21E-1 6.06E-2 

0.013 5.90 2.28E+0 6.85E-1 -1.29E-1 7.62E-1 -6.26E-1 6.13A-2 

0.016 5.85 2.27E+0 6.97E-1 -1.23A-1 7.59E-1 -6.31E-1 6.19E-2 

0.020 5.90 2.38E+0 7.00E-1 -1.07E-1 7.49E-1 -6.38E-1 6.25E-2 

0.025 6.00 2.56E+0 6.84E-1 -9.42E-2 7.41E-1 -6.31E-1 6.10E-2 

0.030 6.15 2.81E+0 6.61E-1 -9.09E-2 7.39E-1 -6.03A-1 5.64E-2 

0.040 5.75 2.73A+0 7.03A-1 -1.09E-1 7.38E-1 -5.48E-1 4.82E-2 

0.050 5.35 2.56E+0 7.19E-1 -1.64E-1 7.54E-1 -5.10E-1 4.28E-2 

0.065 5.75 3.00E+0 6.84E-1 -1.55E-1 7.55E-1 -4.67E-1 3.64E-2 

0.080 5.20 2.58E+0 7.65E-1 -2.43A-1 7.87E-1 -4.21E-1 3.07E-2 

0.100 5.45 2.78E+0 7.12E-1 -2.62E-1 7.94E-1 -3.77E-1 2.47E-2 

0.130 5.35 2.64E+0 7.35E-1 -3.32E-1 8.12E-1 -3.55E-1 2.22E-2 

0.160 5.25 2.47E+0 8.09E-1 -3.87E-1 8.41E-1 -3.26E-1 1.92E-2 

0.200 5.45 2.55E+0 8.19E-1 -3.86E-1 8.43A-1 -2.87E-1 1.38E-2 

0.250 5.60 2.52E+0 8.67E-1 -3.77E-1 8.78E-1 -2.43A-1 9.21E-3 

0.300 5.85 2.63A+0 8.47E-1 -3.63A-1 8.76E-1 -2.12E-1 5.16E-3 

0.400 6.15 2.67E+0 8.50E-1 -3.47E-1 8.97E-1 -1.93A-1 4.85E-3 

0.500 6.25 2.54E+0 8.86E-1 -3.49E-1 9.18E-1 -2.08E-1 8.54E-3 

0.650 6.60 2.62E+0 8.76E-1 -3.16E-1 9.25E-1 -2.28E-1 1.37E-2 

0.800 6.85 2.66E+0 9.05E-1 -2.89E-1 8.94E-1 -2.52E-1 1.91E-2 

1.000 6.45 1.99E+0 1.34E+0 -2.46E-1 9.83A-1 -2.97E-1 2.76E-2 

1.300 6.75 2.01E+0 1.39E+0 -2.06E-1 1.00E+0 -3.50E-1 3.78E-2 

1.600 6.75 1.75E+0 1.56E+0 -1.68E-1 1.05E+0 -3.85E-1 4.43A-2 

2.000 6.65 1.25E+0 1.75E+0 -1.32E-1 1.19E+0 -4.35E-1 5.36E-2 

2.500 6.70 9.31E-1 1.82E+0 -1.09E-1 1.29E+0 -4.79E-1 6.14E-2 

3.000 6.65 5.16E-1 1.91E+0 -8.98E-2 1.42E+0 -5.13A-1 6.76E-2 

4.000 6.85 3.44E-1 1.93A+0 -7.47E-2 1.51E+0 -5.51E-1 7.43A-2 

5.000 6.85 -7.92E-2 1.98E+0 -6.21E-2 1.59E+0 -5.80E-1 7.90E-2 

6.500 7.15 -6.67E-3 1.97E+0 -5.45E-2 1.63A+0 -5.96E-1 8.12E-2 

8.000 7.50 2.56E-1 1.94E+0 -5.23A-2 1.59E+0 -6.09E-1 8.30E-2 

10.000 7.45 -2.76E-1 1.97E+0 -4.63A-2 1.72E+0 -6.20E-1 8.42E-2 

PGA 5.85 2.22E+0 6.86E-1 -1.39E-1 7.66E-1 -6.19E-1 6.03A-2 

PGV 5.90 5.96E+0 1.03A+0 -1.65E-1 1.08E+0 -5.79E-1 5.74E-2 



97 

We generate another set of simulations to calculate the stress adjustment factor. In this 
new set, we simulate ground motions for the same magnitude range (M3–M8) but for a fixed 
distance RUPD  = 1 km and variable stress parameters (10 bar ≤   ≤ 1000 bar). Similar to the 

first set, 100 synthetic motions are generated for each combination of M, 
RUPD , and Δσ, and the 

geometric mean of the peak motions and response spectra are calculated. 

The stress adjustment factor, FΔσ, models the expected change in amplitudes when   
is different than 100 bars. We determine FΔσ using simulations obtained at 

RUPD  = 1 km, as: 

   sim,1km sim,1kmln , ln ,100barF Y Y    M M  (4.16) 

where Ysim,1km(M,Δσ) is the ground motion simulated at 
RUPD  = 1 km for a given magnitude and 

stress, and Ysim,1km(M,100bar) represents the ground motion simulated at 
RUPD  = 1 km for the 

same magnitude, but for the reference stress (   = 100 bar). Figure 4.3 shows the required 
stress adjustment factors as a function of  , for various magnitudes and periods. This factor 
has an increasing trend with the stress, where by definition 0F    at   = 100 bar. The slope 

of F  which is defined by coefficient e 
 in Equation (4.4), represents the strength of the 

ground-motion scaling with the stress parameter. The steeper the slope, the larger the influence 
of stress on ground motions. As seen in Figure 4.3,   has significant influence at short 
periods (T < 0.2 sec), regardless of magnitude. However, its effects weaken with increasing 
period, particularly for small-to-moderate magnitude events (M < 6). For large magnitudes, the 
  effects extend to longer periods due to the shifting of the two corner frequencies with 

magnitude. 

We regress the values of e 
 (calculated for each magnitude and period from the values 

of F   using Equation (4.4) to the functional form: 

2 3 4
0 1 2 3 4

2 3 4
5 6 7 8 9

100 bar

100 bar

s s s s s
e

s s s s s





     
      

M M M M

M M M M
 (4.17) 

where s0 to s9 are period-dependent model coefficients. We use two polynomials because we 
require a different shape for the e 

 values for   ≤ 100 bar and   > 100 bar; we constrain 

the regressions to attain 0F    at   = 100 bar. Figure 4.4 shows how the values of e 
 vary 

with magnitude and period. The net effect of the stress parameter is complicated because of 
interactions between scaling of the high-frequency source amplitudes, shifting of the two corner 
frequencies, and changes in spectral sag between the corner frequencies. Additionally, the stress 
parameter affects the source duration, which in turn influences the response spectral amplitudes. 
Coupling of all these factors in the response spectrum domain requires a high-order polynomial 
to satisfactorily model Δσ-scaling over a wide period range. The values of model coefficients for 
the stress adjustment factor are listed in Table 4.3. 
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Figure 4.3 Stress adjustment factors  F   determined from simulations. 
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Figure 4.4 Stress-scaling coefficients  e   obtained from simulations (symbols) 

and the fitted model [Equation (4.17)]. 
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Table 4.3 Model coefficients of the stress adjustment factor  F   in the generic GMPE 

T (sec) s0 s1 s2 s3 s4 

0.010 -2.05E+0 1.88E+0 -4.90E-1 5.67E-2 -2.43A-3

0.013 -1.92E+0 1.80E+0 -4.71E-1 5.47E-2 -2.36E-3

0.016 -1.71E+0 1.66E+0 -4.36E-1 5.09E-2 -2.20E-3

0.020 -1.16E+0 1.27E+0 -3.34E-1 3.91E-2 -1.70E-3

0.025 -1.54E+0 1.59E+0 -4.29E-1 5.10E-2 -2.24E-3

0.030 -1.06E+0 1.20E+0 -3.13A-1 3.62E-2 -1.55E-3

0.040 -8.57E-1 1.04E+0 -2.68E-1 3.08E-2 -1.33A-3

0.050 -9.63A-1 9.83A-1 -2.16E-1 2.08E-2 -7.42E-4

0.065 -2.23A+0 1.95E+0 -4.90E-1 5.49E-2 -2.29E-3

0.080 -3.68E+0 2.96E+0 -7.51E-1 8.42E-2 -3.51E-3

0.100 -4.05E+0 3.10E+0 -7.62E-1 8.33A-2 -3.39E-3

0.130 -4.17E+0 3.09E+0 -7.44E-1 7.98E-2 -3.21E-3

0.160 -3.96E+0 2.82E+0 -6.50E-1 6.72E-2 -2.61E-3

0.200 -2.71E+0 1.73A+0 -3.30E-1 2.82E-2 -9.06E-4

0.250 -1.77E+0 9.83A-1 -1.31E-1 6.00E-3 -1.16E-5

0.300 -3.18E-1 -1.39E-1 1.70E-1 -2.85E-2 1.42E-3

0.400 2.02E+0 -1.86E+0 6.12E-1 -7.67E-2 3.34E-3

0.500 3.96E+0 -3.29E+0 9.88E-1 -1.20E-1 5.14E-3

0.650 3.65E+0 -2.82E+0 7.93A-1 -8.93A-2 3.55E-3

0.800 2.40E+0 -1.65E+0 4.09E-1 -3.71E-2 1.05E-3

1.000 1.07E+0 -4.55E-1 3.74E-2 1.03A-2 -1.08E-3

1.300 -2.51E+0 2.52E+0 -8.45E-1 1.21E-1 -6.02E-3

1.600 -5.26E+0 4.74E+0 -1.48E+0 1.96E-1 -9.28E-3

2.000 -6.64E+0 5.77E+0 -1.74E+0 2.24E-1 -1.03A-2

2.500 -8.08E+0 6.84E+0 -2.02E+0 2.54E-1 -1.14E-2

3.000 -7.98E+0 6.64E+0 -1.92E+0 2.37E-1 -1.04E-2

4.000 -7.12E+0 5.78E+0 -1.61E+0 1.90E-1 -7.98E-3

5.000 -6.39E+0 5.08E+0 -1.38E+0 1.58E-1 -6.36E-3

6.500 -4.80E+0 3.68E+0 -9.37E-1 9.76E-2 -3.47E-3

8.000 -3.42E+0 2.51E+0 -5.80E-1 5.15E-2 -1.34E-3

10.000 -2.19E+0 1.51E+0 -2.87E-1 1.53A-2 2.38E-4

PGA -2.13A+0 1.94E+0 -5.04E-1 5.82E-2 -2.50E-3

PGV -2.25E+0 1.95E+0 -5.18E-1 6.14E-2 -2.73A-3
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Table 4.3 Continued. 

T  (sec) s5 s6 s7 s8 s9 

0.010 -1.44E+0 1.24E+0 -2.89E-1 3.09E-2 -1.25E-3 

0.013 -1.35E+0 1.20E+0 -2.80E-1 3.01E-2 -1.23A-3 

0.016 -1.08E+0 1.04E+0 -2.47E-1 2.69E-2 -1.11E-3 

0.020 -1.27E+0 1.25E+0 -3.17E-1 3.62E-2 -1.55E-3 

0.025 -1.45E+0 1.37E+0 -3.37E-1 3.73A-2 -1.54E-3 

0.030 -2.24E+0 1.98E+0 -5.09E-1 5.78E-2 -2.44E-3 

0.040 -3.31E+0 2.66E+0 -6.68E-1 7.42E-2 -3.06E-3 

0.050 -4.23A+0 3.29E+0 -8.32E-1 9.30E-2 -3.87E-3 

0.065 -3.96E+0 2.87E+0 -6.67E-1 6.88E-2 -2.65E-3 

0.080 -3.14E+0 2.18E+0 -4.67E-1 4.47E-2 -1.60E-3 

0.100 -2.45E+0 1.57E+0 -2.89E-1 2.30E-2 -6.57E-4 

0.130 -1.38E+0 6.26E-1 -1.16E-2 -1.09E-2 8.28E-4 

0.160 -2.00E-1 -3.37E-1 2.57E-1 -4.25E-2 2.18E-3 

0.200 8.20E-1 -1.08E+0 4.40E-1 -6.10E-2 2.85E-3 

0.250 1.78E+0 -1.77E+0 6.07E-1 -7.83A-2 3.50E-3 

0.300 2.25E+0 -2.00E+0 6.33A-1 -7.70E-2 3.27E-3 

0.400 2.42E+0 -1.94E+0 5.56E-1 -6.17E-2 2.39E-3 

0.500 8.56E-1 -4.53A-1 6.46E-2 5.22E-3 -8.30E-4 

0.650 -6.67E-1 9.28E-1 -3.71E-1 6.18E-2 -3.43A-3 

0.800 -2.12E+0 2.15E+0 -7.30E-1 1.05E-1 -5.29E-3 

1.000 -4.47E+0 4.05E+0 -1.27E+0 1.71E-1 -8.14E-3 

1.300 -5.49E+0 4.77E+0 -1.44E+0 1.85E-1 -8.46E-3 

1.600 -5.88E+0 4.98E+0 -1.46E+0 1.83A-1 -8.16E-3 

2.000 -6.01E+0 4.99E+0 -1.43A+0 1.75E-1 -7.59E-3 

2.500 -4.88E+0 3.95E+0 -1.09E+0 1.26E-1 -5.17E-3 

3.000 -4.18E+0 3.32E+0 -8.86E-1 9.89E-2 -3.85E-3 

4.000 -2.63A+0 1.96E+0 -4.62E-1 4.24E-2 -1.18E-3 

5.000 -1.38E+0 9.09E-1 -1.42E-1 1.32E-3 7.11E-4 

6.500 -3.93A-1 9.83A-2 9.53A-2 -2.78E-2 1.96E-3 

8.000 -6.87E-3 -1.89E-1 1.69E-1 -3.53A-2 2.20E-3 

10.000 2.68E-1 -3.86E-1 2.17E-1 -3.97E-2 2.30E-3 

PGA -1.44E+0 1.24E+0 -2.85E-1 3.02E-2 -1.22E-3 

PGV -1.76E+0 1.38E+0 -3.26E-1 3.50E-2 -1.42E-3 
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Adjustment of the generic model to a specific region includes any required modifications 
to the source and attenuation parameters, as well as determination of an empirical calibration 
factor that accounts for residual effects that are missing and/or different in the simulations 
compared to the observed motions. In this study, we assume that the magnitude ( )MF  and 
saturation ( )h  effects determined from simulations are transferable to other regions. However, 
the stress parameter may vary regionally; the generic GMPE is directly adjusted for this effect 
when the regional value of stress parameter is plugged into F  . The required modifications for 
regional attenuation can be done by means of Z and γ. We recommend keeping the presumed Z 
model (geometric spreading) as it is defined in the generic model unless there is compelling 
evidence for its modification. The anelastic attenuation coefficient, γ, is determined using 
empirical data at regional distances for the region of interest; such data can be obtained from 
weak-motion studies. The calibration factor, C, is calculated through the analysis of residuals 
between observed motions in the target region and the GMPE, after application of the regional 
values of  , Z, and γ. 

4.4 AN EXAMPLE APPLICATION: ADJUSTMENT OF THE GENERIC GMPE FOR 
CENA 

As an example implementation of the method, we adjust the generic GMPE for CENA using 
ground motions obtained in the region. We use the database of PGA, PGV, and 5%-damped PSA 
from the NGA-East flatfile, for CENA earthquakes of M ≥ 3.0 that were recorded by at least 
three stations within 600 km. We consider both natural and induced earthquakes in the region. 
However, ground motions recorded in the Gulf Coast regions were excluded due to considerably 
different attenuation attributes in this region [EPRI 2004]. We use the average orientation-
independent horizontal-component ground motions calculated based on the RotD50 measure 
[Boore 2010], as provided in NGA-East flatfile; this is approximately equivalent to geometric 
mean motions as provided in the simulations. Figure 4.5 shows a map of the epicenters of the 
study events; Figure 4.6 is a map of stations and their site condition; and Figure 4.7 shows the 
magnitude-distance distribution of the selected records. 
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Figure 4.5 Epicenters of study events in CENA. Circles show epicenter locations of 
naturally-occurring earthquakes and squares indicate events that have 
been flagged as potentially induced in the NGA-East flatfile. Dashed line 
marks the Gulf Coast region. 

 

 

Figure 4.6 Locations of recording stations and their NEHRP site classification: (A) 
VS30 > 1500 m/sec; (B) 760 m/sec < VS30  1500 m/sec; (C); and (D) 180 
m/sec < VS30  360 m/sec; and VS30  180 m/sec [NEHRP 2000]. We 
excluded stations located in the Gulf Coast region (dashed line). 
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Figure 4.7 Magnitude-distance distribution of the selected ground motions in 
CENA. Ground motions recorded beyond 600 km are not considered. 

In the analysis, we consider response spectra up to a maximum usable period to reduce 
the impact of long-period noise on the adjusted GMPE. For a given ground-motion record, the 
maximum usable period, maxT , is defined as 

   max
min

1

max 1.25 ,lc

T
f f


  

(4.18) 

where minf  is the low-cut filter frequency of the record reported in the NGA-East flatfile, and 

minf  is the limiting frequency below which spectral amplitudes are assumed to be noise-

dominated. We describe minf  as 

   0.75 3
min max 0.1 , 10f    

M (4.19) 

Equation (4.19) is defined such that it provides an overall agreement with the geometric mean of 
the factored filter frequencies (i.e., 1.25 lcf ), as seen in Figure 4.8. For M < 6, the minf  model 

given for CENA is relatively less conservative than that was used for California by Yenier and 
Atkinson [2015c], because ground motions attenuate more slowly in CENA, providing useable 
signal to greater distances. 

We correct the recorded ground-motion amplitudes to the equivalent values for NEHRP 
B/C site conditions (VS30 = 760 m/sec) using the 

SF  function adopted from BSSA14. This 

function is based on the values of VS30 and PGAr for each record, where the VS30 values are given 
in the NGA-East flatfile, and we assume that PGAr can be reasonably estimated from BSSA14 as 
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an approximation. We deliberately use BSSA14 rather than a CENA GMPE for this purpose, as 
we do not wish the higher frequency content in CENA to impose greater nonlinearity. 

 

Figure 4.8 Minimum usable frequency ( minf ) model considered for records in 
CENA (solid line). Squares indicate the geometric mean of the factored 
low-cut filter frequencies (i.e., 1.25 lcf ) determined for evenly spaced 
magnitude bins. The error bars represent one standard deviation about 
the mean values. The dashed line indicates the minf  model used for 
California by Yenier and Atkinson [2015c]. The dotted line shows the 
corner frequency of the Brune [1970] source model for   = 100 bar. 

4.4.1 Regional Attenuation 

Empirical studies suggest that the geometrical spreading of Fourier amplitudes in CENA can be 
adequately described as R-1.3 within 50 km and R-0.5 at further distances [Atkinson and Boore 
2014; Babaie Mahani and Atkinson 2012]. We therefore use the generic bilinear Z model (b1 = -
1.3, b2 = -0.5 and Rt = 50 km) without modification. The only attenuation adjustment needed is 
for the regional anelastic attenuation. As described in the methodology presented earlier, we 
determine the regional anelastic attenuation (γCENA) from the empirical data using: 

 , , , ,ln B C ij M i Z ij i CENA RUP ijY F F E D     (4.20) 

where ,B C ijY  represents the B/C-corrected motion for event i and station j. ,M iF , and ,Z ijF  are the 
magnitude and geometrical spreading functions evaluated for the known magnitude and distance 
( ,RUP ijD ) of the record, respectively. The Ei term is an event term, which provides the average 
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adjustment required to match observed amplitudes from event i. Its value can be attributed to two 
main factors: (i) the difference between the reference stress implicitly carried by the 

MF

function (100 bars) and its true value for the ith event (modeled by F  ); and (ii) the overall 

difference between synthetics and observed motions in CENA (modeled by C). We calculate the 
regional anelastic attenuation coefficient (γCENA) and event terms (Ei) for each oscillator period 
and ground-motion parameter; the values of the γCENA term are listed Table 4.4. 

Table 4.4 Anelastic attenuation to adjust the generic GMPE for CENA. 

T  (sec) γCENA 

0.010 -4.66E-3

0.013 -4.69E-3

0.016 -4.69E-3

0.020 -4.67E-3

0.025 -4.88E-3

0.030 -5.11E-3

0.040 -5.27E-3

0.050 -5.47E-3

0.065 -5.71E-3

0.080 -5.79E-3

0.100 -5.64E-3

0.130 -5.24E-3

0.160 -4.77E-3

0.200 -4.20E-3

0.250 -3.65E-3

0.300 -3.12E-3

0.400 -2.44E-3

0.500 -2.04E-3

0.650 -1.64E-3

0.800 -1.43A-3

1.000 -1.26E-3

1.300 -1.06E-3

1.600 -1.17E-3

2.000 -1.02E-3

2.500 -1.06E-3

3.000 -1.09E-3

4.000 -1.30E-3

5.000 -9.35E-4

6.500 -7.87E-4

8.000 -6.43A-4

10.000 -3.65E-4

PGA -4.67E-3

PGV -2.79E-3
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4.4.2 Regional Stress Parameter 

The stress parameter is often determined by matching the predicted and observed spectral 
amplitudes at short periods for the specified moment. However, this approach results in a non-
unique solution for   due to the trade-off between earthquake source and attenuation [Boore et 
al. 2010; Yenier and Atkinson 2014]. Moreover,   has little effect on the response spectrum at 
long periods (Figure 4.3), especially for small-to-moderate events, restricting our ability to 
calibrate the response spectral amplitudes at long periods. To ensure a model calibration that is 
consistent over a wide period range, we determine the stress parameter by matching the observed 
spectral shape for the known moment (i.e., the corner frequency), rather than spectral amplitudes. 
This breaks the trade-off between source and attenuation parameters, transferring the overall 
amplitude difference to the calibration factor C [Yenier and Atkinson, 2015c]. Following this 
technique, we use a grid search to determine   for each event. We select the best-fitting   

based on the minimum standard deviation of residuals between iE  and F  , over a wide period 

range (0.01 sec ≤ T ≤ 10 sec); by minimizing the standard deviation of residuals, we are 
effectively finding the best shape, rather than the best level. 

Figure 4.9 shows the shape-based   values obtained from CENA events as a function 
of focal depth (d). The mean stress determined for evenly spaced focal depth bins shows an 
increasing trend from   ≈ 30 bar at d = 2.5 km to   ≈ 250 bar at d = 10 km; it remains 
relatively constant at greater depths. Figure 4.10 shows the best-fitting   as a function of 
magnitude. For M < 5, the stress parameter shows large variability. Despite the large variation of 
  values at small magnitudes, the depth effect is clearly visible by the distinct separation of 

depth-clustered stresses. For M > 5, the stress parameter attains a value of   ≈ 300 bar, on 
average; note that this is about three times the corresponding value for California events. 

We regress the best-fitting   values to develop a regional stress model for CENA. 
Based on the observations made in Figures 4.9 and 4.10, we constrain the model to attain   = 
300 bar for M ≥ 5 and d ≥ 10 km. The mean value of the stress parameter for earthquakes in 
CENA is expressed as: 

   CENAln 5.704 min 0, 0.29 10 min 0, 0.229 5d           M  (4.21) 

The estimates of Equation (4.21) for different magnitudes and depths are shown in Figures 4.9 
and 4.10. The mean residuals between the observed and predicted   values attain values 
around zero, as illustrated in Figure 4.11. Overall, the proposed   model provides a good 
agreement with the   values determined from CENA events based on the inferred spectral 
shape. 
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Figure 4.9 Best-fitting stress parameters (  ) determined for CENA events as a 
function of focal depth ( )d .   values are clustered into different 
magnitude bins as shown in the legend. Hatched symbols indicate   
values obtained from the induced events. Diamonds represent the mean 
  calculated for evenly spaced focal depth bins over all magnitudes, 

and the error bars show standard error about the mean stress. Lines 
indicate the derived   model [Equation (4.21)] evaluated for M3 
(solid) and M5 (dashed). 

 

Figure 4.10 Best-fitting stress parameters (   ) determined based on matching the 
observed response spectral shape for CENA events, as a function of 
magnitude.   values are clustered into different focal depth d ) bins as 
shown in the legend. Hatched symbols show   values obtained from 
the induced events. Lines indicate the derived   model [Equation 
(4.21)] evaluated for d  = 2.5 km (dotted), d  = 7.5 km (dashed), and d  
≥ 10 km (solid). 
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Figure 4.11 Residuals between the best-fitting   values obtained from CENA 
events and the estimates of the   model [Equation (4.21)] evaluated 
for the known magnitudes and focal depths of the study events. 

4.4.3 Calibration Factor 

An overall calibration factor is needed to reconcile the predictions with observed amplitudes in 
the target region, accounting for effects missing and/or different in simulations (e.g., 
discrepancies between the assumed and true values of crustal properties, site amplification, 0 , 

and path duration). We calculate the calibration factor based on the analysis of residuals: 

 , , , , ,lnij B C ij M i CENA i Z ij CENA RUP ijY F F F D       (4.22) 

where 
ij  represents the residual for the ground motion obtained from event i at station j, for a 

given spectral period or peak motion. 
,CENA iF   is the stress adjustment factor evaluated for   

from Equation (4.21) for the known magnitude and focal depth of event i. The last term accounts 
for the regional anelastic attenuation determined earlier. 

Figure 4.12 shows the event residuals (
i ij in   , where

in  is the number of records 

obtained from event i; 
in  ≥ 3 at a given period) as a function of magnitude. 

i  generally attains 

negative values and appears to be randomly distributed, showing no distinct attributes for natural 
and induced events. The mean that, in general, 

i  values determined at evenly spaced magnitude 

bins show no magnitude-dependent trend. This suggests that the magnitude scaling of ground 
motions in CENA is well captured by the 

MF  function, at least for the available data. 
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Figure 4.12 Average of residuals determined for each event that have at least 3 
observations at a given period (δi, circles). Diamonds show mean of δi 
values determined for evenly spaced magnitude bins, and error bars 
represent the standard error about the mean. Dashed lines indicate the 
event-based calibration factor (Ce) that is defined as the average of δi 
values over all magnitudes, at a given period. 

Based on the observations made in Figure 4.12, we calculate an event-based calibration 
factor (Ce) as the average of δi values over all magnitudes, for each spectral period/peak motion. 
The Ce term fluctuates with period between 0 and -0.5 (ln units) for periods T < 3 sec and attains 
positive values with an increasing trend at larger periods, as shown in Figure 4.13. This 
increasing trend at long periods may be due to the fact that stochastic simulations are inherently 
limited in their ability to generate the coherent motions seen at long periods. We describe Ce as: 
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 0.25 max 0, 0.39ln 2 10sec

0.25 for PGA

0.25 for PGV
e

T T

C

      


 (4.23) 

 

Figure 4.13 Event-based calibration factor (Ce, solid line) for CENA. Circles indicate 
average Ce values determined for all events at each period, and error bars 
represent the standard error about the mean. 

We subtract the event-based 
i  term from the individual residuals to calculate the 

average residual at each station (i.e., ( ) /j ij i jn    , where 
jn  is the number of 

observations at station j; 3jn   at a given period).  

Figure 4.14 illustrates the variation of j  as a function of VS30. The mean δj determined 

for NEHRP C sites attain near zero value, in general, suggesting that the BSSA14 site 
amplification model is reasonable for this site class. However, ground motions on NEHRP B 
sites are under predicted by ~15% and ground motions at NEHRP D sites are over predicted by 
~20%, on average. The mean 

j  determined for NEHRP A sites is near zero, expect for short 

periods. For T < 0.1 sec, ground motions at NEHRP A sites are under predicted by ~20%, on 
average. 

Finally, we correct the individual residuals for the event and station terms (i.e., 

ij ij i j       ) to assess the performance of the assumed geometrical spreading function. 

Figure 4.15 compares the ij   values as a function of rupture distance. The mean ij  j determined 

for log-spaced distance bins attains near zero values at RUPD  > 150 km, suggesting that γCENA 

parameter can successfully represent the overall attenuation at far distances. However, the mean 
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ij   deviates from the horizontal zero-line and decreases with distance for RUPD  < 150 km, as 

shown in the figure. This discrepancy might be attributable to the path-duration model. In the 
simulations, we used a path-duration model derived primarily from observed motions in WNA. 
Boore and Thompson [2015] recently reported that the path duration in ENA is much longer than 
that in WNA, particularly at distances less than 150 km. This difference could result in some 
overestimation of CENA motions for RUPD  < 150 km because the presumed WNA path-duration 

model is implicitly carried via the 
ZF  function to CENA.

Figure 4.14 Event-corrected average residuals for each station (
j , circles) as a 

function of VS30. Mean of j  values for NEHRP site classes are shown 

by squares (standard errors for the mean values are smaller than the 
symbols). 
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We consider an additional minor calibration term for regional differences in the path 
duration. We describe this path-related calibration (Cp) as: 

 3 150 kmln 150

150 km0p

Rb R
C

R


  

(4.24) 

where 3b  represents a calibration for the geometrical attenuation rate in response spectrum 

domain. We determine the 
3b  term from the regression of ij   based on Equation (4.24) at each 

period and peak motion separately. Figure 4.16 shows the variation of 
3b  coefficients as a 

function of period. Its value could be determined only up to T = 3 sec due to the limited data at 

RUPD  < 100 km for longer periods. We smooth 
3b  values as: 

  
3

min 0.095, 0.030 max 0, 0.095ln 0.065 10sec

0.030 for PGA

0.052 for PGV

T T

b

       



(4.25) 
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Figure 4.15 Event- and site-corrected residuals (
ij  ) as a function of distance, for 

ground motions obtained from natural and induced events. Squares show 
the mean ij   values determined for logarithmically spaced distance bins 

and error bars indicate the standard error about the mean. Solid line 
represents the fitted path-related calibration model (Cp). 



115 

 

Figure 4.16 Δb3 values determined from regression analysis (circles) and the Δb3 
smoothed model for CENA [Equation (4.25), solid line]. 

4.4.4 CENA-Adjusted GMPE 

The total calibration needed for the adjusted GMPE is the summation of Ce and Cp terms. This 
closes the systematic gaps between simulation-based predictions and observed motions in 
CENA. The resultant CENA-adjusted prediction equation is given as: 

lnY
CENA

 F
M
 FCENA

 F
Z
Y

CENA
D

RUP
 F

S
C

e
C

p
 (4.26) 

Figure 4.17 illustrates PSA values predicted from Equation (4.26) for magnitudes M4 to M8 as a 
function of rupture distance, for NEHRP B/C site condition (VS30 = 760 m/sec). The B/C-
corrected ground motions obtained from earthquakes in CENA are also shown in the figure, for 
two magnitude ranges: M3.5–M4.5 and M4.5–M5.5. The CENA-adjusted GMPE is in good 
agreement with the empirical data, where available, and provides seismologically informed 
predictions of average ground motions for moderate-to-large magnitudes (M > 6). 

We also provide ground-motion predictions for very hard rock site condition (VS30 = 3000 
m/sec). Atkinson [2012b] derived site factors that allow amplitude conversion between sites with 
VS30 = 760 m/sec and VS30 ≥ 2000 m/sec, using the predictions of Atkinson and Boore [2006]. 
The site factors are given independent of distance, except for very short periods (Table 4.5). For 
T ≤ 0.025 s, the site factor is given as a function of epicentral distance (Depi). We convert 
ground-motion predictions for VS30 = 760 m/sec [Equation (4.26)] to the equivalent motions for 
VS30 = 3000 m/sec based on the site factors of Atkinson [2012b]. Here, we assume that the 
amplitude difference between sites with VS30 ≥ 2000 m/sec and VS30 = 3000 m/sec is small 
enough to neglect. We use DRUP-Depi distance conversion method described in Atkinson [2012b] 
to evaluate site factors for T ≤ 0.025 sec. Figure 4.18 shows a comparison of predicted response 
spectra for VS30 = 760 m/sec and VS30 = 3000 m/sec. 
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Figure 4.17 PSA predictions from the adjusted GMPE [Equation (4.26)] for 
magnitudes M4 to M8 (focal depth, d = 10 km), for VS30 = 760 m /sec 
(lines). Circles represent the B/C-corrected ground motions obtained 
from earthquakes in CENA for two magnitude ranges: M3.5– M4.5 and 
M4.5– M5.5. 
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Table 4.5 Site conversion factors from Atkinson [2012b]. 

T  (sec) 
30 30

760 m sec 2000 m sec
ln

S S
V V

Y Y
 

  

≤ 0.025 -0.69 + 0.15ln(
epi

D ) 

0.050 -0.23 

0.100 0.07 

0.200 0.28 

0.333 0.32 

0.500 0.32 

1.000 0.25 

2.000 0.21 

≥ 5.000 0.14 

PGA -0.69 + 0.15ln(
epi

D ) 

PGV 0.21 

 

 

 

Figure 4.18 Predicted response spectra for CENA for VS30 = 760 m/sec and VS30 = 
3000 m/sec. 
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4.5 CONCLUSIONS 

We conclude that the generic GMPE approach provides a calibrated model of predicted ground 
motions in CENA that agrees with average motions from the NGA-East database, and is 
constrained by simulation-based scaling principles that have been demonstrated to work in 
California over a wide range of magnitudes and distances. We have provided calibrated median 
predictions of ground motions in CENA for average horizontal-component peak ground motions 
and 5%-damped response spectra (up to T = 10 sec), for magnitudes M3 to M8 and distances 
< 600 km. The approach that we have taken whereby we cast our model into a framework that is 
parameterized by the basic seismological parameters of moment, stress, and attenuation has both 
conceptual and practical advantages. We can create easily understandable and documentable 
alternative GMPEs by considering a range of possible parameter values that might be reasonable 
for the region (or a subset of the region). For each parameter set, we may use the empirical data 
to derive a new calibration factor for each frequency, such that the overall residuals are 
minimized for the given model. Analysis of the residual trends and their variability under the 
alternative models then provides information on the limitations of the alternative parameter sets. 
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Abstract 

The hybrid empirical method (HEM) of simulating ground-motion intensity measures (GMIMs) 
in a target region uses stochastically simulated GMIMs in the host and target regions to develop 
adjustment factors that are applied to empirical GMIM predictions in the host region. In this 
study, the HEM approach was used to develop two new ground-motion prediction equations 
(GMPEs) that incorporate two alternative methods of large-magnitude scaling for a target region 
defined as Central and Eastern North America (CENA), excluding the Gulf Coast region. The 
method uses five new empirical GMPEs developed as part of the PEER NGA-West2 project to 
estimate GMIMs in the host region and two new seismological models to stochastically simulate 
GMIMs in both the host and target regions. The GMIMs evaluated in this study are peak ground 
acceleration (PGA) and 5%-damped pseudo-acceleration response-spectral ordinates (PSA) for 

0.01 10T    sec, 3.0 8.0 M , and 1000RUPR   km, although we caution that the GMPEs are 



120 

best constrained for 300 400RUPR    km. The predicted GMIMs are for a CENA reference 

hard-rock site condition defined by the site parameters 30 3000SV   m/sec and 0 0.006   sec. 

5.1 INTRODUCTION 

In this study, we use the hybrid empirical method (HEM) to develop ground-motion prediction 
equations (GMPEs) for Central and Eastern North America (CENA) as part of the NGA-East 
project [Goulet et al. 2014]. The HEM approach [Campbell 2003] is a well-accepted 
methodology to develop GMPEs in areas with limited ground-motion recordings. In the HEM 
approach, ground-motion intensity measures (GMIMs) in a target region (CENA in this study) 
are predicted from empirical GMPEs in a host region (Western North America, WNA, in this 
study) using seismologically-based adjustment factors between the two regions. The adjustment 
factors are calculated as the ratio of stochastically simulated GMIMs in the two regions. 

Using appropriate regional seismological parameters in the stochastic simulations, the 
calculated adjustment factors take into account differences in earthquake source, wave-
propagation, and site-response characteristics between the two regions. The empirically derived 
GMPEs for the host region are transferred to the target region by applying the regional 
adjustment factors to the empirical GMIM predictions and deriving a GMPE from these HEM-
based estimates using standard regression analysis. The HEM approach has been used by several 
researchers to develop GMPEs in CENA [e.g., Campbell 2002, 2003, 2007, 2008, 2011, 
Tavakoli and Pezeshk 2005, Pezeshk et al. 2011], in central Europe [Scherbaum et al. 2005] and 
in southern Spain and southern Norway [Douglas et al. 2006]. Campbell [2014] provides a 
complete review of these and other applications of the HEM approach. 

The purpose of this study is to update the HEM-based GMPEs of Campbell [2007, 2008, 
2011] and Pezeshk et al. [2011] for CENA using the five empirical GMPEs developed in the 
PEER NGA-West2 project [Bozorgnia et al. 2014] for WNA other shallow crustal active tectonic 
regions in conjunction with the latest information on CENA and WNA seismological parameters. 
Although we use stochastic point-source (PS) models for both CENA and WNA to obtain 
simulated GMIMs for the development of the regional adjustment factors, we limit their use to 

6.0M  in order to avoid the need to include finite-fault (FF) effects. The models are then 
extrapolated to the larger magnitudes of greater engineering interest using two different methods. 
WNA seismological parameters are taken from the study of Zandieh and Pezeshk [2015], who 
performed a set of PS inversions intended to match the median GMIM estimates from the NGA-
West2 GMPEs. They limited the PS inversions to 6.0M  in order to avoid FF effects and to 
stay within the magnitude range of earthquakes in the NGA-East database [Goulet et al. 2014]. 

5.2 STOCHASTIC GROUND-MOTION SIMULATIONS 

We developed a set of computer routines based on the random vibration theory (RVT) method of 
Kottke and Rathje [2008] to perform the PS stochastic simulation of GMIM amplitudes using the 
WNA and CENA seismological models. The output of the program is peak ground acceleration 
(PGA) and 5%-damped pseudo-acceleration response-spectral ordinates (PSA) at a pre-selected 
set of spectral periods (T). The regional adjustment factors are calculated as the ratio of the 
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simulated spectral values for CENA to those for WNA. In the stochastic method, the ground-
motion acceleration is modeled as filtered Gaussian white noise modulated by a deterministic 
envelope function defined by a specified set of seismological parameters [Boore 2003]. The filter 
parameters are determined by either matching the properties of an empirically defined spectrum 
of strong ground motion with theoretical spectral shapes or using reliable physical characteristics 
of the earthquake source and propagation media [Hanks and McGuire 1981, Boore 1983, 2003]. 
Atkinson et al. [2009] and Boore [2009] investigated the relationship between the stochastic 
point-source model SMSIM [Boore 2005] and the stochastic finite-fault model EXSIM 
[Motazedian and Atkinson 2005] and suggested how the two could be aligned to give better 
agreement in predicted motions from small earthquakes at large distances, where the two models 
should provide similar results. 

In the point-source model, the total Fourier amplitude spectrum (FAS) of the horizontal 
vibratory ground displacement  due to shear-wave propagation in an elastic half-

space can be modeled by the equation [Boore 2003]: 

0 0( , , ) ( , ) ( , ) ( ) ( )Y M R f S M f P R f G f I f  (5.1) 

where  is seismic moment (dyne-cm), R is source-to-site distance (km), f is frequency (Hz), 

0( , )S M f  is the source spectrum, ( , )P R f  is the path attenuation term, G( f ) is the site-response 

term, and ( )I f  is a filter representing the type of GMIM. The FAS of acceleration is obtained by 

multiplying 0( , , )Y M R f  by 2 , where 2 f   is circular frequency. 

5.2.1 Effective Point-Source Distance 

In the stochastic PS model, the earthquake source is assumed to be concentrated at a point within 
the crust, which is a reasonable assumption for small earthquakes or when the source-to-site 
distance is substantially larger than the earthquake source dimensions. Otherwise, FF effects in 
the form of magnitude and distance saturation begin to influence the ground motions. This 
reflects the fact that seismic waves with wavelengths much smaller than the earthquake source 
rupture dimensions do not increase in amplitude as the size of the earthquake and the 
corresponding energy release increase [e.g., Tavakoli and Pezeshk 2005, Yenier and Atkinson 
2014]. It has also been suggested that when fault-rupture lengths are much greater than the 
closest distance from the site to the rupture surface, the motions recorded at the site will only 
have contributions from the closest part of the rupture, with the energy from greater distances 
along the fault arriving in a more attenuated form [Baltay and Hanks 2014, Boore and Thompson 
2014]. 

Atkinson and Silva [2000] defined an effective point-source distance metric RUPR  to use 

in PS stochastic simulations to mimic the ground-motion saturation effects from FF effects. They 
also defined a magnitude-dependent equivalent point-source depth h to modify this distance for 
magnitude saturation effects. Following these authors, we define an effective PS distance metric 
to use with our PS stochastic simulations with the expression: 

0( , , )Y M R f

0M
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2 2
RUP RUPR R h    (5.2) 

where the pseudo-depth parameter h, also referred to as the FF factor by Boore and Thompson 
[2014], is defined by the expression: 

max( 0.05 0.15 , 1.72 0.43 ) 6.75
log

0.405 0.235 6.75
h





    


  
M M M

M M
 (5.3) 

which combines the pseudo-depth relationships developed by Atkinson and Silva [2000] and 
Yenier and Atkinson [2014, 2015a,b] in order to provide a consistent set of effective distances 
over the entire magnitude range of interest. 

We use the effective PS distance metric in the stochastic simulations to evaluate the 
adjustment factors for a given set of magnitude and distances. This is done by: (1) evaluating the 
NGA-West2 GMPEs for a given set of M and RUPR , (2) calculating the corresponding values of 

RUPR  from Equations (5.2) and (5.3), (3) using the values of RUPR  to determine the stochastic 

adjustment factors, and (4) using the adjustment factors to derive the HEM-based GMIM 
estimates for the original set of M and RUPR . 

5.2.2 Site Response 

The site-response term G( f ) is defined as the product of crustal-amplification and diminution 
functions [Boore 2003]. Crustal amplification is calculated using the quarter-wavelength (QWL) 
method, which Boore [2013] now refers to as the square-root-impedance (SRI) method. Boore 
[2003] proposes the maximum frequency filter parameter maxf  [Hanks 1982] and the kappa filter 

parameter 0  [Anderson and Hough 1984] as alternative parameters to model the site diminution 

(attenuation) function. The kappa filter function, 0exp( )f , can be considered the path-

independent loss of energy in ground motion as it propagates through the site profile. It is 
defined by Anderson and Hough [1984] as the high-frequency slope of the FAS on a log-linear 
plot. Although kappa can be calculated from a recording at any distance, the part of kappa ( 0 ) 

that is associated with the crustal profile beneath the site includes attenuation from both wave 
scattering and material damping [Campbell 2009] and can be calculated in a variety of ways 
depending on the size of the earthquake and the available recordings [Ktenidou et al. 2014]. We 
use 

0
 instead of maxf  to define site attenuation because of its common use in engineering 

seismology [Campbell 2009, Ktenidou et al. 2014]. 

5.2.2.1 Site Characterization in CENA 

Campbell [2003] and Tavakoli and Pezeshk [2005] used a CENA reference hard-rock site 
condition with a time-average shear-wave velocity in the top 30 m of the site profile of 

30 2800SV   m/sec and 0 0.006   sec. They used the generic CENA hard-rock crustal-

amplification model developed by Boore and Joyner [1997]. Pezeshk et al. [2011] and Campbell 
[2008, 2011] used an empirically derived CENA hard-rock crustal-amplification model proposed 
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by Atkinson and Boore [2006] for a hard-rock site with 30 2000SV   m/sec and 0 0.005   sec. 

In this study, we adopted a CENA reference hard-rock site condition recommended for use in the 
NGA-East project that corresponds to 30 3000SV   m/sec and 0 0.006   sec based on the 

comprehensive studies of Hashash et al. [2014a] and Campbell et al. [2014]. We used the crustal-
amplification factors derived by Boore and Thompson [2015] using the QWL (SRI) method, 
which are based on the velocity profile of Boore and Joyner [1997] modified to have a shear-
wave velocity of 3000 m/sec over the top 300 m of the profile, consistent with the NGA-East 
reference hard-rock crustal profile of Hashash et al. (2014a). These crustal-amplification factors 
are listed in Table 5.1. 

5.2.2.2 Site Characterization in WNA 

Boore and Joyner [1997] provided crustal-amplification factors for a generic-rock site profile in 
WNA with 30 620SV   m/sec that were developed using the QWL (SRI) method. These 

amplification factors have been used by many investigators, including the authors, to conduct 
stochastic simulations in WNA and other active tectonic regions [e.g., Atkinson and Silva 1997, 
2000, Beresnev and Atkinson 2002, Campbell 2003, 2007, 2008, 2011, Tavakoli and Pezeshk 
2005, Pezeshk et al. 2011]. Boore and Thompson [2014, 2015] updated the generic-rock crustal-
amplification factors of Boore and Joyner [1997] using an improved density-velocity 
relationship, which we adopted for our study. These updated crustal-amplification factors are 
listed in Table 5.1. 

Anderson and Hough [1984] report typical values for 0  in the range 0.02–0.04 sec for 

rock sites in WNA. Atkinson and Silva [1997] used an average value of 0.04 sec in their 
stochastic model for southern California, which has been used by many other investigators, 
including the authors. Yenier and Atkinson [2014] found that a value of 0.025 sec was consistent 
with ground-motion recordings on rock in California. A summary of other investigators’ 
estimates of 0  is given in Campbell [2009, 2014]. 

Following Al Atik et al. [2014], we used inverse random vibration theory (IRVT) to 
derive a value for the host site kappa in WNA that is consistent with the NGA-West2 GMPEs 
and the generic-rock amplification factors of Boore and Thompson [2014, 2015]. We first 
removed the host crustal-amplification factors from the IRVT-based near-source FAS predictions 
to decouple the crustal-amplification term from the determination of 0  at high frequencies as 

suggested by Al Atik et al. [2014]. The resulting FAS were analyzed to select the start and end 
frequencies over which plots of log FAS versus frequency could be considered linear and not 
impacted by high-frequency distortions from the predicted response spectra. We then fit the 
slope 0  to the selected range of frequencies. Similar to Al Atik et al. [2014], we considered 

six different near-source scenarios ( 5.0M  and 6.0 and 5RUPR  , 10 and 20 km) to define 

kappa values for the median of the GMIM predictions from all five NGA-West2 GMPEs. We 
limited the magnitude range to 6.0 to be consistent with the range used in the inversions of the 
NGA-West2 GMPE. Figure 5.1 illustrates how the kappa values were calculated by the IRVT 
approach for the six scenarios. These results are consistent with an average 0  of 0.035 sec, 

which we used to characterize the site attenuation for the generic-rock site in WNA (Table 5.2). 
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Table 5.1 Crustal-amplification factors [Boore and Thompson 2015]. 

CENA WNA 

f (Hz) ( )A f f (Hz) ( )A f

1.00E-03 1.000 1.00E-03 1.00 

7.83A-03 1.003 9.00E-03 1.01 

2.33A-02 1.010 2.50E-02 1.03 

4.00E-02 1.017 4.90E-02 1.06 

6.14E-02 1.026 8.10E-02 1.10 

1.08E-01 1.047 1.50E-01 119 

2.34E-01 1.069 3.70E-01 1.39 

3.45E-01 1.084 6.80E-01 1.58 

5.08E-01 1.101 1.11E+00 1.77 

1.09E+00 1.135 2.36E+00 2.24 

1.37E+00 1.143 5.25E+00 2.75 

1.69E+00 1.148 6.03E+01 4.49 

1.97E+00 1.150 1.00E+02 4.49 

    Note: Crustal-amplification factor do not include the effects of site attenuation. 

Figure 5.1 Kappa values (sec) for six scenarios computed using the IRVT approach 
and the median predictions from the NGA-West2 GMPEs. 
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Table 5.2 Median seismological parameters for WNA and CENA. 

Parameter WNA CENA 

Source spectrum Single corner frequency 2  Single corner frequency 2  

Stress parameter,   (bars)  135 400 

Source velocity, 
S

  (km/sec) 3.5 3.7 

Source density, 
S

  (gm/cc) 2.8 2.8 

Geometric spreading, ( )Z R  

1.03

0.96

0.50

45 km

45 125 km

125 km

R R

R R

R R









 



  

1.3

0

0.5

60 km

60 120 km

120 km

R R

R R

R R







 



 

Quality factor, Q  0.54
202 f  

0.47
440 f  

Source duration, 
S

T  (sec) 0
1 f  

0
1 f  

Path duration, 
P

T  (sec) Table 5.3 Table 5.3 

Site amplification, ( )A f  Table 5.1 Table 5.1 

Site attenuation, 
0

 (sec) 0.035 0.006 

5.2.3 Source Model 

We used the Brune [1970, 1971] 2  displacement source spectrum to represent the source model 
in the stochastic simulations. Brune’s model is a single-corner frequency ( 0f ) PS spectrum in 

which the stress parameter   controls the spectral shape at high frequencies. The choice of an 
appropriate stress parameter in WNA and CENA has been the subject of many studies. The basis 
for the values of   we use for these regions in this study is discussed in the following sections. 

5.2.3.1 Stress Parameter in CENA 

Boore et al. [2010] used the PS stochastic simulation program SMSIM [Boore 2005] to 
determine the stress parameters for eight well-recorded earthquakes in CENA. They showed that 
estimates of   are strongly correlated to the rate of geometrical spreading in the near-source 
region. They estimated a geometric mean value of 250   bars using the geometrical 
spreading and quality factor (Q) relationships of Atkinson [2004] (hereafter referred to as A04) 
for the case in which the 1988 Saguenay earthquake was included, and 180 bars for the case in 
which the Saguenay event was excluded. Atkinson et al. [2009] and Boore [2009] also found that 
a stress parameter of 250 bars was needed to bring the stochastic point-source results of SMSIM 
in line with the stochastic FF results of EXSIM [Motazedian and Atkinson 2005], which was 
used with a stress parameter of 140 bars to develop the GMPE of Atkinson and Boore [2006], for 
small distant earthquakes. Campbell [2008, 2011] had initially estimated this PS stress parameter 
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to be 280 bars. Atkinson and Assatourians [2010] analyzed recordings of the 5.0M  Val-des-
Bois, Quebec, earthquake using the A04 attenuation model and found them to be consistent with 
a stress parameter of 250 bars, although they note that this value is somewhat on the high side 
compared to other events of around the same magnitude, except for the 1988 Saguenay 
earthquake which had a stress parameter of around 500 bars. 

In their revision of the CENA seismological model, Boore and Thompson [2015] found 
that a stress parameter of 400 bars was needed to approximate the amplitude of the ground 
motions that matched the A04 attenuation model and the Atkinson and Boore [1995] path 
duration when the new energy based significant duration parameter recommended by Boore and 
Thompson [2014] was used. A higher value of   was needed to compensate for the smaller 
amplitudes predicted from the stochastic simulations when the longer path durations of Boore 
and Thompson [2014] were used, which spreads the radiated energy from the point source over a 
longer period of time. Since we are using the new source model of Boore and Thompson [2015], 
we use 400   bars in our CENA point-source stochastic simulations (Table 5.2). 

5.2.3.2 Stress Parameter in WNA 

Atkinson and Silva [1997, 2000] modeled California ground motions using the stochastic FF 
simulation model of Silva et al. [1990]. They used these results to introduce an equivalent 
double-corner frequency PS spectrum to mimic the FF effects observed at large magnitudes in 
lieu of using a magnitude-dependent stress parameter such as used to develop the GMPEs of 
Silva et al. [2002] and Yenier and Atkinson [2015c] based on a single-corner frequency 
spectrum. Atkinson and Silva [2000] showed that at high frequencies their double-corner source 
model gave similar results for events of 6.0M  as a Brune single-corner model with 80   
bars. At larger magnitudes and lower frequencies, where finite-fault effects become significant, 
the two models were found to diverge due to the spectral sag in the double-corner model that was 
found to more realistically model the spectral shape of large-magnitude ground motions. 

Yenier and Atkinson [2015c] proposed a seismological model for California that they 
empirically calibrated with response spectra from the NGA-West2 database [Ancheta et al. 
2014]. Crustal-amplification factors were derived using the QWL (SRI) method and the NEHRP 
B/C ( 30 760SV   m/sec) velocity profile of Frankel et al. [1996] and site attenuation parameter 

was taken as 
0
 0.025 sec based on Yenier and Atkinson [2014]. The source was defined as a 

Brune single corner spectrum. Path attenuation was adopted from Raoof et al. [1999], modified 
to represent a different crustal shear-wave velocity and to have a minimum path attenuation of 

100Q  . Path duration was taken from Boore and Thompson [2014]. Geometric spreading was 
found to be consistent with R–1.3 out to 50 km, after which a spreading rate of R–0.5 was used. 
Yenier and Atkinson [2015c] used the effective point-source distance metric of Atkinson and 
Silva [2000] for 6.0M  and that of Yenier and Atkinson [2014] for larger magnitudes in order 
to model magnitude-saturation effects. They selected stress parameters that minimized the trends 
in the residuals, ensuring that the observed and simulated spectra had similar shapes for 0.1f   
Hz. These stress parameters were found to be a function of magnitude with values that increase 
from 15 bars at 3.0M  to 100 bars at 5.0M . Finally, they used a calibration factor of 4.47 in 
the stochastic simulations to eliminate any bias between the simulated and observed spectral 
amplitudes. 
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For our stochastic simulations in WNA, we used the seismological parameters derived by 
Zandieh and Pezeshk [2015] from an inversion of the NGA-West2 GMPEs for earthquake 
scenarios with magnitudes 6.0M . This model was used to ensure that the WNA host 
seismological model was consistent with the GMIM predictions from the host GMPEs. In order 
to minimize the inherent trade-off between 0  and   in these inversions, Zandieh and Pezeshk 

[2015] used the IRVT method of Al Atik et al. [2014] to determine the value of 0  from the 

median near-source estimates of PSA from all five NGA-West2 GMPEs, as described earlier in 
this chapter. The IRVT approach resulted in an average site attenuation of 0 0.035   sec. After 

constraining 0  to the average obtained from the IRVT approach and the crustal amplifications 

to those proposed by Boore and Thompson [2015], Zandieh and Pezeshk [2015] performed 
GMIM inversions to obtain the remaining seismological parameters using a genetic algorithm 
(GA) similar to that of Scherbaum et al. [2006]. By constraining the crustal-amplification factors 
and the value of 0 , the near-source spectral shape at high frequencies becomes only a function 

of the stress parameter, which helped to stabilize the inversion results. 

Based on the inversions, Zandieh and Pezeshk [2015] obtained a stress parameter of 135 
bars for scenarios in the magnitude range 4.0 6.0 M . We used this stress parameter for all 
magnitudes to be consistent with the magnitude-independent stress parameter used in the CENA 
seismological model. Campbell [2003] and Campbell [2007, 2011] used a stress parameter of 
100 bars in their WNA Brune single-corner frequency stochastic model, which they showed was 
generally consistent with pre-NGA and the Campbell and Bozorgnia [2008] NGA-West1 GMPE 
PSA predictions for 5.0M  and 6.0 earthquakes at 10RUPR   and 30 km. Pezeshk et al. [2011] 

used a stress parameter of 80 bars, which they showed was generally consistent with the median 
of the five NGA-West1 GMPE predictions [Power et al. 2008] for an 6.0M  earthquake at 

10RUPR   km. The larger stress parameter of 135 bars found by Zandieh and Pezeshk [2015] is 

consistent with the longer path durations associated with the Boore and Thompson [2015] WNA 
duration model and should be considered to supersede the values used by Campbell [2007, 2008, 
2011] and Pezeshk et al. [2011]. A stress parameter of 135 bars is also consistent with 
observations of Modified Mercalli Intensity (MMI) by Atkinson and Wald [2007], who 
suggested that these observations were consistent with a three-times larger stress parameter for 
earthquakes in CENA as compared to those in WNA as indicated in Table 5.2. 

5.2.4 Source and Path Duration 

The sum of the source duration ST  and path duration PT  represents the total duration of ground 

motion in the stochastic method. The source duration for the Brune single corner spectrum is 
typically defined [e.g., Boore 2003] as the inverse of the source corner frequency, or 01ST f
(Table 5.2). Boore and Thompson [2014] used the NGA-West2 database to derive a new 
distance-dependent relationship for PT  for active crustal regions, such as WNA, that is different 

from relationships proposed previously. Boore and Thompson [2015] adopted this new path 
duration for WNA and similarly derived a distance-dependent PT  relationship for stable crustal 

regions, such as CENA, using the NGA-East database [Goulet et al. 2014]. We used the path-
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duration models proposed by Boore and Thompson [2015] in this study (Table 5.2), which are 
provided in Table 5.3 and plotted in Figure 5.2 for completeness. 

Table 5.3 Path duration models [Boore and Thompson 2015]. 

CENA WNA 

RUPR  (km) 
PT  (sec) RUPR  (km) 

PT  (sec) 

0 0.0 0.0 0.0 

15 2.6 7.0 2.4 

35 17.5 45.0 8.4 

50 25.1 125.0 10.9 

125 25.1 175.0 17.4 

200 28.5 270.0 34.2 

392 46.0 

600 69.1 

Slope of last segment 0.111 Slope of last segment 0.156 

Note: Rupture distances must be converted to effective distance using the pseudo-depth for each magnitude. 

5.2.5 Path Attenuation 

The path attenuation term ( , )P R f  is separated into two components, commonly referred to as 
geometric attenuation (or spreading) and anelastic attenuation. Geometric attenuation models the 
amplitude decay due to the expanding surface area of the wave front as it propagates away from 
the source. Anelastic attenuation, quantified by the quality factor Q, models the amplitude decay 
due to the conversion of elastic wave energy to heat and is usually found to be frequency 
dependent. Boore et al. [2010] found that the stress parameter is strongly correlated to the choice 
of geometrical attenuation, which emphasizes the fact that the set of seismological parameters for 
a given region must be internally consistent and should not be taken from different studies with 
vastly different assumptions. The path attenuation parameters that we used for CENA and WNA 
are presented in the following sections and summarized in Table 5.2. 

5.2.5.1 Path Attenuation for CENA 

Boore et al. [2010] used four geometrical attenuation models ranging from a simple R1.0  decay 
for all distances to more complicated bilinear and trilinear distance decay models to determine 
the stress parameter for eight well-recorded earthquakes in CENA. Atkinson and Assatourians 
[2010] studied the attenuation of five well-recorded CENA earthquakes and found that the 
ground motions were better fit if the A04 geometrical attenuation model, with 1.3R near-source 
spreading, is used for hypocentral distances beyond 10 km and a R1.0  decay is used at shorter 
distances. Campbell [2007, 2008, 2011] and Pezeshk et al. [2011] used the original A04 path-
attenuation model. 
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In this study, we used the path attenuation model developed by Chapman et al. [2014] in 
our CENA seismological model (Table 5.2). These authors used broadband recordings from the 
EarthScope Transportable (TA) Array and an iterative inversion process to derive a trilinear 
geometric attenuation model with 1.3R  spreading to 60 km, 0R  (no spreading) from 60 to 120 
km, and 0.5R  or Lg-wave spreading beyond 120 km. At regional distances, the dominant phase 
in the ground-motion recording is the Lg phase, which is composed of multiple reflections of S-
waves trapped within the crust. Chapman and Godbee [2012] also found FAS to decay with 1.3R  
spreading at short distances from physics-based ground-motion simulations. Chapman et al. 
[2014] found that for all CENA regions, except the Gulf Coast, the quality factor that is 
consistent with the above geometric attenuation term is given by the relationship 0.47440Q f . 
As illustrated in Figure 5.2, the transition distances of 60 and 120 km in the Chapman et al. 
[2014] geometric attenuation model are generally consistent with the transition distances of 50 
and 120 km obtained by Boore and Thomson [2015] in their evaluation of path duration in 
CENA. 

Figure 5.2 Path duration models for CENA and WNA (modified from Boore and 
Thompson [2015]). E, eastern North America; W, western North 
America. 
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5.2.5.2 Path Attenuation for WNA 

Campbell [2007, 2008, 2011] and Pezeshk et al. [2011] used the path attenuation model of Raoof 
et al. [1999] developed for southern California in their stochastic point-source ground-motion 
simulations for WNA. Atkinson and Silva [2000] also used this path attenuation model in their 
stochastic finite-fault simulations. Malagnini et al. [2007] analyzed broadband waveforms from 
small-to-moderate events in the San Francisco Bay Area and found that the best-fitting path 
attenuation model was given by the relationship 0.42180Q f  for geometric attenuation given by 

1.0R
 spreading within 30 km and 0.6R  spreading at larger distances. This model is similar to 

that of Raoof et al. [1999] for southern California, who found 0.45180Q f  for geometric 

attenuation given by 1.0R  spreading within 40 km and 0.5R  spreading at larger distances. Fatehi 
and Herrmann [2008] determined high-frequency scaling in the Pacific Northwest and northern 
and central California by analyzing broadband waveforms in these regions. They found both 
geometric and anelastic attenuation to be regionally dependent. Spreading rates were found to 
vary between 1.0R  and 1.1R  within 40 km, except at very high frequencies in northern 
California, which had a rate of 1.3R . Spreading rates at longer distances were found to be more 
variable, ranging from 0.8R  to 0.5R  from distances of 40 to 100 km and 0.5R  to 0.9R  at larger 
distances. Anelastic-attenuation parameters were also found to be regionally variable with 

0 210 280Q    and 0.35 0.55    in the relation 0Q Q f  . 

Babaie Mahani and Atkinson [2013] investigated the geometric attenuation of ground 
motion from small-to-moderate earthquakes across North America and found spreading rates that 
varied between 1.1R  and 1.3R  at near-source distances. At longer distances, typically beyond 40 
to 100 km, ground motions are dominated by surface waves whose path attenuation depends on 
fault mechanism, focal depth, and crustal structure [e.g., Burger et al. 1987, Ou and Herrmann 
1990, Yenier and Atkinson 2015c]. Yenier and Atkinson [2014] found that geometric spreading 
from eleven well-recorded earthquakes in California is generally steeper than 1.0R  at short 
distances. Yenier and Atkinson [2015c] considered a bilinear geometric spreading term and near-
source spreading rates of both 1.0R  and 1.3R , decreasing to 0.5R  beyond a transition distance of 
50 km. They determined that both of these near-source spreading rates could be made to fit the 
recordings by using calibration factors of 1.08 and 3.16, respectively, to adjust the stochastic PS 
simulation GMIMs over all magnitudes and frequencies. They concluded that the steeper near-
source spreading rate provided the best fit to the path attenuation in California. As discussed 
previously, Yenier and Atkinson [2015c] used the Raoof et al. [1999] anelastic attenuation term, 
which after scaling to a shear-wave velocity of 3.7 km/sec in the vicinity of the source, was 

modified to  0.45max 100,170.3Q f . The maximum value of 100Q   was based on the

recommendations of Boore [1983] and Yenier and Atkinson [2014]. 

In this study, we used the path attenuation terms determined from the inversion of the 
NGA-West2 GMPEs by Zandieh and Pezeshk [2015]. For consistency with the WNA 
seismological model, a trilinear geometric attenuation term with transition distances of 45 km 
and 125 km were used to perform the inversions. These transition distances were selected to 
match the WNA transition distances used by Boore and Thompson [2015] in their path duration 
model (Figure 5.2). The inversion resulted in geometric spreading of 1.03R  to a distance of 45 
km and 0.96R  between distances of 45 to 125 km (both virtually equal to 1.0R ). Beyond 125 km, 
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spreading rate was assumed to be equal to R–0.5, consistent with Lg surface-wave attenuation 
(Table 5.2). The resulting anelastic attenuation term was found to be 0.54202Q f  (Table 5.2). 

5.3 EMPIRICAL GMPES FOR WNA 

One important component of the HEM approach is using appropriate empirical GMPEs in the 
host region. Pezeshk et al. [2011] incorporated the five GMPEs from the PEER NGA-West1 
project [Power et al. 2008] to derive empirical ground-motion estimates for WNA in their HEM-
based GMPE for CENA. Campbell [2007, 2008, and 2011] used a single NGA-West1 GMPE 
[Campbell and Bozorgnia 2008] to demonstrate how the new NGA-West1 models might impact 
the Campbell [2003] HEM-based GMPE in CENA. 

In this study, we used the five GMPEs developed as part of the PEER NGA-West2 
project [Bozorgnia et al. 2014] to derive the empirical GMIM estimates in the host WNA region. 
These GMPEs are referred to as ASK14 [Abrahamson et al. 2014], BSSA14 [Boore et al. 2014], 
CB14 [Campbell and Bozorgnia 2014], CY14 [Chiou and Youngs 2014], and I14 [Idriss 2014] in 
the remainder of this report. These GMPEs used a vastly expanded NGA-West2 database 
[Ancheta et al. 2014] that included over 20,000 recordings from shallow crustal earthquakes in 
California (for 5.5M ) and in other similar active tectonic regions throughout the world (for 

5.5M ). We used the weighted geometric mean of the RotD50  [Boore 2010] average 
horizontal GMIM predictions from the five GMPEs in order to derive empirical estimates that 
are consistent with those used in the inversions performed by Zandieh and Pezeshk [2015]. We 
assigned the same weights that were used to evaluate the NGA-West2 GMPEs for the 2014 
update of the U.S. national seismic hazard model [Petersen et al. 2014]. In this scheme, the 
weights were distributed evenly between four of the GMPEs with I14 being given one-half the 
weight of the others. 

Except for BSSA14, which is developed with the JBR  FF distance metric, the other 
GMPEs use the finite-fault RUPR  distance metric. Since the proposed model in this study is based 
on RUPR , we converted JBR  to RUPR  for purposes of evaluating BSSA14 using the relationships 
developed by Scherbaum et al. [2004]. Following Campbell [2003, 2007, 2011], we used a 
generic style of faulting to evaluate the NGA-West2 GMPEs because there is no empirical 
evidence in CENA that there are differences in ground-motion amplitude between faulting styles. 
This generic style of faulting is an average of strike-slip and reverse faulting mechanisms, 
because of the predominantly compressional stress regime in CENA, and was implemented by 
setting 0.5RVF   and 0NMF   in ASK14, CB14, and CY14; 0.5SS  , 0.5RS  , 0NS  , and 

0U   in BSSA14, and 0.5F   in I14. We did not include the hanging-wall effect in the 
evaluation of ASK14, CB14, and CY14 because of the unknown strike angles of earthquakes and 
the general absence of known faults in CENA. All the NGA-West2 GMPEs that included 
regional site-response and anelastic attenuation terms were evaluated for the California region 
and for 30 760SV   m/sec or NEHRP B/C [BSSC 2009] site conditions. CY14 was evaluated for 
average directivity effects and for an “inferred” value of 30SV , which only affects the value of the 
standard deviation. We used a fault rupture dip of 90° to evaluate those GMPEs that had fault dip 
as a predictor variable. 
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ASK14, CB14, and CY14 include the depth to the top of rupture TORZ  as one of the 

predictor variables. For each of these models, the default value of TORZ  recommended by the 

developers for a future California earthquake was used. ASK14, BSSA14, and CY14 use 1.0Z , or 

the depth to the 1 km/sec shear-wave velocity ( SV ) horizon beneath the site, to model sediment-

depth and basin effects. CB14 uses 2.5Z , or the depth to the 2.5SV   km/sec horizon beneath the 

site, to model these effects. For these GMPEs, the default values of 1.0Z  and 2.5Z  recommended 

by the developers for a California site were used. 

5.4 HEM-BASED GMPES FOR CENA 

5.4.1 Median Model 

Median estimates of the desired GMIMs in CENA were obtained by scaling the NGA-West2 
empirical estimates of PGA and PSA with the stochastically derived adjustment factors derived 
from the SMSIM computer program [Boore 2005] using the regional seismological parameters 
listed in Table 5.2. The GMIMs were evaluated for 11 values of magnitude ranging between 

3.0 8.0 M  in 0.5 magnitude increments and 25 values of distance given by the values 
1RUPR  , 2, 5, 10, 15, 20, 30, 40, 50, 60, 70, 80, 100, 120, 140, 180, 200, 250, 300, 400, 500, 

600, 700, 800, and 1000 km. Since the GMPEs were developed for a CENA reference hard-rock 
site with 30 3000SV   m/sec and 0 0.006   sec [Hashash et al. 2014b], the GMIM predictions 

must be modified for other site conditions using an appropriate site-response method. Such 
methods are being developed as part of the NGA-East project. 

5.4.1.1 Small-to-Moderate Events 

A limitation of the empirical GMIM estimates and, therefore, the HEM approach is the general 
invalidity of the NGA-West2 GMPEs beyond distances of around 300 km [Gregor et al. 2014]. 
Because of the lower rate of attenuation in CENA, GMIM amplitudes of engineering interest can 
occur at distances farther than 300 km and possibly as far as 1000 km for 7.5 8.0 M  events 
similar to those that occurred in New Madrid in 1811 and 1812 [Petersen et al. 2014]. To handle 
this limitation in the pre-NGA GMPEs, Campbell [2003] supplemented the GMIMs that were 
estimated in CENA for 70RUPR   km from the HEM approach with stochastically simulated 

values. He scaled the stochastically simulated GMIMs for each magnitude by a factor that made 
them equal to the median HEM estimate for the same magnitude at 70RUPR   km. Tavakoli and 

Pezeshk [2005] and Pezeshk et al. [2011] employed the same approach in the development of 
their HEM-based models. Campbell [2008; 2011] also used the same approach to scale the 
empirical GMIM estimates from the Campbell and Bozorgnia [2008] NGA-West1 GMPE, which 
was nominally valid to distances of 200 km but that was practically valid only to around 100 km. 

Although the approach used previously is perfectly valid, we decided to use a different 
approach in this study. We used the HEM approach to estimate GMIMs to the maximum 
distance of 1000 km and then compared these estimates to recordings from the NGA-East 
database [Goulet et al. 2014]. We used a calibration factor to adjust any bias that existed between 
the GMIM estimates from the HEM approach and the CENA recordings. A single calibration 



133 

the GMIM estimates from the HEM approach and the CENA recordings. A single calibration 
factor was used for all magnitudes, distances, and spectral periods to prevent any distortions in 
the shape of the predicted response spectra. This calibration was done after adjusting the CENA 
response spectra to the reference hard-rock site condition using the method explained in a later 
section of this report. 

After calibration, the HEM-simulated GMIMs were used together with nonlinear least-
squares regression to derive the model coefficients in a parameterized GMPE defined with a 
specified functional form. GMPEs were developed for 5%-damped PSA for 6.0M  and 

1000RUPR   km at 21 spectral periods ranging from 0.01 10T    sec, consistent with the set of 
periods used in the NGA-West2 models. Peak ground acceleration is assumed to be the value of 
PSA at 0.01T   sec. Magnitude scaling for 6.0M  was estimated using two methods, referred 
to as stochastic scaling and empirical scaling. These methods are described in the next section. 
After trial and error, the GMPE functional form that was found to best model the HEM-based 
GMIM estimates is given by the expression:  
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where 

2 2
11RUPR R c   (5.6)  

In these equations, Y  is the median value of PGA or PSA (g), M is moment magnitude, and 
RUPR  is closest distance to the fault-rupture surface (km). The coefficients in these equations are 

listed in Tables 5.4 and 5.5 for the stochastic-scaling and empirical-scaling methods, 
respectively. 

5.4.1.2 Large-Magnitude Scaling 

The GMIM predictions from the empirical NGA-West2 GMPEs used in the inversions 
performed by Zandieh and Pezeshk [2015] to develop the seismological parameters for the WNA 
stochastic model were limited to events with 6.0M  in order to restrict them to a range of 
magnitudes for which the point-source assumption used in the stochastic simulations is valid. 
Therefore, we believe that the HEM-based GMIM estimates and the WNA and CENA stochastic 
models used to derive them are well-constrained by empirical data for 6.0M , after applying 
an average empirical calibration factor of 0.32 (a factor of 2.09) to the HEM estimates. This 
calibration factor is included in the 1c  coefficient of Equation (5.5) and is explained in a later 
section of the report. 

For events with 6.0M , we considered two approaches to model magnitude scaling: (1) 
using the HEM-based estimates for all magnitudes, assuming that the magnitude scaling from the 
HEM approach can be extrapolated to 6.0M  (hereafter referred to as the stochastic-scaling 
approach), and (2) using the magnitude scaling predicted by the NGA-West2 GMPEs, assuming 
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referred to as the empirical-scaling approach). Figures 5.3 and 5.4 display the magnitude-scaling 
characteristics of PSA predicted by our GMPEs for 5RUPR  , 10, 30, and 70 km using the 

stochastic-scaling and empirical-scaling approaches, respectively. These figures show that the 
empirical-scaling approach does not exhibit as much oversaturation at large magnitudes, short 
distances, and short periods as the stochastic-scaling approach. Since the consensus amongst 
engineering seismologists is to preclude oversaturation in GMPEs (e.g., see ASK14 and CB14), 
we prefer the version of the GMPE that is based on the empirical-scaling approach. 

5.4.2 Variability and Uncertainty 

We modeled aleatory variability as a complementary task in the development of our GMPE. We 
also compared our variability model to that derived directly from the selected NGA-East 
recordings used to calibrate our GMPEs. However, the topic of aleatory variability is outside of 
the scope of the current report and will be documented in a separate paper. 

We did not evaluate epistemic uncertainty as part of this study. Based on the 
mathematical framework given in Campbell [2003], the major sources of epistemic uncertainty 
in the HEM approach are due to: (1) uncertainty in the seismological parameters used in the 
stochastic simulations, and (2) uncertainty in the median predictions from the empirical GMPEs. 
We did not include epistemic uncertainty in our model because, in practice, this type of 
uncertainty is typically evaluated by using alternative GMPEs or evaluating and selecting a 
representative suite of models using a variety of methods [Atkinson et al. 2014]. Furthermore, 
the within-model uncertainty associated with an individual GMPE, such as that proposed by Al 
Atik and Youngs [2014], is not generally included when using multiple models [e.g., Campbell 
2007, 2014, Pezeshk et al. 2011]. 

5.5 COMPARISON WITH PREVIOUS GMPES 

Figure 5.5 compares the distance-scaling (attenuation) characteristics of the GMPEs developed 
in this study (hereafter referred to as PZCT14) with those of Pezeshk et al. [2011] (hereafter 
referred to as PZT11) and Campbell [2008, 2011], the hard-rock and extended large-distance 
version of Campbell [2007] (hereafter referred to as C07). Plots are shown for PGA and PSA at 

0.1T  , 0.2, 0.5, 1, and 4 sec, 5.0M  and 7.0, and 1 1000RUPR    km. Both C07 and PZT11 

used the HEM approach to develop GMPEs for the generic CENA hard-rock site conditions 
defined by Atkinson and Boore [2006], which correspond to NEHRP site class A [BSSC 2009] 
with 30 2000SV   m/sec and 0 0.005   sec. To perform a consistent comparison, the estimated 

GMIMs from C07 and PZT11 were adjusted to the reference hard-rock site conditions used in 
this study, or 30 3000SV   m/sec and 0 0.006   sec [Hashash et al. 2014b]. This adjustment was 

approximated by multiplying the C07 and PZT11 GMIM predictions by the ratio of the site-
amplification factors in Atkinson and Boore [2006] to those used in this study [Boore and 
Thompson 2015]. No adjustment for 0  was done due to the similarity in the two values. 
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Table 5.4 Coefficients of the HEM-based GMPE developed in this study using the stochastic-scaling approach. 
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Table 5.5 Coefficients of the HEM-based GMPE developed in this study using the empirical-scaling approach. 
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Figure 5.3 Response spectra predicted by the HEM-based GMPE developed in this 
study using the stochastic-scaling approach to large-magnitude scaling 
showing their dependence on magnitude and distance. 
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Figure 5.4 Response spectra predicted by the HEM-based GMPE developed in this 
study using the empirical-scaling approach to large-magnitude scaling 
showing their dependence on magnitude and distance. 
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PZT11 used a lower median stress parameter for CENA compared to this study (250 bars 
versus 400 bars). Similarly, C07 used a stress parameter of 280 bars. Although these stress 
parameters appear to be inconsistent, we note that the lower values of   are consistent with the 
findings of Atkinson et al. [2009] and Boore [2009] who noted that it is necessary to use 

250   bars with the PS stochastic simulation program SMSIM in order to approximate the 
predictions from Atkinson and Boore [2006] based on the FF stochastic simulation program 
EXSIM using 140   bars. Since all of these models are calibrated with CENA recordings, 
the differences in the stress parameters are consistent with other aspects of the seismological 
models and computer code and do not necessarily represent a bias in the GMIM predictions. 

We observe from Figure 5.5 that the GMIM predictions of C07 and PZT11 are similar to 
the predictions from this study at high frequencies for 5.0M  and 10RUPR   km; however, 

they are generally smaller for 7.0M . One important difference at short distances is the use of 
the new effective PS distance metric defined in Equations (5.2) and (5.3) that is used to model 
the near-source magnitude saturation effects in the stochastic-scaling approach. The use of this 
distance metric clearly leads to greater saturation (in fact oversaturation) at short periods, short 
distances, and large magnitudes compared to the empirical-scaling approach. PZT11 used a 
similar effective distance metric, although C07 did not [Campbell 2014]. For longer periods, the 
C07 and PZT11 predictions tend to be smaller even for 5.0M  and 10RUPR   km. 

5.6 COMPARISON WITH OBSERVATIONS 

The GMIM predictions from the GMPEs developed in this study are compared to the PGA and 
PSA observations from the NGA-East database [Goulet et al. 2014] for CENA recordings with 

3.0M  and 1000RUPR   km. For this comparison, we only use tectonic earthquakes and not 

the potentially-induced events (PIEs) identified in the NGA-East database because of the 
scientific controversy whether PIEs have different source and/or attenuation characteristics than 
tectonic events [e.g., Hough 2014b]. We used the RotD

50
 average horizontal components of the 

GMIMs that are listed in the database to be consistent with the definition of the horizontal 
GMIMs used in the NGA-West2 GMPEs. We excluded earthquakes and recording stations in the 
Gulf Coast region, which have been shown to exhibit significantly different ground-motion 
attenuation because of the thick sediments in the region [Dreiling et al. 2014]. Figure 5.6 (left 
panel) displays a map of the recording stations with different colors representing their NEHRP 
site class, and Figure 5.6 (right panel) displays a map of the associated earthquakes. NEHRP site 
class E (soft-soil) sites were excluded from consideration because of their complex site-response 
characteristics and their potential for significant nonlinear site effects. Figure 5.7 displays the 
magnitude-distance distribution of the selected recordings. 
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Figure 5.5 Comparison of PGA and PSA predicted by the GMPEs developed in this 
study with two HEM-based GMPEs developed previous by the authors 
for 5.0M  (lower curves) and 7.0 [upper curves); PZT11, Pezeshk et 
al. [2011]; C07, Campbell [2007, 2008, 2011]. 
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Figure 5.6 CENA recording stations (left panel) and associated earthquakes (right 
panel) used in the comparisons with the HEM-based GMPE developed in 
this study. All potentially-induced earthquakes (PIEs) and recording 
stations located within the Gulf Coast region are excluded. 

 

Figure 5.7 The magnitude-distance distribution of the selected CENA ground-
motion recordings. 
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As indicated in Figure 5.6, the selected recordings were obtained from a variety of site 
conditions. To perform a consistent comparison between the GMIM predictions from the GMPE 
developed in this study and the observations, the observed GMIMs were adjusted to the CENA 
hard-rock reference site condition used to develop the GMPE based on an approach similar to 
that generally used in the NGA-East project [Goulet and Boore Personal Communication 2014]. 
We first adjusted the observed PSA and PGA values for sites with VS30 < 1500 m/sec, the 
practical limit of the NGA-West2 GMPEs, to NEHRP B/C site conditions (VS30 = 760 m/sec) 
using the site term in BSSA14. This site term is a function of VS30 and RPGA , the median value 

of PGA on NEHRP B/C site conditions. 

The BSSA14 site term includes two parts: a linear term LINF  that is a function of 30SV  

only and a nonlinear term NLF  that is a function of both VS30 and RPGA . In order to avoid an 

iterative process, an estimate of RPGA  for each recording was obtained from a PS stochastic 

simulation of the recording for each magnitude, distance, and spectral period as indicated below. 
A summary of the method that we used to adjust the observations to the CENA reference hard-
rock site condition can be described as follows: 

1. Compile generic SV  and density profiles corresponding to VS30 = 760 m/sec [Atkinson 

and Boore 2006], VS30 = 2000 m/sec [Atkinson and Boore 2006], and VS30 = 3000 
m/sec [Boore and Thompson 2015];  

2. For each recording with specified M , RUPR , and VS30 < 1500 m/sec, correct to VS30 = 

760 m/sec using the site term in BSSA14 and the value of PGAR from the CENA 
stochastic simulations after adjusting to NEHRP B/C site conditions using the ratio of 
the crustal-amplification factors for the VS30 = 760 m/sec m/sec and VS30 = 3000 m/sec 
site profiles. 

3. For the few sites with 1500 < VS30  2000 m/sec m/sec, assume that they are 
representative of the VS30 = 2000 m/sec site profile.  

4. Find the ratio of PGA and PSA values between the VS30 = 760 and VS30 = 3000 m/sec 
site profiles or between the VS30 = 2000 and VS30 = 3000 m/sec site profiles and use 
these as adjustment factors to correct the recorded GMIM values to the reference hard-
rock site condition. 

Figure 5.8 compares the site factors that were used to adjust the observed PSA values 
from the BSSA14 reference NEHRP B/C site condition, or alternatively from the Atkinson and 
Boore [2006] hard-rock site condition, to the CENA reference hard-rock site condition defined in 
this study. These factors include the effects of both crustal amplification and site attenuation. The 
top frame shows the PSA spectral ratio between the VS30 = 760  and VS30 = 3000 m/sec site 
profiles and the bottom frame shows the PSA spectral ratio between the VS30 = 2000 and VS30 = 
3000 m/sec site profiles. These plots show that the adjustments can be relatively large for the 
NEHRP B/C site profile and almost negligible for the VS30 = 2000 m/sec site profile. 
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Figure 5.8 Comparisons of the site factors including amplification and damping 
effects used to adjust the selected CENA empirical observations to the 
CENA reference hard-rock site condition recommended by Hashash et 
al. [2014b]. 
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Figure 5.9 compares the median predicted values of PSA from the GMPE developed in 
this study based on the stochastic-scaling approach versus the site-adjusted observed PSA at 

0.2T  , 1, and 2 sec for three one-unit magnitude bins centered at 3.5M , 4.5, and 5.5. These 
comparisons include the common log empirical calibration constant of 0.32 (factor of 2.09) that 
was used to adjust the GMIM predictions from the GMPE for the average misfit between the 
predictions and the site-adjusted observations over all magnitudes, distances, and spectral 
periods. In general, there is relatively good agreement (within about a factor of 2) between the 
PSA predictions and the observations, although there are some magnitudes and distances where 
the comparison is better than others. We note that there is a great deal of uncertainty associated 
with adjusting the observed GMIMs to the reference hard-rock site condition in CENA, which 
precludes making specific conclusions regarding their comparison with the predicted values. 

 

Figure 5.9 Comparisons of the predictions from the HEM-based GMPE developed 
in this study with the CENA site-adjusted observations for 0.2T  , 1, 
and 2 sec and 3.5 0.5 M , 4.5 0.5 , and 5.5 0.5 . 
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Figure 5.10 shows the total residuals of the predicted values of PSA from the GMPE 
developed in this study based on the stochastic-scaling approach as a function of distance for 

0.2T  , 1.0, and 2.0 sec. In this figure, the size of each circle and its color represents the 
magnitude of the earthquake. The squares represent the mean of the binned residuals and the 
error bars represent the 95th-percentile confidence limits of this mean. This figure shows that 
there is about a 50% statistically significant underestimation by the GMPE for binned distances 
ranging between 50 and 300 km, but this underestimation disappears at longer periods (lower 
frequencies). Otherwise there is no discernable trend in the total residuals with distance. 

5.7 SUMMARY AND CONCLUSIONS 

The hybrid empirical method of Campbell [2003] was used to develop two new GMPEs for 
CENA. These GMPEs are based on two alternative large-magnitude scaling approaches: (1) 
using HEM-based GMIM predictions for all magnitudes even though the stochastic simulations 
used to perform the regional adjustments were based only on seismological models that were 
constrained by data for 6.0M , referred to as the stochastic-scaling approach, and (2) using 
HEM-based GMIM predictions for 6.0M  and the magnitude scaling predicted by the NGA-
West2 GMPEs for larger magnitudes, referred to as the empirical-scaling approach. The 
empirical-scaling approach eliminates or significantly reduces oversaturation of GMIM 
predictions at large magnitudes, short distances, and short periods and is, therefore, preferred 
over the stochastic-scaling approach. 

The new GMPEs are valid for predicting PGA and 5%-damped PSA for 0.01 10T    
sec, 3.0 8.0 M , and nominally for 1000RUPR   km. However, because the developers of the 

NGA-West2 GMPEs suggest that their models are mostly constrained by data at distances within 
about 300 km, we suggest that because the GMIM predictions from the GMPEs developed in this 
study become less reliable at 300 400RUPR    km, they should be used with caution at these 

larger distances. The GMIM predictions represent the reference CENA hard-rock site condition 
recommended by Campbell et al. [2014] and Hashash et al. [2014a,b], which corresponds to a 
site profile with 30 3000SV   m/sec and 0 0.006   sec. The prediction of GMIMs for other site 

conditions requires using appropriate site-amplification factors, such as those used to adjust the 
CENA recordings to the CENA reference hard-rock site condition in this study or those that will 
be developed as part of the NGA-East project. 

We consider our new GMPE to be a viable alternative to both the existing set of CENA 
GMPEs, such as those used by Petersen et al. [2008] in the development of the national seismic 
hazard model, and to other GMPEs that are being developed as part of the NGA-East project. 
Using a GMPE developed using the HEM approach will be an important contribution to the 
distribution of epistemic uncertainty of GMIM predictions in CENA. 
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Figure 5.10 Plots showing the distribution of total residuals between the GMPE 
developed in this study and the sited-adjusted CENA observations as a 
function of rupture distance ( RUPR ). The size of each circle and its color 

represent the magnitude of the event. The squares represent the mean of 
the binned residuals and the error bars represent the 95th-percentile 
confidence limits in this mean. 
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The application of the HEM approach in this study used WNA empirical GMPEs 
developed as part of the NGA-West2 project [Bozorgnia et al. 2014] to estimate GMIMs in the 
host region. These GMPEs were evaluated for a reference firm-rock site condition corresponding 
to 30 760SV   m/sec and the default earthquake depths and basin effects recommended by the 

GMPE developers. For the WNA stochastic simulations, we used a consistent set of 
seismological parameters that were derived by inversion from the NGA-West2 GMPEs. For the 
CENA stochastic simulations, we used an updated set of internally consistent seismological 
parameters that were derived by various investigators. 

The major assumption in the HEM approach is that the near-source scaling and saturation 
effects observed in active tectonic regions, such as WNA, is a general characteristic that can be 
extended to other tectonic regions, such as CENA. The empirical GMIM predictions from the 
host region were adjusted using stochastically simulated GMIM ratios that account for the 
differences in the source, path, and site response between the target (CENA) and the host (WNA) 
regions. These adjustment factors were evaluated using a point-source stochastic model with an 
effective point-source distance metric that mimics the distance from a finite-fault rupture plane, 
such as that used in the NGA-West2 GMPEs. 

The GMIM predictions from the GMPEs developed in this study were compared with a 
selected set of observed GMIMs from the NGA-East database [Goulet et al. 2014] by evaluating 
the residuals between the predictions and the observations, after adjusting the latter to the CENA 
reference hard-rock site condition defined by [Hashash et al. 2014b]. In general, there is 
relatively good agreement between the GMPEs and the CENA observations, although we note 
that we also used the observations to calibrate our model with a calibration factor of 2.09 that 
was calculated as the mean bias over all magnitudes, distances, and spectral periods. We 
consider any disagreement between the model predictions and the site-adjusted observations to 
be acceptable (i.e., within about a factor of 2), considering the relatively large adjustments and 
associated uncertainty that was necessary to adjust the observations to the CENA reference hard-
rock site condition. A comparison between the GMPE developed in this study with those 
developed previously by the authors shows that they closely agree at 5.0M  and short periods, 
but the new models predict higher values of PSA at larger magnitudes and longer periods. 
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6 Ground-Motion Predictions for Eastern North 
American Earthquakes Using Hybrid 
Broadband Seismograms from Finite-Fault 
Simulations with Constant Stress-Drop 
Scaling 

Arthur D. Frankel 
U.S. Geological Survey 
Seattle, WA 

Abstract 

Broadband seismograms for M4.5, 5.5, 6.5, 7.5, and 8.0 eastern North American (ENA) 
earthquakes were calculated from physically-plausible, finite-fault simulations for rupture 
distances of 2–1000 km. Pseudo-spectral acceleration (PSA) values were calculated from these 
synthetics, binned with respect to distance, and provided to the NGA-East project. The 
broadband synthetics were derived from combining deterministic synthetics for a plane-layered 
velocity model at low frequencies with stochastic synthetics at high frequencies using matched 
filters. This follows the procedure described in Frankel [2009], which has been validated for 
several earthquakes and against NGA-West1. The procedure uses a dynamic stress drop that is 
constant with magnitude for the low-frequency synthetics and a Brune stress drop that is constant 
with magnitude for the high-frequency synthetics. The stochastic synthetics assume a 
geometrical spreading of 1/R from 0 to 70 km distance. The 1 Hz pseudo-spectral accelerations 
(PSA) values controlled by the deterministic synthetics decay more steeply than predicted from a 
1/R model, which is consistent with observations of Charlevoix earthquakes. The PSA values at 
higher frequencies exhibit saturation with magnitude at distances less than the rupture length. At 
larger distances, the PSA values at high frequencies are similar to the point source results of 
Frankel et al. [1996]. 

6.1 METHODOLOGY 

The purpose of this study is to provide PSA values for eastern North American (ENA) 
earthquakes derived from broadband seismograms determined from physically-plausible source 
models and propagation parameters. The hybrid procedure (Figure 6.1) used in this study was 
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described in detail in Frankel [2009] and combines low-frequency, finite-fault (FF), deterministic 
synthetics for a plane-layered crustal model with high-frequency, FF, stochastic synthetics that 
are based on summing stochastic point-source synthetics from SMSIM [Boore 2005]. The 
deterministic and stochastic synthetics are combined using matched filters to produce broadband 
synthetic seismograms (see Hartzell et al. [1999]). Propagation and source parameters applied in 
the simulations were modified for ENA earthquakes from the Western U.S. (WUS) parameters 
used in Frankel [2009]. The PSA values in this ENA study are for hard-rock sites with a VS30 of 
2.8 km/sec. Note that the methodology has some similarities to that of Graves and Pitarka 
[2004], but with significant differences in how the source is specified and propagation 
parameters. I use the terms PSA and SA interchangeably in this chapter. All PSA and SA values 
are the 5%-damped PSAs. The values are the geometrical mean of the PSA values of the two 
horizontal components. 

Frankel [2009] demonstrated that the WUS synthetics derived from this method produced 
PSA values similar to those predicted by NGA-West1 GMPEs for M5.5, 6.5, and 7.5 
earthquakes, over distances of 5–200 km. The methodology was also validated using the strong-
motion recordings of the Northridge, Loma Prieta, and Izmit earthquakes [Hartzell et al. 2011]. 
Frankel [2015] showed that 1 Hz Fourier spectral amplitudes at distances of 10–80 km for the 
Rivière-du-Loup, Québec, earthquake were matched by the deterministic synthetics used in this 
procedure. 

A key feature of the source model is constant stress drop scaling with moment. For the 
low-frequency deterministic synthetics and in keeping with observations of intensities and stress 
drops of ENA earthquakes, this is manifested by a constant dynamic stress drop for all 
magnitudes based on an average slip velocity of 5.4 m/sec, which is twice that used for WUS 
earthquakes in Frankel [2009]. Note that dynamic stress drop is proportional to slip velocity 
divided by rupture velocity. The average rupture velocity was also kept constant with magnitude. 
The average slip velocity and rupture velocity were not varied with depth. The high-frequency 
stochastic synthetics are derived from a summation of point-source (PS) synthetics each of which 
is calculated from a Brune [1970] stress drop of 200 bars, twice the value used for the WUS in 
Frankel [2009]. 

The low-frequency deterministic synthetics contain directivity effects from a propagating 
rupture, including forward directivity pulses, and also have the proper time delays for Moho 
reflections and surface waves. Low-frequency stochastic seismograms do not include the phasing 
of these essential features observed in actual seismograms. I used the southeastern Canada 
velocity and Q model of Hartzell et al. [1994] to construct the low-frequency synthetics (Table 
6.1). The Q is independent of frequency. 
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Table 6.1 Velocity model used to make deterministic low-frequency synthetics 
(from Hartzell et al. [1994]). 

pV  (km/sec) sV  (km/sec) Density 
(g/cm3) 

Thickness 
(km) 

pQ  sQ  

4.5 2.6 2.3 1.44 500 250 

5.5 3.4 2.5 6. 1000 500 

6.1 3.5 2.67 12. 4000 2000 

6.6 3.7 2.85 14. 4000 2000 

7.0 4.0 3.02 10. 4000 2000 

8.2 4.7 3.35  4000  2000 

 

The synthetics were generated using the frequency-wavenumber integration code of Zhu 
and Rivera [2002]. I developed random slip distributions with a wavenumber spectral falloff of 
k 2, where k is the wavenumber. The correlation distance of slip for each magnitude was scaled 
from the values specified in Mai and Beroza [2002], adjusting for twice the static stress drop 
(i.e., divided by the cube root of 2), such that the ratio of the correlation distance to overall 
rupture dimension was equal to that used for the WUS. A rupture cell (sub-event) size of 250 m 
was used for all magnitudes. An average rupture velocity (vrave) of 2.8 km/sec was applied for all 
magnitudes. The secant rupture velocity at a given point on the fault plane was taken to be 
dependent on the final slip at that point. This is consistent with the results of dynamic 
simulations that showed higher rupture velocity in areas with high slip (see Frankel [2009; 
2013]). The initiation time of rupture of each cell (sub-event) i is specified by 

i i ri i jt x v     (6.1) 

where ix  is the distance between the cell and the hypocenter. 
riv  is the secant rupture velocity for 

that cell, which is dependent on the difference between the slip of that cell iu  and the average 

slip aveu  such that 

 ave averi r iv v c u u    (6.2) 

Here c is a constant determined by specifying a 20% standard deviation of vr. The rupture 
velocity perturbation of each cell is capped at ±0.4 

averv . In Equation (6.1), σi is a random value 

chosen from a uniform distribution from ±0.2 sec. 
j  is a random value selected from a uniform 

distribution from ±0.4 sec, applied to each square j with five cells on a side. This produces a 
small rupture velocity perturbation common within groups of neighboring cells. 

The rise time of slip for each cell equals the final slip for that cell divided by the slip 
velocity at that point. A Brune pulse [1970] was used for each sub-event. Deterministic 
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simulations were done for vertical strike slip faults and 45° dipping thrust faults (Table 6.2). For 
the latter, runs were done for rupture towards and away from the receivers. 

For the high-frequency stochastic synthetics, I used a geometrical spreading of R-1 out to 
70 km, R0 from 70–130 km, and R-0.5 for distances greater than 130 km, based on Atkinson and 
Boore [1995]. Applying the R-1 geometrical spreading was motivated by recent analysis of a set 
of Charlevoix, Quebec, earthquakes; I found that the apparent geometrical spreading steeper than 
R-1 observed at 1 Hz [Fourier spectral amplitude (FAS)] at distances of less than 80 km could be 
explained by radiation pattern and directivity effects [Frankel 2015]. The high-frequency (14 Hz) 
observations for the Charlevoix earthquakes were consistent with a true geometrical spreading of 

R-1. A 0.36680Q f  was applied in the stochastic synthetics, based on Atkinson and Boore 

[1995] and consistent with their geometrical spreading parameters. I used a 30SV  of 2.8 km/sec 

and a  of 0.006. The hard-rock shear-wave velocity profile used in the stochastic simulations 
was described in Frankel et al. [1996]. The point-source stochastic synthetics were multiplied by 
a factor corresponding to a random distribution of stress drop over the rupture based on a k-1 
falloff of the wavenumber spectrum, using the same correlation distances and random number 
seed as the slip models (see Frankel [2009]). The moment of the sub-events was determined from 
the specified sub-event area assuming self-similar scaling such that area is proportional to 
(moment)2/3. The sub-event areas fill the rupture area of the earthquake being simulated, which 
results in a scaling of high-frequency FAS with moment consistent with a ω-2 high-frequency 
displacement spectral falloff [Frankel 1995; 2009]. Before combining with the low-frequency 
synthetics, the stochastic synthetic is convolved with a relative slip velocity function to ensure 
that its FAS is flat with respect to frequency, for frequencies less than the corner frequency of the 
sub-event (see Frankel [1995]). 
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Figure 6.1 Flow chart of procedure to make hybrid broadband synthetics, from 
Frankel [2009]. The frequency-wavenumber integration code used in the 
ENA simulations was from Zhu and Rivera [2002]. 

The crossover frequency between the deterministic and stochastic synthetics varied with 
magnitude (see Frankel [2009]) to reflect the differences in rise time and sub-event size, 
although caps in this frequency were applied for the largest and smaller magnitudes studied. For 
the M8.0 and M7.5 simulations, the crossover frequency was set to 0.8 Hz. For the M6.5 
simulations, the crossover frequency was 2.4 Hz. For the M5.5 and M4.5 runs, the crossover 
frequency was 3.0 Hz. 

For the M4.5, 5.5, and 6.5, and the “thin-fault” runs for M7.5, the fault dimensions are 
reduced from the WUS values used in Frankel [2009], assuming that the ENA static stress drop 
is twice that for WUS, based on intensity data and stress-drop determinations (see fault 
dimension in Table 6.2). The fault dimensions for M4.5, 5.5, and 6.5 WUS earthquakes were 
derived from the M6.5 faulting dimensions found from empirical data by Wells and Coppersmith 
[1994] and using area proportional to (moment)2/3 [Frankel 2009]. Two geometries were used for 
the M7.5 ruptures ("thin" and "thick" faults), reflecting a range of aspect ratios, maximum depth, 
and area of faulting. The “thin fault” runs use a length of 119 km and width of 12 km, based on 
scaling the WUS values in Frankel [2009]. The WUS fault length for M7.5 was determined in 
Frankel [2009] from averaging the results of several empirical relations. For the “thick fault” 
ENA M7.5 runs, I used a fault length of 80 km and fault width of 25 km from Leonard [2010]. 
The fault dimensions for the M8.0 runs were also taken from the Leonard [2010], using the 
stable continental regions (SCRs) equations. 
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Table 6.2 Earthquake scenarios simulated to date. In some cases, multiple slip 
distributions and hypocenters were used for a given scenario. 

Magnitude 
Fault Dimensions 

(km) 
Fault 

Mechanism 
TORZ  

(km) 

Approximate 
distance range 

(RRUP, km) 

8.0 160  40 Strike slip, 90° dip 1 2–1000 

8.0 160  40 Thrust, 45° dip 1 2–200 

8.0 160  40 thrust 5 5–200 

8.0 160  40 Strike slip 5 5–1000 

7.5 80  25 Strike slip 1 2–1000 

7.5 80  25 thrust 1 2–200 

7.5 119  12 Strike slip 5 5–1000 

7.5 80  25 Strike slip 5 5–1000 

7.5 80  25 thrust 5 5–200 

6.5 14  10 Strike slip 5 5–1000 

6.5 14  10 thrust 5 5–200 

5.5 3.9  3.9 Strike slip 5 5–1000 

5.5 3.9  3.9 thrust 5 5–200 

5.5 3.9  3.9 Strike slip 9 9–200 

4.5 1.2  1.2 Strike slip 5 5–1000 

4.5 1.2  1.2 thrust 5 5–200 

4.5 1.2  1.2 Strike slip 12 12–200 

 

For most of the runs, the depth to top of rupture ( TORZ ) was 5 km (see Table 6.2). The 

M8.0 and M7.5 runs were for TORZ  values of 1 and 5 km. There is one run with TORZ  of 9 km for 

M5.5 and one run with TORZ  of 12 km for M4.5 (Table 6.2). I have supplied the PSA values 

from the TORZ = 1 km and TORZ ≥ 5 km runs in separate directories. Each PSA value shown is the 

geometrical average of the PSA values from the two horizontal components. 

6.2 RESULTS 

Synthetics were calculated for an array of sites at various distances and azimuths from the 
rupture, following Frankel [2009]. The distance metric used is nearest distance to the rupture, 
R

RUP
. The PSA values were provided to the NGA-East project as median values in distance bins. 
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Figure 6.2 shows the 5 Hz PSA values from a sub-set of the simulations for M4.5, 5.5, 
6.5, and 7.5. The results are compared with predictions (hard-rock sites) from Frankel et al. 
[1996] and Atkinson and Boore [2006]; the latter using their predictions based on their original 
stress drop of 140 bars, as well as their predictions for a stress drop of 200 bars. At large 
distances relative to the rupture dimension, the values from the FF simulations are very close to 
those predicted from the point-source model of Frankel et al. [1996]. This is expected since the 
propagation and stress drops for the high-frequency stochastic calculations were the same for the 
two models. At distances less than the rupture dimension, the PSA values from the simulations 
level off with decreasing distance. At any given distance, the new simulations generally predict 
higher 5-Hz PSA values than the models of Atkinson and Boore [2006] because I used a less 
steep geometrical spreading of 1/R in the first 70 km. 

The 1-Hz PSA values from the simulations are largely controlled by the deterministic 
calculations, with the exception of the M7.5 and M8.0 results, where the crossover frequency is 
0.8 Hz and both portions of the hybrid synthetics are important. Figure 6.3 shows that the 1-Hz 
PSA values from the simulations are less than those of Frankel et al. [1996] because they decay 
more steeply with distance in the first 70 km. This is caused by the effects of radiation pattern, 
directivity, and propagation through the flat-layered velocity model. The steep decay at 1 Hz is 
consistent with observations from the Charlevoix earthquakes studied by Frankel [2015]. The 1-
Hz PSA values from the simulations are still a bit higher, at any given distance, than those 
predicted by Atkinson and Boore [2006]. 

Figures 6.46.7 compare the PSA values from the simulations with the values from 
recordings of ENA earthquakes, as provided in the NGA-East database [Goulet et al. 2014]. 
Here, I only plot the observed values for sites with 30SV  ≥ 760 m/sec. I have not adjusted these 

values to 30SV  of 2800 m/sec. For the M4.5 example, I used observed PSA values from M4.0 to 

5.0. For M5.5, I compared the predicted results with observed data from M5.0–5.8. I did not 
include observed PSA values from the M5.8 Prague, Oklahoma, earthquake. The point of these 
plots is to show that the data are generally consistent with the predicted values for M4.5 and 
M5.5 earthquakes out to 1000 km, at least for 1-Hz and 5-Hz PSA. However, there is a cluster of 
data points for M4.05.0 earthquakes at distance of 700–1000 km that are lower than the 
predicted values for M4.5 (Figure 6.6). A more detailed comparison with the data needs to be 
done. 
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Figure 6.2 5-Hz PSA for M4.5 (black circles), M5.5 (green circles), M6.5 (red 
circles), and M7.5 (blue circles) from the simulations ( TORZ = 5km). The 

plotted values are a representative sub-set of all the simulation results for 
that magnitude. Solid lines are predicted values from Frankel et al. 
[1996]. Dashed lines are predicted values from Atkinson and [2006]. Dot 
dash lines are predicted values from Atkinson and Boore [2006] using 
stress drop of 200 bars. Lines with predicted values are color-coded by 
magnitude. 

 

Figure 6.3 1-Hz PSA for M4.5 (black circles), M5.5 (green circles), M6.5 (red 
circles), and M7.5 (blue circles) from the simulations. The plotted values 
are a representative sub-set of all the simulation results for that 
magnitude. Solid lines are predicted values from Frankel et al. [1996]. 
Dashed lines are predicted values from Atkinson and [2006]. Dot dash 
lines are predicted values from Atkinson and Boore [2006] using stress 
drop of 200 bars. Lines with predicted values are color-coded by 
magnitude. 
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Figure 6.4 1-Hz PSA from M4.5 simulations plotted with observed values from 
NGA-East database (red triangles). Filled black circles (< 200 km 
distance) and filled squares (≥ 200 km distance) are for strike-slip 
simulation, TORZ = 5 km. Black open triangles are for strike-slip 

simulation with TORZ = 12 km. Only observed values for sites with 

30 760 m secSV   were plotted. The observed values were not adjusted for 

30SV . Solid lines are predicted values from Frankel et al. [1996]. Dashed 

lines are predicted values from Atkinson and [2006]. Dot dash lines are 
predicted values from Atkinson and Boore [2006] using stress drop of 
200 bars. 
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Figure 6.5 1-Hz PSA from M5.5 simulations plotted with observed values from 
NGA-East database (red triangles). Filled light green circles (< 200 km 
distance) and filled light green squares (≥ 200 km distance) are from 
strike-slip simulation with TORZ = 5 km. Filled dark green squares are for 

thrust fault simulation with TORZ = 5 km. Open black circles are for 

strike-slip simulation with TORZ = 9 km.  Only observed values for sites 

with 30 760 m secSV   were plotted. The observed values were not 

adjusted for 30SV . Lines represent predictions from Frankel et al. [1996] 

and Atkinson and Boore [2006]; see caption for Figure 6.2. 
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Figure 6.6 5-Hz PSA from M4.5 strike-slip simulations with TORZ = 5km black 

symbols plotted with observed values from NGA-East database (red 
triangles). Filled black circles are simulation results for distances < 200 
km and filled black squares are for distances ≥ 200 km. Only observed 
values for sites with 30 760 m secSV   were plotted. The observed values 

were not adjusted for 30SV . Solid lines are predicted values from Frankel 

et al. [1996]. Dashed lines are predicted values from Atkinson and 
[2006]. Dot dash lines are predicted values from Atkinson and Boore 
[2006]) using stress drop of 200 bars. 
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Figure 6.7 5-Hz PSA from M5.5 simulations (green symbols) plotted with observed 
values from NGA-East database (red triangles). Filled green circles 
(distances < 200 km) and filled green squares (distances ≥ 200 km) are 
from strike-slip simulation with TORZ = 5 km. Filled green triangles are 

from strike-slip simulation with TORZ = 9 km. Only observed values for 

sites with 30 760 m secSV   were plotted. The observed values were not 

adjusted for 30SV . Solid lines are predicted values from Frankel et al. 

[1996]. Dashed lines are predicted values from Atkinson and [2006]. Dot 
dash lines are predicted values from Atkinson and Boore [2006] using 
stress drop of 200 bars. 

The variability of ground motions for different rupture parameters is illustrated in Figure 
6.8. Here I show the 1-Hz PSA for M7.5 using different aspect ratios of the rupture, focal 
mechanisms, hypocenters, and slip distributions. At this frequency, the PSA values are 
influenced by both the deterministic and stochastic parts of the broadband synthetics. Larger 
variability is observed at lower frequencies. The deterministic portion of the calculation produces 
more variability than the stochastic part, because it includes focal mechanism effects and 
stronger directivity effects. 

For periods of 2 sec and longer, the PSA values from the simulations are affected by the 
depth of rupture. Figure 6.9 shows a case where the 3-sec PSA values are substantially decreased 
at distances of 40200 km as the TORZ  is increased from about 5 to 9 km, corresponding to 

hypocentral depths of 8 and 13 km, respectively. The more gradual decay with distance for the 
shallower source is probably caused by the larger surface waves for the shallower source. I found 
that increasing the TORZ  from 1 to 5 km in the M7.5 and M8.0 simulations produced a significant 

decrease of PSA values at periods of 2 sec and longer. A key question is whether the intrinsic 
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and scattering Q values for surface waves are properly characterized in the crustal model used in 
the deterministic simulations. 

The PSA values for each magnitude were binned by distance and the median and 
standard deviation (in ln units) for each bin have been calculated and supplied to the NGA-East 
project. Figure 6.10 shows the binned values for 1 Hz PSA for the M4.5, 5.5, 6.5, 7.5, and 8.0 
simulations. The Moho reflection causes the increase of PSA values at 100–200 km for the 
M4.5–6.5 results, which are controlled by the deterministic calculation at this frequency. For 
M7.5 and 8.0 there is a leveling-off with distance of the PSA values in this distance range caused 
partly by the stochastic part of the calculation. In addition, the finiteness of the source tends to 
blur out the PSA peak from the Moho reflection in the deterministic synthetics. Figure 6.10 
illustrates the saturation of 1-Hz PSA with increasing magnitude at close-in distances. 

The PSA values were calculated at periods from 0.01 to 10 sec. Figure 6.11 is a plot of 
the binned PSA values at different periods from the M7.5 simulations, as a function of distance. 
At distances greater than about 200 km the PSA values at higher frequencies tend to merge with 
those at lower frequencies, because of the effect of Q. 
 

 

Figure 6.8 1.0-sec PSA values for the various M7.5 simulations with different 
rupture characteristics. 
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Figure 6.9 3.0-sec PSA values from two of the M5.5 simulations showing the effect 
of changing the depth of the rupture. 

 

Figure 6.10 1.0-sec PSA values binned by distance, for all of the magnitudes studied. 

TORZ ≥ 5 km. 
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Figure 6.11 PSA values for various periods for the M7.5 simulations, binned by distance. 

6.3 CONCLUSIONS 

The PSA values derived in this study are based on a methodology that incorporates our 
knowledge of earthquake rupture histories and seismic-wave propagation. For low frequencies, 
the deterministic synthetics include phasing appropriate for earthquakes, including directivity 
effects and surface waves. The broadband synthetics essentially contain a frequency-dependent 
apparent geometrical spreading from 5 to 70 km distance, since the deterministic portion of the 
calculation includes radiation pattern and directivity that cause steeper decay than R-1 and the 
stochastic portion is based on R-1 spreading, consistent with observations. The PSA values 
derived from these finite-fault simulations are appropriate for use in seismic hazard assessment 
in ENA. 

6.4 ACKNOWLEDGMENTS 

I thank David Boore and Stephen Hartzell for helpful reviews that led to improvements in this 
chapter. 

6.5 ELECTRONIC APPENDIX FOR CHAPTER 6 

6A Model Output (Excel workbook) 

  



164 

  



165 
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Abstract 

We have proposed an alternative hybrid empirical ground-motion model (GMM) for the Central 
and Eastern North America (CENA) to update Pezeshk et al. [2011] ground-motion prediction 
equations (GMPE). Hybrid empirical estimates are calculated using the regional modification 
factors between two regions of Western North America (WNA) and CENA, referred to as host, 
and target regions, respectively, along with empirical GMPEs from the host region. We have 
incorporated the recent updated five empirical GMMs developed by PEER for the NGA-West2 
project [Bozorgnia et al. 2014] in this study. Synthetic seismograms for both regions are 
generated through a hybrid broadband simulation technique and using a finite-fault method. 
Multiple earthquake shaking scenarios are defined applying the updated seismological and 
geological parameters and information and are implemented in simulations. The high-frequency 
and low-frequency parts of synthetics are calculated separately through a stochastic finite-fault 
method and kinematic source models along with the deterministic wave propagation, 
respectively. In the stochastic synthetics simulations for CENA, we have considered two 
alternative sets of parameters (such as geometrical spreading, anealstic attenuation, stress 
parameter, etc.) suggested by Atkinson and Boore [2014] and Pezeshk et al. [2011]. The results 
from these two sets are equally weighted and incorporated in this study. The average intensity 
measures (i.e., RotD50 ) of peak ground acceleration, peak ground velocity, and 5%-damped 
pseudo-spectral accelerations at spectral periods of 0.01–10 sec are derived from synthetics. The 
synthetics are generated from shaking scenarios in the magnitude range of M5.0–8.0 and are 
recorded at stations distributed in distances and azimuths with the RJB distance range of 2–1000 
km. The new GMPEs are developed for the reference rock site condition in CENA with 
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VS30=3000 m/sec. Although the aleatory variability of ground motions was modeled as part of 
the GMPE development, it is outside of the scope of the current report and not presented here.  

7.1 INTRODUCTION 

Ground-motion prediction equations provide the expected level of shaking in terms of ground-
motion intensity measures as a function of earthquake magnitude, site-to-source distance, and 
local site parameters (and sometimes also as a function of style of faulting mechanism). Such 
GMMs are used in seismic hazard applications as well as site-specific engineering studies 
[Pezeshk et al. 2011; Campbell 2007]. The intensity measures or parameters mostly referred to as 
the peak ground motions include peak ground acceleration (PGA), peak ground velocity (PGV), 
and peak ground displacement (PGD), as well as a damped pseudo-absolute response spectral 
acceleration (PSA), usually 5%-damped PSA. In active crustal regions (ACRs) with high 
seismicity where strong ground motions are well recorded, such as the active tectonic area of 
Western North America (WNA), GMPEs are empirically developed from the recorded 
earthquakes by applying empirical regressions of observed amplitudes against predictor variables 
[Douglas 2003; 2011]. For regions with the historical seismicity but deficient recorded strong 
ground motions such as Central and Eastern North America (CENA), GMMs are theoretically or 
semi-empirically constructed [Pezeshk et al. 2011; Campbell 2007]. 

The examples of empirical ground-motion models (EGMM) in active crustal regions are 
GMPEs developed by Abrahamson et al. [2014], Boore et al. [2014b], Campbell and Bozorgnia 
[2014], Chiou and Youngs [2014], and Idriss [2014] as part of the Next Generation Attenuation 
project (i.e., NGA-West2) by the Pacific Earthquake Engineering Research Center (PEER) 
[Bozorgnia et al. 2014]. 

In regions where there are demands for engineering applications in structural analysis and 
design (such as nonlinear seismic analysis of structures) or seismological applications (such as 
GMPEs development) but lack of large earthquake recordings (e.g., CENA), synthetic generation 
is a promising solution. There are a number of approaches to generate synthetic earthquake 
seismograms in both engineering and seismological applications [Pezeshk et al. 2011; Ghodrati 
et al. 2011]. The stochastic method is a simulation approach commonly used by engineers and 
seismologists to generate strong ground motions for the desired earthquake magnitude and 
distance utilizing the seismological model in a simple yet powerful manner [Boore 1983, 2003; 
Hanks and McGuire 1981]. The point-source stochastic method predicts the ground motions by 
considering a random process over almost all frequencies, so it is deficient in capturing the 
inherent near-source characteristics (particularly in the long-period portion) usually observed in 
the recorded data. This shortage is improved by applying the stochastic double-corner frequency 
model [Atkinson and Silva 1997; Atkinson and Boore 1998] and more effectively by using the 
finite-fault (FF) stochastic model [Beresnev and Atkinson 1999, 2002; Motazedian and Atkinson 
2005; and Atkinson and Boore 2006]. 

The hybrid broadband (HBB) simulation method is another earthquake simulation 
technique in which the broadband synthetics for the entire frequency band of interest are 
developed by combining deterministically generated long-period synthetics with high-frequency 
synthetics. Recent technological developments in high-performance computing enable 
researchers to utilize and extend the implementation of broadband simulation techniques in 
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broader applications. Examples of broadband models are proposed and/or used by Zeng et al. 
[1994], Hartzell et al. [2005], Liu et al. [2006], Frankel [2009], Graves and Pitarka [2004; 
2010)], Mai et al. [2010], Mena et al. [2010], Olsen [2012], and Shahjouei and Pezeshk [2013; 
2014]. 

As discussed earlier, synthetic seismograms are implemented to develop GMPEs for 
CENA in the absence of insufficient appropriately recorded strong ground motions. A number of 
GMMs are currently available and are used in this region: the stochastic-based, hybrid empirical-
based, reference empirical-based, and full wave-based (or numerical-based) models. Frankel et 
al. [1996], Toro et al. [1997], Toro [2002], and Silva et al. [2002] provide examples of the 
GMMs that used the stochastic method (with single-corner frequency). Atkinson and Boore 
[2006; 2011] developed their model based on the stochastic finite-fault simulations and 
considered the dynamic corner frequency. Campbell [2003; 2007], Tavakoli and Pezeshk [2005], 
and Pezeshk et al. [2011] proposed hybrid-empirical GMMs for Eastern North America (ENA). 
Atkinson [2008] suggested a reference empirical model based on regional ground-motion 
observations in ENA. Subsequently, she revised her model in light of new data and presented it 
in Atkinson and Boore [2011]. Somerville et al. [2001; 2009] incorporated a full waveform 
simulation technique in development of their GMMs. 

National Seismic Hazard Maps (NSHMs) published by the U.S. Geological Survey 
(USGS) are reliable sources used by engineering design firms to estimate seismic loads in a 
region. Such estimations will be implemented in seismic provisions of national building codes 
for the purpose of seismic analysis and design of structures. Selected GMMs are significant 
contributions to the seismic hazard analysis, and consequently to NSHMs. 

For the Central and Eastern U.S. (CEUS), 2014 update of the U.S. NSHMs [2014] 
incorporated the following models: Frankel et al. [1996], Toro et al. [1997], Toro [2002], Silva et 
al. [2002], Atkinson and Boore [2006; 2011], Campbell [2003], Tavakoli and Pezeshk [2005], 
Pezeshk et al. [2011], Somerville et al. [2001], and the revised model of Atkinson [2008] through 
a logic-tree process by assigning different weights to each model. The weights are assigned 
based on the model type, applicability of the model over the distance range and some CEUS 
parameters [Petersen et al. 2014]. 

Our goal in this study is to propose alternative hybrid empirical GMPEs for CENA to 
update Pezeshk et al. [2011] GMPEs model implementing the hybrid broadband simulation 
technique using the recent proposed empirical NGA-West2 GMPEs [Abrahamson et al. 2014; 
Boore et al. 2014b; Campbell and Bozorgnia 2014; Chiou and Young 2014; and Idriss 2014]. 
Synthetics are generated for both host (WNA) and target (CENA) regions using the hybrid 
broadband simulation approach [Shahjouei and Pezeshk 2013; 2014]. We have implemented the 
recent updated and suggested geological and seismological parameters in the synthetic 
simulations. The model is developed for the moment magnitude (M) in the range of 5–8, and for 
the Joyner-Boore distance (RJB: horizontal distance to the surface projection of the rupture plane) 
in the range of 2–1000 km. The new model gives PGA (g), PGV (cm/sec), and 5%-damped PSA 
(g) in the spectral periods of 0.01–10 sec for a generic hard rock site condition with shear
velocity of 3000 km/sec in CENA. The proposed model is compared with the available GMPEs
and validated with the recorded data in the region.
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7.2 REVIEW OF HYBRID EMPIRICAL METHOD 

The hybrid empirical method (HEM) is a powerful technique to develop GMMs in regions with a 
shortage of recorded strong ground motions. The procedure was first proposed by Campbell 
[1981] to estimate ground motions in ENA. The idea also was implemented by Nuttli and 
Herrmann [1984] to develop GMMs in the Mississippi Valley. Abrahamson and Silva [2001] and 
Atkinson [2001] afterward used the HEM technique in ENA. Campbell [2003] provided a 
comprehensive mathematical framework for HEM and developed the GMPEs for this region. 
Tavakoli and Pezeshk [2005] applied the HEM technique and proposed GMMs for ENA using 
stochastic simulations. Later, Pezeshk et al [2011] revised their previous models using the 
updated seismological parameters and empirical GMMs provided in the NGA-West1 project 
[Power et al. 2008]. A complete review and evaluation of GMPEs that applied the HEM 
technique for ENA was presented in Campbell [2014]. 

The HEM has also been used in areas other than ENA to develop GMPEs. Examples of 
such regions are: western central Europe [Scherbaum et al. 2005]; the Pacific Northwest region 
of the U.S. and Canada [Atkinson 2005]; southern Spain; and Norway [Douglas et al. 2006]. 

7.2.1 Framework 

The HEM derives the GMM for the desired region (target) based on some modifications on the 
empirical GMMs, which have already been developed in the well-recorded earthquake area 
(host). The modification is performed utilizing the regional adjustment factors, which are the 
ratios of the intensity measures of ground motions between two regions. 

Selection of the host and target regions in HEM requires some considerations [Campbell 
2003]. In this study, WNA is selected as the host since there are well constrained empirical 
GMPEs developed and are available to use for this region. Furthermore, seismological models 
used in synthetic simulations, which represent the earthquake source, wave propagation, site 
situation, and crustal structure models, exist for both the target (ENA) and host (WNA) regions. 
The regional modifications implemented in HEM account for the differences in seismological 
models used in synthetic simulations [Campbell 2007; Pezeshk et al. 2011]. 

The broadband synthetics for the two regions in this study are calculated using the HBB 
simulation technique. The applied model parameters will be described and presented in the 
following section. By applying adjustment factors the hybrid empirical estimates of ground 
motions are calculated and are then used to develop GMPEs for CENA. 

7.3 GROUND-MOTION SIMULATION 

In the previous applications of HEM, Tavakoli and Pezeshk [2005], Campbell [2003; 2007] and 
Pezeshk et al. [2011] used the stochastic method in synthetic simulations. Shahjouei and Pezeshk 
[2013; 2014] generated broadband synthetics for CENA using a proposed hybrid broadband 
simulation technique. In this study, we have extended the application of that procedure to 
develop broadband synthetics for both CENA and WNA in order to be applied in HEM. In the 
broadband procedure, the low-frequency portion of synthetics are obtained through a 
deterministic approach, implementing kinematic source models and the discrete 
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wavenumber-finite element method for wave propagation using the program COMPSYN 
[Spudich and Xu 2003]. The high-frequency portions are derived through a finite-fault stochastic 
simulation where the heterogeneous stress distribution over the fault—which is correlated to the 
slip distribution used in the low frequency portions— is used. We have implemented the SMSIM 
program [Boore 2005] to obtain the high-frequency part of the synthetics. These stochastic 
synthetics are summed up over the fault plane, scaled with the magnitude, and then combined 
with the long-period ones after passing the matched filters. To compute the intensity measures, 
two components of the broadband synthetics at each station, generated from each shaking 
scenario, are rotated, and the RotD50  intensity parameters of broadband synthetics are 
calculated. This is done using the package provided by David Boore in his website [Boore 2010; 
Boore et al. 2006]. The RotD50  is an alternative designation of the mean horizontal component 
that is orientation-independent, while spectral period-dependent. In other words, it is a single 
component across all non-redundant azimuths [Boore 2010]. The flowchart of the procedure is 
presented in Figure 7A.1 in appendix 7A. 

To consider uncertainties associated with applying different parameters used in the 
kinematic source modeling, at any given magnitude of M5.0, 5.5, 6.0, 6.5, 7.0, 7.5, and 8.0, we 
have defined 9 and 18 source representations of strike slip faulting mechanisms for WNA and 
CENA, respectively. The variability includes the hypocenter locations, distributions of the slip, 
stress, rise time, slip velocity, and rupture propagation over the fault plane. We implemented 
recent proposed geological and seismological models and parameters proposed in the literature in 
our modeling. 

In CENA, two sets of the stochastic parameters are defined to account for their 
variability. The broadband synthetics are separately calculated for both sets of parameters. Equal 
weight (50%) is assigned to each model to obtain the final results associated with CENA. 

The intensity measures are achieved from synthetics generated from 63 (9 shaking 
scenarios for each 7 earthquake magnitudes) and 126 (18 shaking scenarios for each 7 
earthquake magnitudes) source models in WNA and CENA, respectively. Theses synthetics are 
recorded at stations with a distance range of 2–1000 km distributed with different azimuths. All 
scenarios are defined for strike slip faulting mechanisms assuming a vertical fault plane (90° 
dip). 

7.3.1 Long-Period Simulation Parameters 

As discussed earlier, the low-frequency synthetics are calculated based on the mathematical 
framework of the discrete wavenumber-finite element technique provided in the COMPSYN 
package [Spudich and Xu 2003], which has been widely used in the literature. The software 
package generates the low-frequency Green’s function based on the predefined source 
characteristics. In this study, kinematic source representation is used, as it will be discussed in 
more detail. 

7.3.1.1 Fault Areas 

There are few empirical equations that provide an estimate of the faulting areas and dimensions 
derived either from the indirect (e.g., rupture length) or direct (e.g., seismic radiation) earthquake 
measurements. Examples of the former type are equations by Wells and Coppersmith [1994], 
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measurements. Examples of the former type are equations by Wells and Coppersmith [1994], 
Working Group on California Earthquake Probabilities [WGCEP 2003], and Hanks and Bakun 
[2002]. The relations proposed by Somerville et al. [1999], Mai and Beroza [2000], and 
Somerville [2006] are examples of the latter type of equations. We employed the average results 
from the abovementioned models to calculate fault dimensions in the WNA as a tectonically 
active area. Somerville et al. [2001; 2009] suggested using smaller rupture areas for stable 
continental regions like ENA (as compared to active tectonic regions), which is also considered 
in some source modeling of CENA in this study. A summary of the fault geometry and rupture 
areas used in this study is provided in Table 7.1. 

Table 7.1 The fault geometry used in synthetic simulations. 

M 

CENA (km) WNA (km) 

L  W  TORZ  HypoZ  L  W  TORZ  HypoZ  

5.0 2 3 3–5 6.5±1.5 3.0 4 3–4 6.0±1.0 

5.5 5 5 3–5 7.5±2.0 4.5 4.5 3–4 6.5±1.0 

6.0 8 6 3–5 8.0±1.5 12 7 3–4 8.5±1.0 

6.5 18 12 2–4 11.0±1.5 18 12 2–3 12±1.5 

7.0 23 12 2–4 11.0±1.5 50 13 2–3 12±1.5 

7.5 150 15 2–3 12.0±2.0 150 15 1–2 13.5±2 

8.0 150 22 2–3 17.0±2.0 180 25 1–2 18±2 

 

7.3.1.2 Slip, Rise Time, and Slip Rate Distributions 

The estimated average of slip for a given magnitude and faulting area is distributed over the fault 
plane assuming a wavenumber-squared spectral decay, 2k  [Graves and Pitarka 2010]. The 
heterogeneous slip distribution is constructed using the von Karman auto correlation function 
(ACF) suggested by Mai and Beroza [2002] as a spatial random field model. Rupture initiated at 
a hypothetical location is propagated over the fault plane following the proposed approach by 
Graves and Pitarka [2010]. A depth-dependent rupture velocity is used in the procedure. The 
rupture front in this approach is calculated as a function of the local, maximum, and average of 
slip over the fault plane as well as the seismic moment. 

The slip velocity is calculated using source time functions (STF) and the rise time 
parameter. The simulations are performed using different STFs in different simulations. 
Examples of STFs are boxcar, exponential, and Regularized Yoffe [Tinti et al. 2005; Liu et al. 
2006]. In this study, the average rise time parameter for CEUS and WNA are calculated using 
the magnitude-dependent relations proposed by Somerville et al. [1999; 2001; 2009] and by 
Somerville [2006] and the dip-dependent modification suggested by Graves and Pitarka [2010]. 
The rise time is also heterogeneously distributed over the fault area implementing the approach 
suggested by Graves and Pitarka [2010]. This local slip-dependent and depth-dependent 
distribution approach accounts for the trade-off between assuming a constant slip velocity and a 
constant rise time. 
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7.3.1.3 Hypocenter Location and Seismogenic Zone 

Usually the earthquake’s depths distributed in the range of 3–15 km. The lower depth of the 
seismogenic zone, or depth of the top of rupture, , is a controversial topic [Stanislavsky and 

Garven 2002]. Atkinson and Boore [2011] used a magnitude-dependent equation 
( 21 2.5 )TORZ   M  to estimate TORZ . Frankel [2009] applied a 3 km depth in simulations for all 

magnitudes for WNA. Simulations of M7.4–7.4 New Madrid Seismic Zone (NMSZ) events are 
performed using 1 km as the minimum depth of rupture in the study of Olsen [2012]. In this 
study, we implemented a magnitude-dependent depth of 2–5 km and 1–4 km as  for M8–5, 

in CENA and WNA, respectively. 

Atkinson and Silva [2001] used a magnitude-dependent relation 

log10 h  0.05 0.15M  to estimate the hypocenter depth to be incorporated in the PS 

stochastic simulations. The relation was revised to log10 h  max 0.05 0.15M,1.72  0.43M  
in the study of Yenier and Atkinson [2014]. Other magnitude-dependent relations to estimate the 
hypocenter depth are proposed by Scherbaum et al. [2004] for different styles of fault 
mechanism: Z

Hypo
 5.63 0.68M

 
for strike slip and Z

Hypo
 11.24  0.2M

 
for non-strike slip. Mai 

et al. [2005] suggested the hypocenter depth for crustal dip-slip earthquakes is about 60% down 
the fault depth. Based on the abovementioned recommendations, the hypocenter depth in our 
study varies in each shaking scenario in about 0.5–0.8 down the fault width. We have considered 
three hypothetical rupture initiation points (hypocenter locations) along the strike of the fault (L) 
as L/4–L/3, L/2, and 2L/3–3L/4. For each hypocenter location, three slip distributions are 
assigned; therefore, a total of nine shaking scenarios for each magnitude are defined. 

Figure 7A.2 in appendix 7A shows an example of the kinematic source model developed 
for one of the simulations of M7 in CENA. This figure represents distributions of the slip, rise 
time, and slip velocity as well as stress distribution over the finite-fault plane. In addition, the 
propagation of the rupture (rupture front) from the initiation point (hypothetical hypocenter) 
depicted by a star is represented by contours on the slip distribution panel. In Figure 7A.3, we 
have provided examples of several source models used for M7 simulations in CENA. The 
variability of slip distribution, rupture front, and hypocenter location in different simulations is 
depicted in this figure in order to account for uncertainties associated with these source 
parameters. A summary of some source parameters in our simulations is provided in Table 7.2. 

  

TORZ

TORZ
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Table 7.2 Summary of some parameters implemented in long-period synthetic simulations. 

M 
 10 0log M  crossf  CENA WNA 

(N. m) (Hz) 
Ave. Slip 

(m) 
Ave. Rise 
Time (sec) 

Ave. Slip 
(m) 

Ave. Rise 
Time (sec) 

5.0 16.550 3.0 0.18 0.21 0.10 0.12 

5.5 17.301 3.0 0.25 0.38 0.25 0.20 

6.0 18.041 2.6 0.71 0.67 0.40 0.36 

6.5 18.799 2.4 0.90 1.20 0.88 0.64 

7.0 19.550 1.6 2.56 2.12 1.65 1.13 

7.5 20.300 0.8 2.70 3.75 2.68 2.02 

8.0 21.050 0.8 10.3 6.72 7.56 3.58 

7.3.2 High-Frequency Simulation Parameters 

High-frequency synthetics are calculated using stochastic FF simulations. The synthetics at each 
sub-fault are calculated through the stochastic method using the software package SMSIM 
[Boore 2005]. The stochastic synthetics at each station are computed by summing up the sub-
fault stochastic synthetics over the fault plane (considering the appropriate delays accounted for 
by their arrival times) followed by convolving with a source time function using the Frankel 
[1995] approach. The stochastic point-source simulation at each sub-fault is developed using a 
different initial seed number. 

The PS stochastic simulations at each sub-fault are incorporated the following equation 
proposed by Boore [2003] to derive the displacement Fourier amplitude spectrum  0 , ,Y M R f . 

The spectral amplitude includes different terms of the PS  0 ,E M f , path effect  ,P R f , local 

site response effect  G f , and the type of ground motion  I f . 

         0 0, , , ,Y M R f E M f P R f G f I f     (7.1) 

where R (km) is the distance,  (dyne-cm) is the seismic moment, and f is the frequency. 

The stochastic parameters used in the high-frequency simulations are given in Table 7.3 
and Table 7.4 for CENA and WNA, respectively. Two sets of parameters are used in CENA to 
account for the different parameters proposed by investigators in this region. 

  

0M
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Table 7.3 Two alternative sets of median parameters used in high-frequency 
stochastic synthetic simulations for CENA. 

Parameter CENA-Alternative 1 CENA-Alternative 2 

Source spectrum model Single corner frequency 2  Single corner frequency 2  

Stress parameter,   (bars)  250 600 

Shear-wave velocity at source depth, 

s
  (km/sec) 

3.7 3.7 

Density at source depth, s
  (gm/cc) 2.8 2.8 

Geometric spreading,  Z R   

1.3

0.2

0.5

70 km

70 140 km

140 km

R R

R R

R R









 









 
1.3

0.5

50 km

50 km

RR

RR













 

Quality factor, Q   0.32max 1000, 893 f  
0.45525 f  

Source duration, s
T  (sec) 1 af 1 af

Path duration, pT  (sec) 

0 10 km

0.16 10 70 km

0.03 70 130 km

0.04 130 km

R

R R

R R

R R



  

  

 





  

0 10 km

0.16 10 70 km

0.03 70 130 km

0.04 130 km

R

R R

R R

R R



  

  

 





  

Site amplification,  A f  
Atkinson and Boore [2006] 

Boore and Thompson [2015] 

Atkinson and Boore [2006] 

Boore and Thompson [2015] 

Kappa, 0
 (sec) 0.005 0.005 
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Table 7.4 Median parameters used in high-frequency stochastic synthetic 
simulations for WNA. 

Parameter WNA 

Source spectrum model Single corner frequency 2  

Stress parameter,  (bars) 80 

Shear-wave velocity at source depth, s
  (km/sec) 3.5 

Geometric spreading,  Z R  

1.0

0.5

40 km

40 km

RR

RR













 

Quality factor, Q  0.32180 f  

Source duration, s
T  (sec) 1

a
f  

Path duration, 
p

T  (sec) 0.05R 

Site amplification,  A f  
Boore and Joyner [1997] 

Boore and Thompson [2015] 

Kappa, 0
 (sec) 0.04 

Quality factor, Q  180
0.32f  

7.3.2.1 Earthquake Source Term  

In this study, the Brune ω-square source spectrum as a single corner-frequency source spectrum 
is used for both host and target regions. The key element in this source model is the stress 
parameter (  ), which controls the amplitude of spectrum at high frequencies. The geometric 
mean of the stress parameter in each region is given in Table 7.3 and Table 7.4. 

The FF simulations at each sub-fault are performed using a local stress parameter 
assigned at each point on the fault. The correlation between the stress and slip distribution used 
in high-frequency and low-frequency simulations, respectively, needs to be taken into account. 
In this study, we used the stress distribution procedure proposed by Ripperger and Mai [2004] 
and Andrews [1980] in simulations. This technique correlates the local slip to the local stress at a 
given point over the fault plane. The final stress distribution is achieved by applying a scaling 
factor to match the geometric mean of the stress over the fault to the desired values given in 
Table 7.3 and Table 7.4. An example of the stress distribution is shown in Figure A7.2 along 
with kinematic source representations. 

Campbell [2003] and Tavakoli and Pezeshk [2005] used five stress parameters in ENA in 
the range of 105–215 bars, with different assigned weights to each one. Atkinson and Boore 
[2006] applied  = 140 bars in FF stochastic simulations using the EXSIM package by 
Motazedian, and Atkinson [2005]. Further studies by Atkinson et al. [2009] and Boore [2009] 
suggested   = 250 bars in ENA based on observations from the recorded data. Pezeshk et al. 
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[2011] used   = 250 bars in their HEM simulations for ENA. Recently, Atkinson and Boore 
[2014] suggested the stress term of 600 bars for M > 4.5. Following the previous discussion, we 
have used 250 and 600 bars to represent the overall stress parameter in our two alternative 
models for CENA. 

In WNA, Campbell [2003; 2007] used 100 bars stress parameters in his HEM model. 
Atkinson and Silva [2000] suggested   = 80 bars for a single-corner frequency source model, 
which also was implemented by Pezeshk et al. [2011]. We used the same stress parameter (   = 
80 bars) in our simulations. 

7.3.2.2 Path Effects 

The path term takes into account two effects of geometrical spreading,  Z R  and anelastic 

attenuation (known as quality factor, Q). Note that the selection of stress parameter is correlated 
with the geometrical spreading implemented in the model [Boore et al. 2010]. Simulations in 
Atkinson and Boore [2006] were performed using a trilinear geometrical spreading as bR  where 
b is -1.3, +0.2, and -0.5 for R < 70, 70 < R < 140, and R > 140, respectively. They used the 

quality factor of 0.32893Q f  (with the minimum value of 1000) as the anelastic attenuation 
following Atkinson [2004]. Similar parameters are incorporated in the study of Pezeshk et al. 
[2011] for simulations in ENA. Atkinson and Boore [2014] suggested the bilinear geometrical 
spreading with different attenuation rates for distances beyond 50 km (i.e., R-1.3 for R < 50 km 

and R-0.5 for R > 50 km). In addition, they proposed the quality factor of 0.45525Q f  compatible 
with updated parameters for stochastic simulations. Following the previous discussion and to be 
consistent with implementing two different stress parameters applied in this study, we employed 
two alternative sets of geometrical spreading and quality factor relations. The similar distance-
dependent path duration in CENA used in Campbell [2003; 2007] and Pezeshk et al. [2011] is 
applied in this study. 

Western North America stochastic simulations by Campbell [2003] were performed using 
a bilinear geometrical spreading (i.e., R-1.0 for R < 40 km and R-0.5 for R > 40 km) and the 

anelastic attenuation of Q  180 f 0.45 . The parameters originally derived in the study by Raoof et 
al. [1999] were based on the evaluation of about 180 earthquakes in Southern California. These 
parameters were supported by further studies by Malagnini et al. [2007] by considering a larger 
earthquake dataset. Similar path term relations were applied in Pezeshk et al. [2001] and this 

study. A simple path duration  0.05pT R  was suggested by Herrmann [1985], which has been 

widely used in the literature. Boore and Thompson [2014] proposed longer path duration based 
on their observations on NGA-West2 database. Similar to Atkinson and Silva [2000], Campbell 

[2003; 2007] and Pezeshk et al. [2011], we applied  0.05pT R as the path duration in our 

simulations for WNA. 

7.3.2.3 Site Effects 

The local site effects incorporated two terms of amplification factor,  A f , which is the 

amplification relative to the source, and a near-surface attenuation that represents the loss of 
energy in high frequencies as a path-independent function [Boore 2003]. This attenuation could 



176 

be applied through a low-pass filter characterized by the decay parameter of 0 , which has 

significant effects on the high-frequency slope of spectrum [Boore 1983]. 

The ENA simulations in studies by Campbell [2003] and Tavakoli and Pezeshk [2005] 
were performed using site amplification factors proposed by Boore and Joyner [1997] for the 
hard-rock site condition with Vs30 = 2900 m/sec. They considered variability in the 0  (0.012, 

003, and 0.006 in their models). Campbell [2007] generated synthetics in ENA for the national 
earthquake hazards reduction program (NEHRP) B-C site condition with Vs30 = 760 m/sec.. He 
used site amplification factors derived by Atkinson and Boore [2006] for this site condition along 
with 0 = 0.02. Siddiqqi and Atkinson [2002] derived empirical amplification factors for hard-

rock site conditions with Vs30 = 2000 m/sec  (NEHRP site class A). These factors along, with 0  

= 0.005 were implemented in the ENA simulations of Atkinson and Boore [2006] and Pezeshk et 
al. [2011]. Recently, Hashash et al. [2014a, b] and Campbell et al. [2014] proposed the shear 
wave velocity of 3000 m/sec and the compatible kappa ( 0  = 0.006) as the reference rock site 

condition for CENA. The parameters are derived applying the quarter-wavelength theory, using 
the data include the geographic regions of the Atlantic coast, the Appalachian Mountains, and the 
continental interior (the Gulf Coast region is not included). Atkinson and Boore [2014] set 0  = 

0.005 along with their proposed new Q factor for ENA. Boore and Thompson [2015] revised the 
Boore and Joyner [1997] site amplification factors and provided two new sets of amplification 
factors for the generic very hard rock site condition with  Vs30 = 3000 m/sec as well as the 
generic rock site with Vs30 = 620 m/sec. In this study, we used 0  = 0.005 along with the site 

amplification factors similar to what was used in Atkinson and Boore [2006] and Pezeshek et al. 
[2011], along with considering the Boore and Thompson [2015] amplification factors to account 
for Vs30 = 3000 m/sec. Currently, the NGA-East working group are investigating to come up with 
reliable site amplification factors corresponding to Vs30 = 3000 m/sec. 

The site amplification factors in WNA proposed by Boore and Joyner [1997] derived 
from the quarter-wavelength method for a generic rock site condition with Vs30 = 620 m/sec. 
These factors have been used in the WNA simulations by Atkinson and Silva [2000], Campbell 
[2003; 2007], Tavakoli and Pezeshk [2005], and Pezeshk et al. [2011]. A modification to these 
amplification factors have been provided by Boore and Thompson [2015] and was used in this 
study. Anderson and Hough [1984] suggested the average  parameter for WNA in the range of 
0.02–0.04 for the hard rock site condition. In this study, we utilized 0  = 0.04 in WNA, 

considering compatibility with the other parameters used and following Atkinson and Silva 
[1997], Campbell [2003; 2007], Pezeshk et al. [2011], and Al Atik et al. [2014, and personal 
communication]. 

7.4 HYBRID BROADBAND 

The high-frequency stochastic and long-period synthetics constructed through the 
abovementioned procedures are combined and filtered to make broadband synthetics. The 
synthetics are filtered by passing through the matched second-order low-pass and high-pass 
Butterworth filters. In this study, a magnitude-dependent transition frequency ( crossf ) between 
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high-frequency and low-frequency synthetics was applied as proposed by Frankel [2009] for 
M5.5, 6.5, and 7.5. We set crossf  for M5 and 8 to be the same as for M5.5, and 7.5, respectively 
(i.e., 0.8 Hz for M7.5, and 8, 3.0 Hz for M5 and 5.5); the crossf for M6 and 7 are calculated from 
interpolation. 

Due to computational limitations associated with the generation of deterministic long-
period synthetics at far distances, the broadband synthetics are computed for near-fault stations 
with JBR  distance of less than 200 km. Those are supplemented with synthetics generated for 
stations beyond 200 km through the finite-fault simulations in which the identical kinematic 
stress distributions are used (as was defined at each shaking scenario). 

The synthetics generated from each individual 63 and 126 kinematic source models in 
CENA and WNA, respectively, were recorded at 490–670 (varies with magnitude) stations 
distributed in distance (2–1000 km) and azimuths (0–180°). The numbers of stations are listed in 
Table 7.5. For a given shaking scenario and a given station from 2–1000 km, two components of 
synthetics were rotated using the software package by Boore [2010], and the RotD50  intensity 
measures were calculated. These intensity parameters PGA, PGV, and 5%-damped PSA (0.02–
10 sec) were used along with empirical GMMs of WNA in the development of HEM for CENA. 
The massive computations were accomplished using high performance computing at the 
University of Memphis Penguin Computing Cluster Servers. 

The crustal structure used in CENA and WNA are given in Table 7.6, and Table 7.7, 
respectively. We used the continent velocity model suggested by Mooney et al. [2012] and 
Mooney [personal communication, 2013] for CEUS. In WNA, the crustal structure used by 
Frankel [2009], which represents a mean for the Western U.S. is implemented in this study. 

 

Table 7.5 The number of stations where the synthetic seismograms are generated; 
the stations are distributed in distance and azimuth. 

M 
200 kmR   200 kmR   Total 

CENA WNA Both regions CENA WNA 

5.0 346 342 140 486 482 

5.5 384 384 140 524 384 

6.0 380 363 140 520 363 

6.5 438 438 140 578 438 

7.0 404 355 140 544 355 

7.5 459 459 140 599 459 

8.0 520 459 140 660 459 
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Table 7.6 The crustal model used in simulations for WNA (source: Frankel [2009]). 

 Z  (km) pV  (km/sec) sV  (km/sec)  (g/cm3) 

0.0 1.9 1.0 2.1 

0.1 2.6 1.6 2.1 

0.2 3.3 1.9 2.1 

0.3 4.0 2.0 2.4 

1.3 5.5 3.2 2.7 

3.8 6.3 3.6 2.8 

18.0 6.8 3.9 2.9 

30.0  7.8 4.5 3.3 

 

Table 7.7 The mid-continent crustal structure model used in simulations for CENA 
(source: Mooney et al. [2012; 2013]). 

Z (km) pV  (km/sec) sV  (km/sec)   (g/cm3) 

0.0 4.9 2.83 2.52 

1.0 6.1 3.52 2.74 

10.0 6.5 3.75 2.83 

20.0 6.7 3.87 2.88 

40.0 8.1 4.68 3.33 

7.5 EMPIRICAL GROUND-MOTION MODELS IN WNA 

One of the key elements in HEM technique is applying appropriate empirical GMMs developed 
for the host region. Pezeshk et al. [2011] incorporated the GMPEs from the PEER NGA-West1 
project [Power et al. 2008] as empirical GMMs for WNA in their HEM model. Recently, the 
NGA-West1 model developers updated their GMPEs as part of the NGA-West2 project 
[Bozorgnia et al. 2014] in light of additional data available in the NGA-West2 database. This 
database includes well-recorded shallow crustal earthquakes that occurred worldwide (in the 
Western U.S. as well as other similar tectonically active regions). 

We have used the following proposed 5 NGA-West2 GMPEs in this study for WNA: (1) 
Abrahamson et al. [2014], (2) Boore et al. [2014b], (3) Campbell and Bozorgnia [2014], (4) 
Chiou and Young [2014], and (5) Idriss [2014] models which hereafter are referred to as ASK14, 
BSSA14, CB14, CY14, and I14, respectively. The weighted geometric mean of the 
abovementioned GMPEs is computed to represent the median empirical ground motion in WNA. 
The similar weights used in the 2014 update of the U.S. national seismic hazard maps [Petersen 
et al. 2014] are assigned to each NGA-West2 GMPE in this study. The weights are distributed 
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evenly between all GMPEs except for I14 with the lower weight. The assigned weights are 0.22 
for each of the ASK14, BSSA14, CB14, and CY14 models, and 0.11 for the I14 model. 

The intensity measures in NGA-West2 GMPEs are computed using RotD50 parameters, 
unlike GMRotI50 (the period-independent geometric mean of two horizontal motions) used in 
the NGA-West1 project. The RotD50  is an alternative designation of the mean horizontal 
component that is independent of sensor orientation, but in contrast to GMRotI50, it is spectral 
period-dependent [Boore 2010]. 

Except for the BSSA14 model developed for RJB distance, the other GMMs used the 
closest distance to the rupture plane (RRUP). As the proposed model in this study is based on the 
RJB distance metric, we converted RRUP to RJB in the ASK14, CB14, CY14, and I14 models, 
using the suggested conversion equations by Scherbaum et al. [2004]. 

The intensity measures of empirical GMMs were attained for the generic rock site of 
NEHRP B-C site condition with Vs30 = 760 m/sec. This study used a generic style of faulting to 
evaluate the empirical ground motions, and the hanging wall effect was excluded. Other 
parameters were set to be calculated by each model (if applicable) assuming no other information 
was available. 

7.6 PROPOSED GROUND-MOTION PREDICTION EQUATIONS FOR CENA 

7.6.1 Hybrid Empirical Ground-Motion Estimates in CENA 

The median hybrid empirical estimates of ground motion for CENA are calculated by applying 
regional modification factors that properly scale the empirical ground motions in WNA. To 
generate synthetics for both the target and host region, the model is calibrated for the same sets 
of magnitude (M5.0 to M8.0 in 0.5 magnitude increments), distances (2.0 ≤ RJB ≤ 1000 km in 33 
RJB distances of 2, 5, 10, 15, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 140, 150, 160, 180, 
200, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 800, 900, and 1000 km) and the ground-
motion parameters used to obtain empirical GMPEs in the host region. 

The regional modification factors are calculated based on the ratios of intensity measures 
of CENA to WNA. Synthetics are generated and then used to derive the intensity measures in 
both target and host regions. In each region, median intensity measures at a particular magnitude, 
distance, and spectral period are calculated considering all shaking scenarios (for that magnitude) 
and all stations distributed in different azimuths. The median intensity measures in CENA are 
obtained by applying equal weight (50%) to results from two alternative models as defined in 
this region. 

There are some restrictions and issues that need to be considered in developing the hybrid 
empirical ground-motion estimates. One refers to the range of validity of empirical ground 
motion used. Table 7A.1 (appendix 7A) lists the range in which NGA-West2 GMPEs were 
developed in terms of magnitude, distance, and site condition based on their developers’ 
suggestions. It can be inferred that these empirical ground motion are not valid for distances 
beyond 300–400 km, so it is inappropriate to implement them beyond that distance range. 
Another issue originated from the difference of the attenuation rates between CENA and WNA 
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regions used in the synthetic generations (see Tables 7.3 and 7.4). The lower attenuation rate in 
CENA in the distance range of about 70–140 km causes higher amplitudes of ground motions at 
larger distances, resulting in higher estimations of the hybrid empirical ground motion at larger 
distances. 

Considering the abovementioned issues, the hybrid empirical method for CENA is 
limited to distances up to about 70 km in which reliable hybrid empirical estimates can be 
developed. In order to avoid this constraint and extend our GMPEs model up to 1000 km, we 
followed the procedure proposed by Campbell [2003] and used by Campbell [2007] and Pezeshk 
et al. [2011]. The procedure supplements hybrid empirical estimates beyond 70 km by intensity 
measures of generated synthetics. In this regard, for a given magnitude, the intensity measures of 
synthetics beyond 70 km are scaled by a factor that fits the hybrid empirical estimate to the 
median of synthetics’ intensity measure at RJB = 70 km in CENA. 

The completed set of hybrid empirical ground-motion estimates are then used to develop 
GMPEs in CENA for distances of 2–1000 km and magnitudes of 5–8. It include intensity 
measures of PGA, PGV, and 5%-damped PSAs at spectral periods of 0.01–10 sec, which were 
computed using RotD50 parameters for the generic hard rock site condition with Vs30 = 3000 
m/sec. We did not include PGD equations because none of the empirical NGA-West2 GMPEs 
implemented in this study provided such equations in their model. In addition, Boore et al. 
[2014b] observed that low-cut filtering has a significant influence on the PGD parameter. 

7.7 THE FUNCTIONAL FORM 

In this study, our effort was to keep the functional form as similar as that presented in Pezeshk et 
al. [2011]. However, there are two main changes to the functional form as compared to the 
median function of Pezeshk et al. [2011]: (1) we used RJB distance instead of rupture distance 
(RRUP); and (2) the range of distance in which the rate of attenuation is decayed has been changed 
from 70–140 km to 60–120 km based on recent observation of recorded data [Boore and 
Thompson 2015]. The following equation represents our functional form used herein to predict 
the median ground motion for CENA: 

        
      
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   

M M M

M

M

 (7.2) 

and 

2 2
11JBR R c   (7.3) 

where represents the median value of ground-motion intensity measure in CGS units (i.e., 
PSA (g), PGA (g), or PGV (cm/sec), M is the moment magnitude, RJB (km) is the closest 
horizontal distance to the vertical projection of the rupture plane, and c1 to c11 are the coefficients 
of the functional form that fits the hybrid empirical estimates of ground motion in CENA. The 


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coefficients are derived from a nonlinear least-squares regression and are tabulated in Table 7.8; 
PSA(g) signifies the pseudo-spectral accelerations for 5% damping and for spectral periods of 
0.01 to 10.0 sec. The resulting GMM is valid for 5.0 ≤ M ≤ 8.0, 5.0, 2.0 ≤ RJB ≤ 1000 km, and is 
developed for the generic hard rock site with Vs30 = 3000 m/sec. 
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Table 7.8 Regression coefficients for the proposed hybrid empirical model. 

.

T (sec) 1c  2c  3c  4c  5c  6c  7c  8c  9c  10c  11c  12c  13c  14c  

PGA 1.4621 6.809E-02 -1.490E-02 -3.1827 2.861E-01 -1.199E+00 9.093A-02 -2.9089 2.503A-01 -5.781E-04 5.121E+00 -2.407E-02 4.247E-01 2.882E-01 

PGV -0.9273 8.713A-01 -4.999E-02 -3.0414 3.093A-01 -2.954E-01 -1.167E-02 -2.6440 3.205E-01 -5.377E-04 6.060E+00 -1.783A-02 3.804E-01 2.652E-01 

0.010 1.4276 6.458E-02 -1.452E-02 -3.1747 2.871E-01 -1.110E+00 8.313A-02 -2.8809 2.503A-01 -6.084E-04 4.966E+00 -2.431E-02 4.264E-01 2.883A-01 

0.020 1.7005 4.014E-02 -1.078E-02 -3.1103 2.614E-01 -1.636E+00 1.291E-01 -3.0448 2.516E-01 -4.333A-04 5.863A+00 -2.429E-02 4.269E-01 2.890E-01 

0.030 1.8545 -4.291E-03 -8.502E-03 -3.1347 2.798E-01 -9.440E-01 3.427E-02 -3.4069 2.663A-01 -3.681E-04 5.099E+00 -2.505E-02 4.358E-01 2.934E-01 

0.040 1.7859 7.902E-03 -9.799E-03 -3.1386 2.914E-01 -5.341E-01 -1.466E-02 -3.4676 2.619E-01 -4.136E-04 4.674E+00 -2.506E-02 4.407E-01 2.989E-01 

0.050 1.6066 4.692E-02 -1.249E-02 -3.1186 2.959E-01 -3.417E-01 -3.267E-02 -3.3679 2.487E-01 -5.017E-04 4.466E+00 -2.508E-02 4.455E-01 3.042E-01 

0.075 1.0249 1.729E-01 -2.008E-02 -3.0198 2.912E-01 -2.626E-01 -2.598E-02 -2.9064 2.078E-01 -7.414E-04 -4.347E+00 -2.436E-02 4.493A-01 3.131E-01 

0.100 0.4682 2.905E-01 -2.658E-02 -2.9118 2.790E-01 -3.268E-01 -5.395E-03 -2.4515 1.734E-01 -9.288E-04 -4.449E+00 -2.454E-02 4.552E-01 3.178E-01 

0.150 -0.4215 4.745E-01 -3.626E-02 -2.7416 2.545E-01 -3.875E-01 1.604E-02 -1.8167 1.307E-01 -1.138E-03 -4.838E+00 -2.428E-02 4.516E-01 3.142E-01 

0.200 -1.0998 6.142E-01 -4.352E-02 -2.6270 2.354E-01 -3.165E-01 1.257E-02 -1.4684 1.108E-01 -1.211E-03 -5.261E+00 -2.433A-02 4.488E-01 3.105E-01 

0.250 -1.6625 7.309E-01 -4.975E-02 -2.5450 2.209E-01 -1.815E-01 -2.760E-03 -1.2861 1.026E-01 -1.215E-03 -5.638E+00 -2.331E-02 4.412E-01 3.093A-01 

0.300 -2.1603 8.351E-01 -5.549E-02 -2.4803 2.095E-01 -3.014E-02 -2.184E-02 -1.1963 1.002E-01 -1.185E-03 -5.954E+00 -2.220E-02 4.368E-01 3.118E-01 

0.400 -3.0450 1.022E+00 -6.626E-02 -2.3761 1.923A-01 2.393A-01 -5.741E-02 -1.1475 1.025E-01 -1.087E-03 -6.436E+00 -2.043A-02 4.289E-01 3.149E-01 

0.500 -3.8326 1.191E+00 -7.630E-02 -2.2889 1.795E-01 4.249E-01 -8.235E-02 -1.1638 1.070E-01 -9.805E-04 -6.800E+00 -1.920E-02 4.261E-01 3.198E-01 

0.750 -5.4816 1.547E+00 -9.803A-02 -2.1117 1.565E-01 5.619E-01 -9.995E-02 -1.2235 1.130E-01 -7.674E-04 -7.585E+00 -1.667E-02 4.202E-01 3.302E-01 

1.000 -6.7391 1.818E+00 -1.145E-01 -1.9803 1.403A-01 4.249E-01 -7.933A-02 -1.2253 1.111E-01 -6.361E-04 -8.477E+00 -1.364E-02 4.050E-01 3.343A-01 

1.500 -8.3135 2.147E+00 -1.333A-01 -1.8396 1.199E-01 -7.694E-02 -6.935E-03 -1.1269 9.884E-02 -5.167E-04 -1.087E+01 -9.864E-03 3.833A-01 3.370E-01 

2.000 -8.9502 2.267E+00 -1.384E-01 -1.8493 1.128E-01 -5.042E-01 5.307E-02 -1.0238 8.902E-02 -4.782E-04 1.402E+01 -7.980E-03 3.720E-01 3.377E-01 

3.000 -8.5940 2.149E+00 -1.260E-01 -2.1748 1.302E-01 -8.038E-01 8.808E-02 -0.9878 9.075E-02 -4.494E-04 2.022E+01 -8.203A-03 3.731E-01 3.375E-01 

4.000 -7.5122 1.833A+00 -1.021E-01 -2.5766 1.708E-01 -5.200E-01 3.744E-02 -1.1502 1.133A-01 -4.079E-04 2.283A+01 -6.930E-03 3.604E-01 3.326E-01 

5.000 -6.3964 1.501E+00 -7.863A-02 -2.9617 2.188E-01 4.749E-02 -5.068E-02 -1.4038 1.437E-01 -3.491E-04 2.330E+01 -6.642E-03 3.586E-01 3.326E-01 

7.500 -5.5543 1.154E+00 -5.334E-02 -3.4138 2.864E-01 1.166E+00 -2.141E-01 -1.8555 1.967E-01 -2.523A-04 2.123A+01 -6.207E-03 3.541E-01 3.309E-01 

10.000 -7.6258 1.734E+00 -9.512E-02 -3.5309 2.870E-01 4.274E-01 -9.501E-02 -1.4464 1.613A-01 -3.943A-04 2.244E+01 -7.381E-03 3.570E-01 3.267E-01 
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7.8 RESULTS AND MODEL EVALUATION 

This next section presents and evaluates the results of the proposed model. Validation and 
evaluation of the results in this study are accomplished by the comparisons of the proposed 
GMPEs with the previous GMMs as well as recorded data in CENA. 

Figure 7.1 shows comparison examples of 5%-damped response spectral accelerations 
derived from the hybrid broadband simulations with five NGA-West2 GMPEs as well as their 
weighted geometric mean. The response spectra are presented for two magnitudes of M6 and 7 at 
the distance of 40 kmJBR  . The WNA spectral accelerations are calculated from the generated 

broadband synthetics using the parameters discussed earlier. A comparison shows a good 
agreement between the weighted geometric mean of empirical NGA models and the WNA 
simulations. 

 

Figure 7.1  Comparison of spectral accelerations (5%-damped-PSA) from 
broadband simulations in this study and predicted values from NGA-
West2 GMPEs. Plots include the individual GMMs of ASK14, BSSA14, 
CB14, CY14, and I14, along with their weighted geometric mean at RJB 
= 40 km, and for magnitudes of M6 (left panel) and M7 (right panel). 

7.8.1 Comparison with Previous Models 

Figure 7.2 and Figure 7.3 represent the comparison of the GMPE results in this study (hereafter 
SP14) with two GMMs available in CENA: Pezeshk et al. [2011] and Atkinson and Boore [2006; 
2011], hereafter referred as to PZT11 and AB06′, respectively. The GMPE model comparisons 
are given in Figure 7.3 for M5 and M7 and for intensity measures of PGA and spectral periods 
of 0.2, 1.0, and 5.0 sec. In Figure 7.4 similar comparisons are made, but for different magnitude 
sets of M6 and M8. At very close distances and for PGA and higher–frequency spectral 
accelerations (e.g., at the spectral period of 0.2 sec), the magnitude saturation effects are 
observed in HEM results herein. In addition, we perceived over-saturation effects in the results 
from the broadband synthetics simulations, which is compatible with simulation results from 
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other investigators and observations from the recorded data [Shahjouei and Pezeshk 2013; 2014]. 
As discussed earlier, the stochastic finite-fault simulations of AB06′ and the stochastic point-
source model of PZT11 for ENA are based on using the stress parameters of 140 and 250 bars, 
respectively. The results reported herein are derived from the equally weighted simulations, 
which used the stress parameter of 250 and 600 bars in the high-frequency part of synthetics. The 
distance conversion relations for generic fault style by Scherbaum et al. [2004] is implemented 
on AB06’ and PZT11 in order to compare with the results in this study. 

 

 

Figure 7.2 GMPEs developed in this study and comparison with AB06′ and PZT11 
GMMs for M5, and M7 at PGA (T = 0 sec) and spectral periods of 0.2, 
1.0, and 5.0 sec. 
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Figure 7.3  Similar to Figure 7.2 but for different magnitudes: M6 and M8. 

7.8.2 Comparison with Recorded Ground Motions 

The new prediction model is compared and calibrated against the NGA-East database [Goulet et 
al. 2014]. In this comparison the data from the Gulf coast region and potentially-induced events 
(PIEs) are excluded. In addition, we used the data with quality flag of zero recorded at stations 
with Vs30 = 180 m/sec. Figures 7.4–7.6 show comparisons of the results of this study with the 
small to moderate magnitude recorded earthquake data available in the NGA-East database. The 
NGA-East database was corrected for site conditions following Boore et al. [2014b] and Boore 
and Thompson [2015]. Figure 7.4 shows the comparison for the spectral period of 0.2 sec in 
different magnitude bins of M4.5, 5, 5.5, and 6. Similar evaluations are shown in Figure 7.5 and 
Figure 7.6 but for different spectral periods of 1.0 and 4.0 sec. In order to make the appropriate 
assessment, intensity measures of the NGA-East database are adjusted for Vs30 = 3000 m/sec. 
This scaling is performed by using the ratios of amplification factors that scale the calculated 
intensity measures at stations with local shear wave velocities to the reference rock site condition 
used in this study (i.e., Vs30 = 3000 m/sec). Comparisons show a good agreement between the 
proposed model and small to moderated magnitude recorded data in the NGA-East database. 
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Figure 7.4 Comparison of the developed GMPEs with the recorded earthquakes 
available in NGA-East database for the spectral period of 0.2 sec in 
magnitude bins of M4.5, 5.0, 5.5, and 6. 

 

Figure 7.5  Similar to Figure 7.4 but for different spectral period of 1.0 sec. 
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Figure 7.6 Similar to Figure 7.4 but for different spectral period of 4.0 sec. 

 

Figures 7.77.9 show some examples of the residual analysis performed in this study. 
The residuals represent the differences between predicted (simulated) and the earthquake 
recorded data in the NGA-East database. Figure 7.7 shows the distribution of residuals with 
respect to the distance for spectral accelerations at periods of 0.2, 1.0, and 4 sec. The distribution 
of residuals with respect to the magnitude at the similar spectral periods is given in Figure 7.8. In 
Figure 7.9 the residuals are presented in classified terms of the inter-event (between-event) and 
intra-event (within-event) residuals for the same periods of 0.2, 1.0, and 4 sec. This classification 
demonstrates the effects of very small magnitude earthquakes included in the catalog. 
Additionally, the effects of local site condition on residuals are illustrated in Figure 7.9. The 
corrected residuals are obtained after applying the scaling factors to represent all intensity 
measures with the reference rock site condition. The plots show no significant trends in residuals 
obtained from the predicted model and the NGA-East database. 

The response spectral accelerations from the proposed model are compared with those 
from the AB06′ and PZT11 GMMs in Figure 7.10. The spectra are shown for earthquake 
magnitudes of M5, 6, 7, and 8 at distance of RJB = 40 km for spectral periods up to 10 sec. At 
this close distance to the fault, we observed the higher spectral amplitudes compared to PZT11, 
particularly for longer periods. 
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Figure 7.7 Residuals with respect to the distance for spectral periods of T = 0.2, 1.0, 
and 4 sec. The total residuals represent the difference between observed 
and the predicted spectral accelerations. 
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Figure 7.8 Residuals with respect to the magnitude for same spectral periods of T = 
0.2, 1.0, and 4 sec as was presented in Figure 7.7. The total residuals 
represent the difference between observed and the predicted spectral 
accelerations. 
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Figure 7.9 Residuals are presented in terms of (a) inter-event residuals and (b) intra-
event residuals for spectral periods of T = 0.2, 1.0, and 4 sec; (c) shows 
the total residuals without considering the local individual site condition; 
and (d) the corrected residuals take into account local site conditions 
when compared with the predicted model. 

Figure 7.10 Comparison of the 5%-damped pseudo-spectral accelerations derived 
from the GMPEs developed in this study for CENA and those obtained 
from AB06′ and PZT11 models. PSAs are shown at distance of RJB = 40 
km, and for magnitudes of M6, and 8 (left) and M5, and 7 (right). 
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7.9 DISCUSSIONS AND CONCLUSIONS 

A hybrid empirical GMM is proposed for CENA as an update to the Pezeshk et al. [2011] model, 
following the procedure proposed by Campbell [2003]. To be implemented in the HEM, 
earthquake broadband synthetics are generated through a hybrid broadband simulation technique 
using a FF method for both host (here, WNA) and target (here, CENA) regions. The high-
frequency synthetics are produced through a stochastic FF method, and the low-frequency ones 
are constructed through the kinematic source models and deterministic wave propagation. Two 
sets of stochastic parameters for CENA are used in this study and are equally weighted to 
consider the variability in parameters. A detailed description of the synthetic generation 
approach and the parameters used is discussed in the ground-motion simulation part and is also 
available in Shahjouei and Pezeshk [2013; 2014]. We have used the updated seismological and 
geological parameters suggested in the literature in synthetic simulations. 

The HEM used the empirical GMMs for the host region. The recent five updated 
empirical GMPEs for WNA, called NGA-West2 GMPEs, were incorporated in this study as the 
element of HEM. These models are in Abrahamson et al. [2014], Boore et al. [2014b], Campbell 
and Bozorgnia [2014], Chiou and Young [2014], and Idriss [2014]. These empirical models are 
weighted following the procedure adopted by the 2014 U.S. NSHMs [Petersen et al. 2014]. 

The new GMPEs are developed for RJB distances up to 1000 km, for the moment 
magnitude range of M5–8, and for the suggested generic hard rock site condition with Vs30 = 
3000 m/sec [Hashash et al. 2014a, b] for CENA. Applying the proper site amplification factors, a 
GMM could be estimated for other site conditions. 

The predicted new GMPEs and the associated spectral accelerations are compared with 
the GMMs of Pezeshk et al. [2011] and Atkinson and Boore [2006; 2011]. The inter-event and 
intra-event residuals that represent the differences between the predicted and observed ground-
motion intensity measures do not display a discernible trend. The residual analyses are 
performed on the small-moderate earthquakes in CENA available in the NGA-East dataset with 
respect to the magnitude and distance. 

The new sets of coefficients are provided to be used in the functional form of the GMPE. 
The uncertainties associated with the new model are discussed and delivered. The aleatory 
uncertainty incorporated the uncertainties in NGA-West2 GMPEs and the regression analysis 
used to derive the GMPE coefficients. The minimum additional epistemic uncertainty suggested 
to be used along with the median of NGA-West2 GMPEs [Al Atik and Youngs 2014] as well as 
the variation of some parametric modeling are provided in this study. 

The proposed GMPE, as an alternative GMM together with the other available models, 
can be implemented in order to better characterize the ground-motion estimations and to 
effectively signify the epistemic uncertainty in the CENA.  

7.10 DATA AND RESOURCES 

The COMPSYN sxv3.11 software package provided by its author (Dr. Paul Spudich) is used for 
long-period simulations. We have used and modified the rupture model generator package by Dr. 
Martin Mai (some codes are available at www.ces.kaust.edu.sa/Pages/Software.aspx, last 
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accessed August 2013). The SMSIM program along with some other FORTRAN subroutines 
available at www.daveboore.com (last accessed May 2013) have been incorporated in this study. 
The NGA-East database (November 12, 2014 version) for comparison was obtained from Goulet 
et al. [2014]. 
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8 Empirical Ground-Motion Prediction 
Equations for Eastern North America 

Md. Nayeem Al Noman 

Chris H. Cramer 
CERI, University of Memphis 
Memphis, Tennessee 

Abstract 

Our GMPE is an empirical model, based on the two-stage regression approach of Joyner and 
Boore [1993; 1994]. Besides ground-motion observations from the latest NGA-East RotD50  
flatfile (2014-11-18), we included ground-motion observations from the 1976 M6.8 Gazli and 
2001 M7.6 Bhuj earthquakes plus intensities converted to ground-motion estimates by Ogweno 
and Cramer [2014] for M > 6 ENA historical earthquakes (1811–1812 New Madrid, 1886 
Charleston, South Carolina, 1925 Charlevoix, and 1929 Grand Banks earthquakes). Magnitudes 
for historical events were taken from Cramer and Boyd [2014] for the 1811–1812 and 1886 M7 
earthquakes and from Bent [1992; 1995] for the 1925 and 1929 earthquakes. The Cramer and 
Boyd [2014] magnitude estimates have 95% confidence levels of ±0.3 magnitude units. The 
prediction equations are for peak ground acceleration, peak ground velocity, and 5% damped 
pseudo-absolute acceleration spectra at 21 periods between 0.1 sec to 10 sec. Empirical 
observations were restricted to mid-continent crustal regions, avoiding Gulf Coast and Western 
U.S. Q regions for both earthquakes and recording stations. The reference Vs30 is 760 m/sec. 
Geometrical spreading is modeled by a single term due to the limited observations at distances 
less than 50 km. We included a magnitude-dependent geometrical spreading term to help model 
magnitude saturation at large magnitudes. Alternative terms are also provided for focal 
mechanism type (reverse, strike-slip, and undefined). The observations did not constrain a depth 
factor h for distance ( R2  R

RUP
2  h2), so it was fixed at 10 km. 

8.1 INTRODUCTION 

There has been a paucity of earthquake strong-motion recordings in Eastern North America 
(ENA) due to the low rate of seismicity. Traditionally ENA ground-motion prediction equations 
(GMPEs) used in engineering and earthquake hazard applications have been based on stochastic, 
finite rupture, and hybrid empirical models (e.g., Atkinson and Boore [1995], Somerville et al. 
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finite rupture, and hybrid empirical models (e.g., Atkinson and Boore [1995], Somerville et al. 
[2001], and Campbell [2003]. Since 2000, the number of earthquake strong-motion recordings 
has increased remarkably, making possible the compilation of the Next Generation Attenuation 
(NGA) East ground-motion database [Cramer et al. 2011; 2013]; however, the NGA-East 
database of ground-motion recordings is still limited to earthquake magnitudes less than moment 
magnitude (M) 6. 

We developed ENA empirical GMPEs to explore the limitations of the NGA-East 
database of ground motions [Al Noman 2013]. We included strong motion observations for the 
1976 M6.8 Gazli, 1985 M6.9 Nahanni, and the 2001 M7.6 Bhuj, India, earthquakes to provide 
some constraint on the empirical GMPEs from M > 6 earthquakes. Now we are including 
ground-motion estimates from intensity observations for historical M > 6 ENA earthquakes to 
better constrain our empirical GMPEs at large magnitudes. Ogweno and Cramer [2014] 
specifically developed ground motion from intensity conversion equations (GMICE) for ENA to 
provide the relevant M > 6 ground-motion observations for ENA empirical GMPE development. 

In this chapter, we review the empirical dataset used in our GMPE development, 
summarize the GMICE of Ogweno and Cramer [2014] as it applies to our GMPE development, 
discuss our methodology, present our functional form for our GMPEs, and present our resulting 
GMPEs. As part of our results, we show comparisons to observations, scaling relationships, and 
comparisons with other recent ENA GMPEs. 

8.2 DATASET 

8.2.1 NGA-East Database 

The data used for developing empirical GMPEs in this study are from the database compiled by 
the NGA-East Project. The data have been extracted from the NGA-East RotD

50
 (geometric 

mean horizontal component, rotation dependent, median values) flatfile (version 2014-11-18), 
including the 1985 M6.9 Nahanni and 1976 M6.8 Gazli earthquake recordings. We also included 
ground-motion observations from the 2001 M7.6 Bhuj earthquakes [Cramer and Kumar 2003] to 
help constrain the ground motions for large magnitude earthquakes. 

To make a more suitable GMPE model for ENA, we used those records (Figure 8.1) that 
were not influenced by the relatively higher attenuating areas of the Gulf Coast and Western 
North America (WNA). The Gulf Coast and WNA regions are delineated using initial results 
found in a study defining the major crustal attenuation boundaries of the continental U.S. 
[Cramer et al. 2014], and data outside these more attenuating regions are defined as north of 
35°N and east of 100°W. The data with ray paths through the more attenuating regions are 
removed from the dataset. As a result, a total of 6048 records from 78 earthquakes are available 
and were used in the GMPE regressions. An additional 13 recordings are available from the 2001 
M7.6 Bhuj earthquake but only for peak ground acceleration (PGA), 0.4 sec, 0.75 sec, 1.0 sec, 
and 1.25 sec [Cramer and Kumar 2003]. Bodin et al. [2004] demonstrate that the Bhuj area Q is 
similar to ENA Q at distances less than 300 km, which corresponds to the Cramer and Kumar 
[2003] dataset. 
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Figure 8.1 Recording stations (blue inverted triangles) and ENA earthquakes (red 
stars) from NGA-East database used in the regression analysis for 
developing empirical GMPEs for ENA. Only stations and events north 
and east of the yellow lines have been selected. 

The selected dataset has a good number of earthquakes of reverse-slip and strike-slip 
fault types; however, it has only one normal-slip earthquake, which is not adequate for 
accounting for normal-slip fault type as an independent variable in the regression analysis. 
Therefore, the data from this one earthquake are included in the strike-slip records. Twenty-five 
earthquakes also have unknown focal mechanism parameters. As the number of such records is 
large in the database, they are classified as unspecified focal mechanism in the regression. Thus, 
the three fault type variables (reverse-slip, strike-slip, and unspecified) have sufficient data to be 
constrained in the prediction model by the amount of the records for each fault type. 

8.2.2 Intensity Data 

We have also included ground-motion estimates from intensity observations from M > 6 ENA 
earthquakes. We selected the intensity data from the 1811–1812 M 7.5, 7.3, and 7.7 New 
Madrid, the 1886 M7.0 Charleston, the 1925 M6.2 Charlevoix, and the 1929 M7.2 Grand Banks 
earthquakes. The magnitudes for the New Madrid and Charleston earthquakes are from Cramer 
and Boyd [2014] and have a 95% confidence interval of ±0.3 magnitude units. The magnitudes 
for the Charlevoix and Grand Banks earthquakes are taken from Bent [1992; 1995]. We used 
intensity observations from all distances, except for the offshore Grand Banks earthquake for 
which we used intensity observations from modified Mercalli Intensity II and III to avoid any 
distance bias from missing higher intensities at closer-in distances. 

Each of the 1921 intensity observations selected were converted to an estimate of ground 
motion for each period for which we regressed for a GMPE. The GMICE of Ogweno and 
Cramer [2014] were used for the conversion from intensity to an estimate of ground motion. 
Ogweno and Cramer [2014] fit linear regressions to median log10 ground motions versus 
Modified Mercalli Intensity (MMI), with Community Internet intensity (CII) observations (Did 
You Feel It?) corrected to MMI using the approach suggested by Hough [2014a]. Basically, 
Hough’s suggestion is to use the difference between Bakun and Hopper’s [2004] preferred 
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intensity prediction equation (IPE) for MMI and Atkinson and Wald’s [2007] IPE dominated by 
CII data. At close-in distances we capped the difference at 0.6 intensity units based on Figure 6 
of Hough [2013], which shows an average difference of 0.3 to 0.5 intensity units by our 
calculations. Figure 8.2 shows an example of the residual trends with magnitude and distance for 
peak ground velocity (PGV). 

Ogweno and Cramer [2014] found correlated magnitude and distance trends in the 
residuals for the observations fit to their linear regressions. Fitting a linear trend to the residuals 
as a function of magnitude effectively eliminated the residual trend with distance; see Figure 8.3. 
The magnitude corrections of Ogweno and Cramer [2014] were applied to correct the ground-
motion estimates for each period for the observed magnitude-dependent effect, possibly due to 
the shift in source corner frequency with magnitude. The magnitude correction is capped above 
M5.7 to the value at M5.7 because there is no data above M5.9. The magnitude correction is 
largest for long periods away from the shorter-period frequencies represented by intensity 
observations. The magnitude correction is necessary for obtaining proper levels of ground 
motion at close-in distances from the GMPE regressions, especially at longer periods. 
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Figure 8.2 Peak ground velocity residual trends with magnitude (top) and distance 
(bottom) from Ogweno and Cramer [2014]; also shown are linear fits to 
the trends. 
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Figure 8.3 Peak ground velocity residual trends after applying the magnitude 
correction to the data shown in Figure 8.2. 
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8.2.3 Data Distribution 

The distribution of data used to develop the GMPEs is shown in Figure 8.4 by M and distance. 
The observational data have a similar pattern for the two fault types (reverse and strike-slip) with 
a good representation of records for M < 6 with a distance range of less than 10 km up to 3500 
km at all response variables (PGA, peak ground velocity (PGV), and pseudo-spectral 
acceleration (PSA) at selected periods). With the intensity data, the observations used in our 
regressions cover a magnitude range of M2.57.7 and a distance range of less than 10 km to over 
2000 km, although the observational data coverage at distances less than 50 km is spare, 
particularly at large magnitudes. 

30SV  estimates for the NGA-East recording sites are provided by the NGA-East project. 

30SV  site estimates for the 2001 Bhuj observations are based on geology information in Cramer 

and Kumar [2003] with Quaternary, Tertiary, and Older site geology represented as NEHRP site 
class D, C, and B midpoint 30SV  values, respectively. For the ENA intensity observations, 30SV  

estimates at observation sites were based on Wald and Allen [2007]; see USGS Global 30SV  Map 

Server at http://earthquake.usgs.gov/hazards/apps/vs30/). 

 

 

Figure 8.4 Magnitude versus distance distribution of NGA-East database and 
intensity data from M > 6 ENA historical earthquakes. 
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8.3 METHODOLOGY AND FUNCTIONAL FORM 

Our GMPE is an empirical model, based on the two-stage regression approach of Joyner and 
Boore [1993; 1994]. This approach provides both within event and between event variability 
along with event and site terms. The functional form for our regressions is 

   log Y f R f  M  (8.1) 

where log is a base-10 logarithm. The distance dependent terms are 

f R   c1  c2M  log R  c3 R  R0   d1 log VS 30 760    (8.2) 

where 
oR  is a reference distance set equal to 1 km, 30SV  is the average travel-time SV  for the top 

30 m at the desired location in m/sec, and  is the within event variability. The reference 30SV  in 

our regressions is 760 m/sec. We have included a magnitude dependent geometrical spreading 
term to model magnitude saturation at large magnitudes. 

0R  does not change the functional 

behavior of our regression form and provides the added advantage of a reference to ground-
motion amplitude on hard rock. The magnitude dependent terms of our functional form are 

f M   a1U  a2 RR  a3SS  b1M  b2M
2   (8.3) 

where U, RR, and SS are set to one for undefined, reverse, and strike-slip focal mechanisms, 
respectively, and zero otherwise, and  is the between event variability. Total variability 
(uncertainty)  is given by 

2 2 2     (8.4) 

The distance metric R in the regression is given by from the observed rupture distance ( RUPR ) by 

2 2 2
RUPR R h   (8.5) 

where the pseudo-depth term is fixed at 10 km. Because the value of h could not be determined 
as an independent variable by the regression, it was arbitrarily fixed at 10 km. 

8.4 RESULTS 

Table 8.1 provides the regression results at 23 periods: PGA, PGV, and 0.1, 0.2, 0.3, 0.4, 0.5, 
0.6, 0.7, 0.75, 0.8, 0.9, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 7.5, 8.0, 9.0, and 10.0 sec. 

Figures 8.58.6 present comparisons to observations used in the regression at selected 
periods for M5.9 and M7.6. Also shown are regression results without the intensity data to 
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Figures 8.58.6 present comparisons to observations used in the regression at selected 
periods for M5.9 and M7.6. Also shown are regression results without the intensity data to 
demonstrate the impact of adding the intensity data. The addition of the intensity observations to 
the regression has only a small effect at M5.9 due to the large amount of actual ground-motion 
observations available in the NGA-East database for M < 6.0. At M7.6 (large magnitudes) the 
addition of the intensity observations has a greater impact, particularly when M7.6 Bhuj 
observations are not available for that period. The Bhuj observations are limited to PGA and 0.4, 
0.75, 1.0, and 1.25 sec [Cramer and Kumar 2003]. Figure 8.7 shows the variability (total, within, 
and between) as a function of period. 

Table 8.1 Regression coefficients for rupture distance. 

Prd S a1 a2 a3 b1 b2 c1 c2 c3 d1  u S u S 

PGA -0.3299 -0.3114 -0.3320 0.3498 -0.0294 -2.7994 0.2734 -0.0005 -0.3827 0.37 0.21 0.21 0.43 0.43 

PGV -2.1381 -2.1783 -2.0687 1.1144 -0.0546 -1.9363 0.1168 -0.0002 -0.4009 0.35 0.25 0.24 0.43 0.43 

0.1 -0.2668 -0.1818 -0.1818 0.3552 -0.0290 -2.7560 0.2745 -0.0007 -0.3582 0.41 0.33 0.32 0.53 0.52 

0.2 -2.7091 -2.6836 -2.7055 0.9790 -0.0783 -2.2082 0.2338 -0.0009 -0.4671 0.37 0.19 0.19 0.42 0.42 

0.3 -4.7196 -4.7032 -4.7026 1.3647 -0.0934 -1.6744 0.1635 -0.0009 -0.4806 0.37 0.18 0.18 0.41 0.41 

0.4 -4.9014 -4.8831 -4.8816 1.3784 -0.0928 -1.6297 0.1610 -0.0009 -0.4793 0.36 0.18 0.18 0.40 0.40 

0.5 -6.9327 -6.9433 -6.8870 1.7776 -0.1046 -1.1403 0.0718 -0.0007 -0.5026 0.36 0.17 0.17 0.39 0.39 

0.6 -7.6378 -7.6631 -7.5752 1.9103 -0.1069 -0.9828 0.0370 -0.0006 -0.4846 0.35 0.17 0.16 0.39 0.39 

0.7 -8.1431 -8.1790 -8.0684 2.0129 -0.1087 -0.8880 0.0100 -0.0005 -0.4665 0.35 0.17 0.16 0.39 0.39 

0.75 -8.3065 -8.3426 -8.2284 2.0331 -0.1076 -0.8559 0.0013 -0.0004 -0.4595 0.35 0.17 0.16 0.39 0.39 

0.8 -8.4903 -8.5311 -8.4116 2.0693 -0.1086 -0.8231 -0.0078 -0.0004 -0.4491 0.35 0.17 0.16 0.39 0.39 

0.9 -8.7111 -8.7537 -8.6314 2.1039 -0.1088 -0.8046 -0.0164 -0.0003 -0.4464 0.35 0.17 0.16 0.39 0.39 

1.0 -9.0908 -9.1444 -8.9996 2.0875 -0.0985 -0.6406 -0.0369 -0.0004 -0.3739 0.41 0.18 0.16 0.45 0.44 

2.0 -9.7846 -9.8518 -9.6785 2.1573 -0.0912 -0.6332 -0.0886 0.0000 -0.3308 0.35 0.20 0.18 0.40 0.39 

3.0 -9.8723 -9.9454 -9.7638 1.9783 -0.0625 -0.4997 -0.1264 0.0000 -0.2872 0.36 0.22 0.20 0.42 0.41 

4.0 -10.1578 -10.2337 -10.0468 1.8871 -0.0433 -0.2989 -0.1671 0.0000 -0.2524 0.37 0.23 0.22 0.44 0.43 

5.0 -10.4501 -10.5383 -10.3268 1.9112 -0.0425 -0.2665 -0.1788 0.0001 -0.2279 0.38 0.25 0.23 0.45 0.44 

6.0 -10.2955 -10.3912 -10.1737 1.7375 -0.0172 -0.2683 -0.1851 0.0001 -0.2631 0.38 0.25 0.23 0.46 0.44 

7.0 -10.7313 -10.8358 -10.6028 1.9333 -0.0446 -0.3925 -0.3252 0.0001 -0.2154 0.38 0.26 0.24 0.46 0.45 

7.5 -10.7639 -10.8663 -10.6376 1.9388 -0.0461 -0.3602 -0.1723 0.0001 0.2166 0.38 0.26 0.23 0.46 0.44 

8.0 -10.7802 -10.8796 -10.6550 1.9382 -0.0467 -0.3925 -0.1683 0.0001 -0.2197 0.38 0.25 0.23 0.45 0.44 

9.0 -10.8158 -10.9130 -10.6880 1.9436 -0.0490 -0.4607 -0.1588 0.0001 -0.2234 0.38 0.25 0.23 0.45 0.44 

10.0 -10.8617 -10.9603 -10.7341 1.9515 -0.0511 -0.5116 -0.1525 0.0002 -0.2258 0.37 0.25 0.22 0.45 0.43 

 



202 

 

Figure 8.5 Comparison of observations near M5.9 with our M5.9 regression curves 
with and without intensity data for PGA (top), PGV (middle), and 0.2 
sec PSA (bottom). 
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Figure 8.6 Comparison of observations near M7.6 with our M7.6 regression curves 
with and without intensity data for PGA (top), PGV (middle), and 0.2 
sec PSA (bottom). 
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Figure 8.7 Regression variability as a function of period, where -0.1 is PGV and 0.0 is PGA. 

8.4.1 Scaling 

Scaling with 30SV , magnitude, and distance for all 23 periods is presented in Figures 8.88.11. 

The line color and type are common to these four figures. Ground-motion saturation is 
demonstrated in Figure 8.12 with stronger saturation at short periods than at long periods. Also at 
short periods, saturation is obviously a function of magnitude and distance, while at long periods 
it is dominantly a function of magnitude. 
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Figure 8.8 30SV  scaling for all 23 periods. Solid lines: red = 0.1 sec, green = 0.2 sec, 

blue = 0.3 sec, cyan = 0.4 sec, magenta = 0.5 sec, and black = 0.6 sec. 
Dotted lines: red = 0.7 sec, green = 0.8 sec, blue = 0.9 sec, cyan = 1.0 
sec, magenta = 2.0 sec, and black = 3.0 sec. Short dashed lines: red = 4.0 
sec, green = 5.0 sec, blue = 6.0 sec, cyan = 7.0 sec, magenta = 8.0 sec, 
and black = 9.0 sec. Long dashed lines: red = PGA, green = 0.75 sec, 
blue = 7.5 sec, cyan = 10.0 sec, magenta = PGV. 
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Figure 8.9 Magnitude scaling for 22 periods. Period representation by line color and 
type is the same as Figure 8.8, except PGV is not shown due to different 
units and scale. 
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Figures 8.10 Predicted decay with distance at 22 periods at M6.0. Period 
representation by line color and type is the same as Figure 8.8, except 
PGV is not shown due to different units and scale. 
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Figures 8.11 Predicted decay with distance at 22 periods at M7.6. Period 
representation by line color and type is the same as Figure 8.8, except 
PGV is not shown due to different units and scale. 
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Figure 8.12 Ground-motion saturation for PGA (upper left), 0.2 sec (upper right), 1.0 
sec (lower left), and 10.0 sec (lower right). Decay with distance is shown 
for M8.0 (red), M7.0 (blue), M6.0 (green), and M5.0 (black). 

8.4.2 Comparison to other GMPEs 

For the comparison of our GMPE to other ENA GMPEs, we chose the ENA GMPEs of the 
USGS NSHMP 2014 seismic hazard model [Petersen et al. 2014]. We have purposely not 
identified the other ENA GMPEs in our plots, only our own. The use of the other ENA GMPEs 
is to provide a range of predictions for comparison to our own. Figures 8.13–8.14 presents these 
comparisons for selected periods in separate plots for M6.0 and M7.6. Generally, our GMPEs 
tend to under predict ground motions at close-in distances and over predict at large distances, 
possibly due to our functional form using a simple linear geometrical spreading term due to the 
lack of observations at larger magnitudes for distances less than 50 km. 
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Figure 8.13 Comparison for M6.0 and selected periods of our GMPE (solid black) 
with other ENA GMPEs (colored) used in Petersen et al. [2014]. 
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Figure 8.14 Comparison for M7.6 and selected periods of our GMPE (solid black) 
with other ENA GMPEs (colored) used in Petersen et al. [2014]. 
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8.5 SUMMARY 

We have developed ENA empirical GMPEs at 23 periods including PGA and PGV. The main 
source of ground-motion observations is the NGA-East ground-motion database, which is 
basically limited to observations from M < 6.0 earthquakes. Ground-motion observations from 
the 2001 M7.6 Bhuj earthquakes were added to our regression database. We have also included 
intensity observations for ENA historical earthquakes greater than M6.0 to help constrain the 
GMPEs at large magnitudes (M > 6.0). For the regressions, the observed intensities were 
converted to ground-motion estimates using the GMICEs of Ogweno and Cramer [2014]. Our 
resulting GMPEs thus have observational coverage from M2.5 to 7.7 over a distance range of 
less than 10 km to over 2000 km. The addition of intensity-based estimates of ground motion-
does help constrain the GMPEs at large magnitudes, particularly for periods where there are not 
observations available for the M7.6 Bhuj earthquake. However, the improvement comes with the 
cost of increase uncertainty in the regressions that include the intensity observations because of 
the larger scatter in those observations. 
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9 Ground-Motion Prediction Equations for the 
Central and Eastern United States 

Vladimir Graizer 
U.S. Nuclear Regulatory Commission 

Abstract 

A new median ground-motion prediction equation (GMPE) G-14 model for the Central and 
Eastern U.S. (CEUS) is presented based on the modular filter based approach developed by 
Graizer and Kalkan [2007; 2009] for active tectonic environment in the Western U.S. (WUS). 
The G-14 model is based on the NGA-East database for the horizontal peak ground acceleration 
and 5%-damped pseudo spectral acceleration RotD

50
 component [Goulet et al. 2014]. In 

contrast to the active tectonic environment, the database for the CEUS stable continental 
environment is not sufficient for creating purely empirical GMPEs covering the range of 
magnitudes and distances required for seismic hazard assessments. Recorded data collected in 
the NGA-East database are sparse and cover mostly a range of moment magnitudes M < 6.0 with 
limited amount of near-fault recordings. The functional form of the G-14 GMPE is derived from 
filters: each filter represents a particular physical phenomenon affecting the seismic wave 
radiation from the source. Main changes in the functional form for the CEUS model relative to 
the WUS model are a shift of maximum frequency of the acceleration response spectrum toward 
higher frequencies and an increase in the response spectrum amplitudes at high frequencies. I 
developed site corrections based on multiple runs of different representative 30SV  profiles 

through SHAKE-type equivalent-linear (EQL) programs using time histories and random 
vibration theory (RVT) approaches. Site amplification functions are calculated for different 30SV  

relative to hard rock definition used in nuclear industry (Vs30 = 2800 m/sec). 

The number of predictors used in the model is limited to a few measurable parameters: 
moment magnitude M, closest distance to fault rupture plane R

RUP
, average shear-wave velocity 

in the upper 30 m of the geological profile 30SV , and anelastic attenuation factor Q0. 

Incorporating anelastic attenuation Q0 as an input parameter allows adjustments based on the 
regional crustal properties. The model covers the range of magnitudes 4.0 < M <8.2, distances of 
0 < R

RUP
< 1000 km, S-wave velocities in the upper 30 m of 450 < 30SV  < 2800 m/sec and period 

range of 0.01 < T <10 sec. Comparison are made of the G-14 model with existing CEUS 
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GMPEs. In general, the G-14 model produces results lower than the median EPRI  [Cramer et al. 
2013] model at high frequencies (f > 10 Hz) and higher amplitudes for frequencies lower than 
2.5 Hz. 

9.1 INTRODUCTION 

In contrast to the active tectonic environment in the Western U.S. (WUS) the strong-motion 
record database for the stable continental environment in the Central and Eastern U.S. (CEUS) is 
not sufficient for creating purely empirical (GMPEs) covering range of magnitudes and distances 
required for seismic hazard assessments. Recorded data collected in the NGA-East database 
[Goulet et al. 2014] are sparse and cover mostly a limited range of moment magnitudes M < 6.0 
with only three data points with M > 6 from the 1985 M = 6.8 Nahanni earthquakes. There are 
also only few near-fault recordings, which complicates constraining the GMPE even more 
(Figure 9.1). 

I started the development of the GMPE by using the first version of the database created 
under the NGA-East project provided by the Electric Power Research Institute (EPRI) at the 
beginning of 2013 [EPRI 2013]. It is the same database that was used to update the previous 
EPRI [2004; 2006] GMPEs [EPRI 2013]. I also originally used GMPE models prepared by EPRI 
[2013] and Pezeshk et al. [2011] as main constraints especially for large magnitudes. This 
allowed me to create a “pilot” GMPE by adjusting functional forms and magnitude scaling 
function developed for the WUS to the CEUS [Graizer 2014b]. Later, I switched to the 
November 2014 NGA-East database [Goulet et al. 2014]. 

My GMPE model for the CEUS is based on the same modular filter-based approach 
developed by Graizer and Kalkan for active tectonic environment [2007; 2009; 2011; and 
Graizer 2014a]. The important characteristics of these GMPEs developed for active tectonic 
environment are: 

 The number of predictors used in the model was limited to a few measurable 
parameters: moment magnitude (M), closest distance to fault rupture plane (RRup), 
average shear-wave velocity in the upper 30 m of the geological profile (Vs30) 
style of faulting, anelastic attenuation factor (Q0), and if available basin depth 
defined as depth to the 1.5 km/sec shear-wave velocity isosurface (Z1.5). 

 The predictive model for pseudo-spectral acceleration (PSA) is a continuous 
function of spectral period (T), which eliminates the standard matrix of estimator 
coefficients, and allows for calculation of PSA at any period of interest within the 
model range, which is 0.01 to 10 sec. I use SA in the figures, but all spectral 
accelerations are PSA. 

 The functional form of the GMPEs is derived from filters: each filter represents a 
particular physical phenomenon affecting the seismic wave radiation from the 
source. 

The filter-based approach in modeling ground-motion attenuation is shown to provide accuracy 
(expected median prediction without significant bias) and efficiency (relatively small standard 
deviation of predictions). 
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(a) 

(b) 

Figure 9.1 Subset of the NGA-East database used considering earthquakes with M 
≥ 3.75 and a total of 5026 data points: (a) magnitude versus rupture 
distance; and (b) PGA versus Vs30. 
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There are a number of simplifications relative to the original WUS model in my CEUS 
model: 

 No bump in the near field since there are no data to support it. 

 No basin effect. 

 No distinguishing between different fault styles. 

Main changes in the functional form for the CEUS are a shift of the acceleration response 
spectrum shape toward higher frequencies and an increase in the response spectrum amplitude at 
high frequencies. 

The G-14 model is based on the NGA-East database for the horizontal peak ground 
acceleration (PGA) and 5%-damped pseudo spectral acceleration (PSA) RotD

50
 component 

[Goulet et al. 2014]. Figure 9.1 demonstrates a subset of 5026 data points from this database with 
M ≥ 3.75 and fault distances R

RUP
≤ 1000 km used to constrain the G-14 model. The dataset 

includes 48 earthquakes from different regions in the CEUS with no distinction made between 
the mid-continent and Gulf Coast regions. Mid-continent data dominate the dataset. I did not use 
data with lower magnitudes and larger distances. I also included six data points from the recent 
M = 4.8 11/12/2014 Kansas earthquake recorded by high-quality strong-motion instruments at 
the epicentral distances of 18 to 162 km (http://www.strongmotioncenter.org/). 

9.2 PGA ATTENUATION MODEL 

In this approach [Graizer and Kalkan 2007, 2011, 2015; and Graizer 2014a), a GMPE is 
expressed as a series of filters: each filter represents a certain physical phenomenon affecting the 
radiation of seismic waves from the source. In this representation, filters [denoted as Gn in 
Equation (9.1), where n is the filter number] are in multiplication form (cascade of filters). This 
way simplifies controlling their relative contributions on resultant ground-motion intensity 
measures. 

PGA = G1 G2 G3 G4 G5 Y (9.1) 

In Equation (9.1), 1,..,n
G  is a function of a set of independent parameters representing, 

magnitude, distance, style of faulting (F), shallow site conditions, basin, and other parameters 

affecting the physical process of ground-motion distance attenuation with standard deviation Y . 

The latest Graizer-Kalkan GMPE for PGA was composed of five different filters [Equation 
(9.1)] [Graizer 2014a; Graizer and Kalkan 2015). For consistency, I am keeping same number of 
filters for the G-14 CEUS GMPE (Figure 9.2). 

In my new model the first filter, G1 is for magnitude scaling and style of faulting scaling 
with the same approximation function type as for WUS [Graizer and Kalkan 2007]: 

1 2 3
( , ) [ arctan ( ) ]A M F c M c c F    (9.2) 
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Figure 9.2 G-14 PGA model for the free-field horizontal component of ground motion. 

Equation (9.2) and Figure 9.3(a) and (b) demonstrate PGA scaling with magnitude at zero 
rupture distance for the hard rock (Vs= 2800 m/sec). The coefficients cn are adjusted based on a 
combination of: (1) ratios of amplitude of earthquakes 3.75 <M <6 from the NGA-East database 
relative to the NGA-West; (2) average stress-drop ratio between WUS and CEUS; and (3) 
checked against recent ground-motion simulations ratios between M5.0 and higher M (see 
Section 1.3.4 and Appendix 1B, Goulet et al. [2015]; Atkinson and Assatourians [2015]; Graves 
and Pitarka [2015]; and Olsen and Takedatsu [2015]). Comparisons with ground-motion 
simulations are discussed in more detail later. 
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(a) 

 

 
(b) 

Figure 9.3 PGA scaling (a, b) and corner distance dependence from magnitude for 
the hard rock conditions (Vs = 2800 m/sec). 
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The G2 filter models the distance attenuation of ground-motion and is similar to the 
frequency response function of a damped single-degree-of-freedom (SDOF) oscillator. This filter 
is expressed as:  

 
2 2

2 2

2 2 2

1
( , , )

1 ( ) 4 ( / )
G M R C

R R D R R


 
 (9.3) 

where R2 is the corner distance in the near-source defining the plateau without significant 
attenuation of ground-motion. This parameter is directly proportional to earthquake magnitude; 
the larger is M, the wider is the plateau defined by R2. Corner distance is proportional to the 
moment magnitude M with scaling law previously developed for the active tectonic environment 
[Graizer and Kalkan 2007]; see Figures 9.2 and 9.3(b):  

2 4 5
R c M c   (9.4) 

There is an analogy between R2 and the corner frequency defined in Brune’s model 
[1970; 1971] since both are related to the earthquake magnitude. Equation (9.3) and (9.4) imply 
that for larger magnitudes, the turning point on the attenuation curve occurs at larger distances; 
see Figure 9.3. In my new model for the CEUS, I kept this turning point same as for the WUS 
[Graizer and Kalkan 2007] since there is not enough information to constrain it based on CEUS 
data. I assigned parameter 2 0.7D  , which is equivalent to no “bump” (increase in amplitude of 

ground motion at certain distance from the fault) on PGA attenuation with smooth transition 
from plateau to the 1R  attenuation. 

The G3 filter adjusts distance attenuation rate by including anelastic attenuation given as: 

11 12
3

0

exp
c c M

G R
Q


 

  
  
  

 (9.5) 

where Q0 is the regional quality-factor for propagation of seismic waves from source to the site 
at a frequency of 1 Hz, and 

11c  and 
12c  are coefficients. Equation (9.5) changes the PGA 

attenuation rate after it is plugged into Equation (9.1). The value for Q0 varies regionally and is 
about 6501000 for the CEUS [Mitchell and Hwang 1987; Erickson et al. 2004; and Pasyanos 
2013]. Based on my previous tests [Graizer 2014a], I concluded that it is reasonable to use a 
constant Q0 typical for a given region/path (usually that for Lg or Coda waves). In my CEUS 
model, I assume frequency-independent Q. I expect that my model can be adjusted to other 
stable tectonic regions by using Q0 values typical for that region. 

To fit the data I had to assume anelastic attenuation to be magnitude dependent with 
higher magnitudes, thus producing lower PGA decay. The simplest explanation for this is that 
larger magnitude events generate wider spectrum of waves with longer period waves attenuating 
slower and creating more converted waves. Pasyanos [2011; 2013] demonstrated that 
incorporating laterally variable Q into a GMPE without even taking into account the effect of 
Vs30 improves agreement between empirical data and model predictions. 
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After experimenting with geometrical spreading and varying it from R-1 to R-1.3, I found 
that R-1 fits NGA-East data best. Similarly to the WUS, the CEUS PGA practically saturates with 
M = 8 (Figure 9.3). This plot is shown for the hard rock of Vs = 2800 m/sec. 

9.3 SITE CORRECTION 

The G4 filter models ground-motion amplification due to shallow site conditions (Vs30). I 
developed my own site correction based on multiple runs of different representative profiles 
through SHAKE-type equivalent-linear (EQL) programs using time histories and random 
vibration theory (RVT) approaches [Kottke and Rathje 2008], and an EQL RVT type code 
developed at the U.S. Nuclear Regulatory Commission. Site amplification functions are 
calculated for different 30SV  relative to hard rock definition used in nuclear industry  (Vs30 = 2800 

m/sec): 

 
30

30 30

30

30

30

30

_ 1
2

1 ( ) 1.96( / )

0.5 ln( / 2800)

/ 120 1.6

S

S S

S

S

V

V V

V S

V S

k
Lin Amp

f f f f

k V

f V

 

 

 

 
 (9.6) 

Here, f is frequency. I checked my site correction from Vs30 = 760 m/sec to hard rock (Vs30  = 
2800 m/sec) conditions against Atkinson and Boore [2006; 2011]. Equation (9.6) produces 
transfer function with results between those presented in these two publications; see Figure 9.4. 
This linear site amplification function covers the range of 450 < Vs30 < 2800 m/sec, but 
practically can be applied to all data in the subset of the NGA-East database used since data with 
even lower Vs30 have very low amplitudes and are not expected to produce nonlinearity; see 
Figure 9.1(b). 

I also developed a nonlinear site effects model similar to that of Abrahamson et al. 
[2014]. Nonlinearity starts at Vs30 = 450 m/sec and site amplification decreases proportionally to 
PGA (PSA), starting from accelerations higher than 0.05g (real effect starts being visible for 
PGA > 0.1g). 

The G5 filter is for basin effect and was developed and calibrated based on California 
data [Graizer 2014a; Graizer and Kalkan 2015]. This filter is a function of three parameters: (1) 
depth to 1.5 km/sec shear-wave velocity isosurface under the site, denoted as Z1.5; (2) distance 
from the earthquake source; and (3) period (T). It is set to one and does not produce any effect on 
attenuation in the current GMPE version. 
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Figure 9.4 Vs30 site amplification relative to hard rock (2800 m/sec) and comparison 
with Atkinson and Boore [2006; 2011] correction from hard rock to Vs30 
= 760 m/sec.. 

9.4 PGA-BASED PREDICTIVE MODEL FOR SPECTRAL ACCELERATION 

Following the approach developed in Graizer and Kalkan [2009] for WUS, a spectral 
acceleration prediction model that explicitly integrates PGA as a scaling factor for the spectral 
shape was developed, which is a continuous function of spectral period (or frequency). Thus, it 
allows for prediction of PSA at any period of interest within the model range of 0.01 to 10 sec or 
even longer periods; Figure 9.5 summarizes this model. 

Summation of a modified lognormal probability density function with an altered SDOF 
oscillator transfer function (Figure 9.5) eventually provides the desired shape with enough 
flexibility to fit into wide range of spectral shapes of real recordings. Each one of these functions 
simulates certain spectral behavior, and their combination results in a working predictive model. 

I made a number of modifications to the WUS model to fit the CEUS data. For example, 
in current model, spectral slope ζ at long periods is M dependent, resulting in slower decay for 
larger M for M > 5.25. The fastest slope is 2.25 for small events with M ≤ 5.25; the slowest of 
1.5 is for large M ≥ 8.0 events. 

I also observed the same tendency as seen in the WUS, with a shift of the peak of 
response spectra with distance toward lower frequencies; see Figures 9.6 and 9.7. Comparisons 
of average RS at different distances from the fault clearly demonstrates shift of the maxima to 
longer periods with increasing distance to the source. I did not observe this tendency in the EPRI 
[2013] model. 
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Figure 9.5 PGA-based G-14 model for 5%-damped pseudo spectral acceleration 
RotD

50
 component. 
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Figure 9.6 Comparisons of average response spectra at different distances from the 
fault for the Riviere-du-Loup and Val-des-Bois events, demonstrating 
shift of the maxima to longer periods with increasing rupture distance. 
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Figure 9.7 Comparisons of average response spectra at different distances from the 
fault for the Mount Carmel and Mineral events, demonstrating shift of 
the maxima to longer periods with increasing rupture distance. 
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Figure 9.8 demonstrates examples of the spectral acceleration functions for magnitudes 
4.5 ≤ M ≤ 7.5 at fault distances of 1 and 20 km. Note: in contrast to the WUS, the CEUS 
response spectra flatten at much higher frequencies. 

 

 

 

 

Figure 9.8 Examples of the spectral acceleration functions for magnitudes 4.5 < M 
< 7.5 at fault distances of 1 and 20 km for hard rock conditions. 
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Figure 9.9 demonstrates comparisons of the G-14 spectral acceleration functions for the 
CEUS with GK-14 for the WUS at rupture distances of 5 and 50 km for the average Vs30 = 760 
m/sec. As shown in this figure, high-frequency amplitudes of the G-14 PSA functions are few 
times higher than that of GK-14, while the low-frequency amplitudes are similar. Similarities of 
low-frequency PSA values are expected up to certain distances. At larger distances, low 
frequencies in the west are expected to be lower because of lower Q0. 
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Figure 9.9 Comparisons of the G-14 spectral acceleration functions for the CEUS 
with GK-14 for the WUS at rupture distances of 5 and 50 km for the 
average Vs30 = 760 m/sec. 
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Figure 9.10 shows magnitude scaling for PGA and PSA of 10, 2.5, and 0.5 Hz. Figure 
9.11 demonstrates comparisons of the average scaling ratios relative to M = 5.0 from ground-
motion simulations (EXSIM, GP, SD) for TORZ = 5 km (dashed lines) [Goulet et al. 2015; 

Atkinson and Assatourians 2015; Graves and Pitarka 2015; and Olsen and Takedatsu 2015] with 
that of the G-14 model (solid lines) at rupture distances of 50 and 100 km. It compares well in 
terms of amplitudes and shapes for frequencies higher than 2 Hz. For lower frequencies, G-14 
generally compares well in terms of shape of behavior, but predicts lower ratios relative to M = 
5.0. 
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Figure 9.10 Magnitude scaling at PGA and PSA of 10, 2.5, and 0.5 Hz for hard rock 
conditions. 
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(a) 

 
(b) 

Figure 9.11 Comparisons of the average scaling ratios relative to M = 5.0 from 
simulations (EXSIM, GP, SD) for TORZ = 5 km (dashed lines) with that 

of the G-14 model (solid lines) at rupture distances of (a) 50 and (b) 100 
km. 
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As stated earlier, the pilot version of the model was designed based on EPRI [2013] and 
Pezeshk et al. [2011] models. Figures 9.129.15 demonstrate comparison of my model for the 
CEUS with the above-mentioned models for magnitudes M = 5.0 and M = 7.5 for the seven 
frequencies of interest in nuclear industry. In general, the G-14 model produces results lower 
than the median EPRI 2013 model at high frequencies (f > 10 Hz) and higher amplitudes for 
frequencies lower than 2.5 Hz. 

Figures 9.16-9.18 compares G-14 model with previously published individual seven 
models for CEUS [Somerville et al. 1997; Toro et al. 1997; Campbell 2003; Silva et al. 2003; 
Tavakoli and Pezeshk 2005; and Atkinson and Boore 2011] for magnitudes 5.5, 6.5, and 7.5 at 
PGA, and spectral frequencies of 10 Hz and 1 Hz. Figures 9.8 and 9.109.18 are shown for hard 
rock conditions. 

Figures 9.19-9.22 demonstrate the model behavior (spectral acceleration decay with 
rupture distance) for different frequencies (from 0.1 to 100 Hz) compared to recorded data from 
the NGA-East database. These G-14 curves are shown for Vs30 = 640 m/sec – average Vs30 in the 
database used. 

Figure 9.23 demonstrates examples comparisons of G-14 model predictions with a 
number of recorded data from Nahani M6.76, Mineral Virginia M5.68, Au Sable Forks M5.0, 
and Kansas M4.8 earthquakes. 
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Figure 9.12 Comparison of the G-14 (M2d) model for the CEUS with the median 
EPRI 2013 model and low, median and high EPRI clusters for magnitude 
M =5 .0 for PGA and PSA of 10 Hz. 
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Figure 9.13 Comparison of the G-14 (M2d) model for the CEUS with the median 
EPRI 2013 model and low, median and high EPRI clusters for magnitude 
M =5 .0 for PSA of 2.5 and 0.5 Hz. 
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Figure 9.14 Comparison of the G-14 model for the CEUS with the median EPRI 
2013 model and low, median and high EPRI clusters for magnitude M = 
7.5 for PGA and PSA of 10 Hz. 
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Figure 9.15 Comparison of the G-14 model for the CEUS with the median EPRI 2013 
model and low, median and high EPRI clusters for magnitude M = 7.5 for PSA 
of 2.5 and 0.5 Hz. 
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Figure 9.16 Comparison of the G-14 (M2d) model with the individual seven CEUS 
models for magnitudes 5.5, 6.5, and 7.5 at PGA. 
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Figure 9.17 Comparison of the G-14 (M2d) model with the individual seven CEUS 
models for magnitudes 5.5, 6.5, and 7.5 at PSA of 10 Hz. 



238 

 

 

 

Figure 9.18 Comparison of the G-14 (M2d) model with the individual seven CEUS 
models for magnitudes 5.5, 6.5, and 7.5 at PSA of 1 Hz. 
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Figure 9.19 Model behavior (spectral acceleration decay with rupture distance) for 
different 100 and 25 Hz compared to recorded data. 
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Figure 9.20 Model behavior (spectral acceleration decay with rupture distance) for 
different 10 and 5 Hz compared to recorded data. 
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Figure 9.21 Model behavior (spectral acceleration decay with rupture distance) for 
different 2.5 and 1 Hz compared to recorded data. 
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Figure 9.22 Model behavior (spectral acceleration decay with rupture distance) for 
different 0.5 and 0.1 Hz compared to recorded data.  
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Figure 9.23 Examples comparisons of G-14 model predictions with recorded data from the 
Nahani M6.76, Mineral Virginia M5.68, Au Sable Forks M5.0, and Kansas 
M4.8 earthquakes. 
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9.5 RESIDUALS 

Evidently, it is difficult to create a GMPE working in the range of 0 to 1000 km. In this case of 
CEUS, I first attempted to have the G-14 model with the coefficients shown in Figures 9.2 and 
9.5 working at all frequencies, only to discover that residual curves still have linear trends, over 
prediction at closer distances, and under prediction at large rupture distances. To correct for these 
trends, I added linear trend correction at each period of interest. Table 9.2 presents residuals 
corrections applied at 11 periods of interest; PGA is assigned T = 0.001 sec. Figure 9.24 
demonstrates the final residuals after above-mentioned correction (removing linear trends).  
Standard errors of residuals are shown on Figure 9.25. 

 

Table 9.2 Corrections for Residuals at Eleven periods. 

     Residual
cor

SA T SA T T  

   Residual 0.001sec exp 0.000257 0.270R    

   Residual 0.01sec exp 0.000257 0.270R    

   Residual 0.02 sec exp 0.000330 0.350R    

   Residual 0.04 sec exp 0.000421 0.428R    

   Residual 0.1sec exp 0.000441 0.409R    

   Residual 0.2 sec exp 0.000141 0.300R    

   Residual 0.4 sec exp 0.000290 0.314R    

   Residual 1.0 sec exp 0.000569 0.368R    

   Residual 2.0 sec exp 0.000300 0.300R    

   Residual 5.0 sec exp 0.000250 0.500R    

   Residual 10 sec exp 0.000300 0.650R    
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Figure 9.24 G-14 (M2d) residuals versus fault distance. 
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Figure 9.24 Continued. 
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Figure 9.24 Continued. 

Figure 9.25 Standard error of G-14 model based on NGA-East and EPRI [2013] 
databases. 
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9.6 RESULTS 

The new G-14 GMPE model for the CEUS is presented based on a filter-based approach first 
developed by Graizer and Kalkan [2007; 2009] for an active tectonic environment. The model 
uses same set of functions as in WUS, with calibration (coefficients) adjusted based on the NGA-
East database of September 2014 for the horizontal PGA and 5%-damped PSA RotD

50
 

component [Goulet et al. 2014]. 

In contrast to the active tectonic environment, this database for the CEUS stable 
continental environment is not sufficient to create purely empirical GMPEs covering the range of 
magnitudes and distances required for seismic hazard assessments. Recorded data collected in 
the NGA-East database are sparse and cover mostly range of magnitudes M < 6.0, with limited 
amount of near-fault recordings. I used the subset of this database with M ≥ 3.75 and fault 
distances R

RUP
≤ 1000 km with the addition of six data points from the recent M = 4.8 

11/12/2014 Kansas earthquake recorded by high-quality strong-motion instruments at the 
epicentral distances of 18162 km. The total number of earthquakes in the subset used is 48 with 
a number of 5026 recordings. 

To constrain the model coefficients for larger magnitudes, I used a combination of: (1) 
ratios of amplitude of earthquakes with 3.75 < M < 6 from the NGA-East database relative to the 
enhanced NGA-West1 database; (2) average stress-drop ratio between WUS and CEUS; and (3) 
recent ground motion simulations ratios between M = 5.0 and higher M [Atkinson and 
Assatourians 2015; Graves and Pitarka 2015; and Olsen and Takedatsu 2015, see Appendix 1B]. 
The core function [Equation (9.3)] and the corner distance dependence function [Equation (9.4)] 
are taken from our findings for the WUS [Graizer and Kalkan 2007]. 

Comparisons were made of the G-14 model with the EPRI [2013] and a number of other 
published GMPEs. In general, the G-14 model compares reasonably well with most of the 
current models, but produces results lower than the median of the EPRI 2013 model at high 
frequencies (f > 10 Hz) and slightly higher amplitudes for frequencies lower than 2.5 Hz. These 
results are based on the NGA-East database. 

I developed site correction based on multiple runs of different representative VS30 through 
SHAKE-type equivalent-linear programs using time histories and RVT approaches. Site 
amplification functions are calculated for different  VS30 relative to hard rock definition used in 
nuclear industry ( sV = 2800 m/sec). Model is covering the range of 450 < VS30 = 2800 m/sec. 

The model is easy to use with a limited number of measurable parameters: moment 
magnitude M, closest distance to fault rupture plane R

RUP
, average shear-wave velocity in the 

upper 30 m of the geological profile VS30, and anelastic attenuation factor Q0. Incorporating 
anelastic attenuation Q0 as an input parameter allows adjustments based on the regional crustal 
properties. 

The model covers the range of moment magnitudes of 4.0 < M <8.2, distances of 0 < 
R

RUP
< 1000 km, S-wave velocities of 450 < VS30 = 2800 m/sec and period range of 0.01 to 10 

sec. 
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The Graizer-14 ground-motion prediction models for PGA and PSA are available from 
the author in MatLab format. 
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Abstract 

We update ground-motion prediction equations (GMPEs) for Eastern North America (ENA) 
using the referenced empirical approach of Atkinson [2008]. The technique is based on the use of 
residual analysis that models differences between regional ground-motion observations and a 
reference GMPE developed for a data-rich region. The update is timely because the NGA-West2 
GMPEs for shallow crustal earthquakes in active tectonic regions enable a significant 
improvement in the implementation of this model, relative to previous work (e.g., Atkinson and 
Boore [2011]). The predicted ground-motion amplitudes of the ENA referenced empirical model 
are very similar to the equivalent California values of Boore et al. [2014a] (BSSA 14) at close 
distances (R ≤ 50 km), at low to moderate frequencies (f ≤ 5 Hz). At regional distances (R > 50 
km) and at high frequencies (f > 5 Hz), the ENA data suggest higher ground-motion amplitudes 
than the BSSA14 reference model, presumably due to lower attenuation and higher stress for 
ENA events relative to those in active tectonic regions. We also show that the referenced 
empirical approach predicts ground motions that are consistent with those produced by the 
hybrid empirical approach [Campbell 2003], considering recent equivalent point-source models 
that match both ENA and California ground-motion databases 

10.1 INTRODUCTION 

Ground-motion prediction equations (GMPEs) are simple functions that describe ground-motion 
amplitudes as a function of magnitude, distance and site condition, and which are key elements 
in seismic hazard modeling. The common approach to developing GMPEs in data-rich regions is 
to empirically correlate the observed ground-motion amplitudes to predictive variables that 
represent source, path, and site terms using a suitable functional form. An example of recent 
empirical GMPEs is the Pacific Earthquake Engineering Research Center’s (PEER’s) Next 
Generation Attenuation (PEER NGA-West1) equations, which have been developed for shallow 
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crustal earthquakes in active tectonic regions [Power et al. 2008; Bozorgnia et al. 2014]. The 
second generation of NGA equations was recently published as part of the NGA-West2 project, 
as described by Bozorgnia et al. [2014] and references contained therein. The NGA-West2 
equations facilitate a fresh look at GMPEs for ENA. This is because the NGA-West2 equations 
are much more robust for small-to-moderate magnitude events than previous empirical GMPEs, 
enabling meaningful comparisons between eastern and western events in the magnitude range for 
which ENA data are plentiful. Note that although ENA data are relatively plentiful for small-to-
moderate events, especially at regional distances, they are too sparse in the magnitude-distance 
range of engineering interest to allow direct regression of ground-motion amplitude data to 
determine robust empirical GMPEs. 

In general, three different approaches have been proposed to develop GMPEs in ENA. 
The most widely used approach is the stochastic simulation-based method, in which a 
seismological model is used to model source, path, and site effects (e.g. Atkinson and Boore 
[1995, 2006, 2011]; Toro et al. [1997]; Silva et al. [2002]). Simulation-based GMPEs usually 
rely on a simple seismological model in which the underlying source, path, and site parameters 
are determined from small-to-moderate magnitude events, and then used to model expected 
motions over a wider range of magnitudes and distances. 

Another popular approach is the hybrid empirical method [Campbell 2003; Tavakoli and 
Pezeshk 2005; Pezeshk et al. 2011]. In this method, GMPEs from host regions (active regions 
with robust empirical GMPEs) are adjusted to produce GMPE models for target regions (regions 
with poor ground-motion databases). This method also makes use of stochastic simulations: 
specifically, the adjustment factors are defined as the ratio of the simulated ground-motion 
amplitudes for the target region divided by the simulated ground-motion amplitudes for the host 
region. 

A third method for development of GMPEs in data-poor regions is the referenced 
empirical method [Atkinson 2008]. In this method, sparse observational data are compared to an 
empirical GMPE model from a data-rich region [Atkinson 2008; Atkinson 2010; Atkinson and 
Boore 2011; and Atkinson and Motazedian 2013]. This method is similar in concept to the 
hybrid empirical method. The difference is that the adjustment factors are purely empirical, 
estimated using the ratio of the observed regional ground motions in the target region to the 
predicted values for the host region. 

In both the hybrid empirical method and the referenced empirical method, we anchor our 
predictions to experience from data-rich regions. This approach is fundamentally robust, 
particularly in light of the growing body of evidence that regional differences in ground motions 
may not be as significant as once believed [Douglas 2004; Bommer et al. 2007; Atkinson and 
Morrison 2009]. The general similarity in ground motions between regions lends weight to the 
concepts implicit in such approaches. These concepts are that the magnitude scaling and overall 
near-source behavior should be the same in the host and the target regions, with regional 
differences being attributed to differences in fundamental source and attenuation parameters. 

In this study, we use the referenced empirical method to develop a GMPE model for 
ENA, relative to the reference model of Boore et al. [2014; denoted BSSA14] which was 
developed as part of the NGA-West2 Project [Bozorgnia et al. 2014]. Any of the NGA-West 
equations could be used with relatively similar results, because the method is essentially a 
calibration of the GMPE to the database. The BSSA14 GMPE is especially convenient as all of 
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its necessary input parameters are available for the ENA database. Moreover, it is well 
constrained at low magnitudes (M > 3.5) and large distances R ≤ 400 km, making comparisons to 
ENA data robust. 

We could have developed a referenced empirical GMPE for each of the NGA-West2 
equations, to include some measure of epistemic uncertainty due to the choice of the reference 
equation. However, this would represent only a partial source of epistemic uncertainty in the 
resulting GMPEs. The relative magnitude of this uncertainty can be judged by the comparisons 
given by Gregor et al. [2014] between the NGA-West2 models. We believe that other sources of 
epistemic uncertainty, especially those arising from limitations in the ENA database, are more 
important. Therefore, we choose to restrict the focus of this paper and do not aim to characterize 
epistemic uncertainty here. Rather, this paper presents one approach that can be used, alongside 
other approaches, in a broader evaluation of epistemic uncertainty. 

The referenced empirical method has been previously used to develop GMPE models in 
ENA. Atkinson [2008] developed a referenced GMPE model (A08) for ENA based on the first 
generation of NGA GMPE equations [Boore and Atkinson 2008; denoted BA08], which was 
updated by Atkinson and Boore [2011] (with the updated model being denoted A08). In this 
study, we make a major improvement on A08 by using a reference GMPE that is dramatically 
improved for small-to-moderate magnitudes, enabling a much more robust GMPE to be 
developed for ENA. Moreover, we show that the approach is in demonstrable agreement with 
predictions that would be made using the hybrid empirical approach for ENA, using recent 
validated equivalent point-source models for both the host and target regions. Thus we ‘close the 
loop’ between the referenced empirical and hybrid empirical methods. 

10.2 THE GROUND-MOTION DATABASE FOR ENA 

Our target region is ENA, defined here as North America east of 105° W longitude. The ENA 
database of this study is compiled from several different resources (see Section 10.5). Figure 
10.1 is a map of recording stations and events used in this study. The ENA database consists of 
two separate regions, the central U.S. (designated Central), and southeastern Canada and 
northeastern U.S. (designated East). The regions differ in that data from the Central region is 
recorded predominantly on soil sites, while that from the East region is recorded predominantly 
on rock sites. We removed recorded ground motions in the Gulf Coast region (Figure 10.1) from 
our database because of significantly deep sediments in this region, which cause considerably 
different attenuation behavior [EPRI 2004]. 

The database of this study consists of peak ground-motion amplitudes (peak ground 
acceleration [PGA], peak ground velocity [PGV]) and response spectra (5%-damped pseudo-
acceleration [PSA]) at frequencies from 0.1 to 20 Hz for horizontal components of ground 
motions. We used rotation-angle-independent geometric average of horizontal ground-motion 
amplitudes ( RotD50 ) [Boore 2010] if available, and geometric mean of the two horizontal 
components if the RotD50  was not available (see Section 10.5). We used instrument-corrected 
response spectra and ground-motion amplitudes whenever available, and process time histories 
to calculate these ground-motion parameters when it was needed. The processing of the 
waveforms involved baseline correction, windowing, tapering, digital filtering, removing 
instrumental response, and obtaining response spectra and Fourier spectra at defined frequencies 
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instrumental response, and obtaining response spectra and Fourier spectra at defined frequencies 
band, as described by Assatourians and Atkinson [2010]. We retained data only for those 
frequencies with a signal-to-noise ratio greater than two. Moreover, we used only events with at 
least five records and having moment magnitudes (M) greater than three. The moment 
magnitudes of the events are either known (see Section 10.5) or can be reliably estimated (within 
0.2 units) from the PSA amplitude at 1 Hz as described by Atkinson and Babaie Mahani [2013]. 

The ENA database consists of events with M ≤ 5.8 with relatively few observations at 
close distances (R ≤ 50 km). Therefore, for the ENA database we can assume that the closest 
distance to the surface projection of the rupture (RJB) is approximately equal to the epicentral 
distance (Repi), and that the closest distance to the rupture surface (Rcd) is equal to hypocentral 
distance (Rhyp). We consider records with Repi ≤ 400 km, to be consistent with NGA-West2 
database [Boore et al. 2014b]. To consider site amplification effects following the format of the 
reference BSSA14 GMPEs, we characterized each site according to its time-averaged shear wave 
velocity in the upper 30 m (Vs30).  Vs30 information is extracted from the updated NGA-East 
database (see Section 10.5). According to the NGA-East database, Vs30 values are either 
measured or estimated using two to five different proxies. The weighted average of these proxies 
provides more reliable estimate of Vs30 comparing to the values obtained by a single proxy (e.g., 
such as the topographic slope method of Wald and Allen [2007]). 

Figure 10.2 shows the magnitude-distance distribution of the database, distinguishing 
between different site classes based on their NEHRP (National Earthquake Hazards Reduction 
Program) site classification. Here, the histogram of number of sites in each site class is also 
shown for both regions (Note: NEHRP site classifications are based on Vs30 values, where Vs30 ≤ 
180 m/sec considered as site class E, 180 < Vs30 ≤ 360 m/sec considered as site class D, 360 < 
Vs30 ≤ 760 m/sec considered as site class C, 760 < Vs30 ≤ 1500 m/sec considered as site class B, 
and Vs30 > 1500 m/sec considered as site class A). 

 

Figure 10.1 Geographic distribution of study events and stations. 
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Figure 10.2 Top: Magnitude-distance distribution of the database, by NEHRP site 
classes; Bottom: Histogram of number of stations in each site class. 

10.3 REFERENCED EMPIRICAL METHOD 

The idea behind the referenced empirical approach is to adjust well-calibrated empirical GMPEs 
from a data-rich region (host region) to match the observed data in a target region. Applying this 
method, we can make the best use of both region-specific empirical ground-motion data and 
global experience from better-instrumented regions. The main assumption of this method is that 
the magnitude scaling and overall near-source behavior of ground motions are the same in the 
host and target regions, although the overall ground-motion levels at the source might be 
different (if the source parameters differ), and the attenuation might be different. Under these 
conditions, if we can establish the regional differences at moderate magnitudes, we can extend 
them to larger magnitudes. To proceed, we compute the residuals, defined as the difference (in 
log units) between the observed ground-motion parameters from the target region and the 
predicted ground-motion parameters of the host region GMPEs. Adjustment factors are defined 
to model the observed residual trends. The adjustment factors can modify the overall level of the 
reference GMPEs frequency-by-frequency, and possibly change their shape as a function of 
distance, in order to match the regional data. Adjustments to the overall level can accommodate 
regional variations in stress drop and event type, while adjustments to the distance coefficients 
can accommodate regional variation of attenuation parameters, including any differences in 
anelastic attenuation or geometrical spreading [Atkinson 2008; Atkinson 2010; Atkinson and 
Motazedian 2013]. 
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The key inputs to construct referenced empirical GMPEs are regional ground-motion data 
from the target region and a set of reference GMPEs from the host region. The ground-motion 
database of this study is the ENA database as discussed in the previous section (horizontal 
components), while the reference GMPE is BSSA14 [Boore et al. 2014b]. Input parameters for 
BSSA14 are M, JBR , 30SV , and source mechanism (assumed as unspecified). The outputs of 
BSSA14 are RotD50  [Boore 2010] of horizontal ground-motion amplitudes (PGA and PGV) 
and PSA at the defined frequency range (0.1 to 20 Hz), which is approximately the geometric 
mean of two randomly-oriented horizontal components. 

The residuals (in log units) are computed for each record as the log (base10) of the ratio 
of the observed ENA horizontal ground motions to those predicted by BSSA14 reference model 
[i.e., log (residual) = log (observed ENA amplitude/ predicted amplitude from BSSA14)]. Figure 
10.3 shows the residuals for Central and East regions at two selected frequencies (1 and 5 Hz) 
versus distance ( JBR ), along with the function used to model the residuals (described in the 
following). Inspection of Figure 10.3 reveals that the averages of the residuals (filled squares) are 
positive in all distance bins, except at very close distances. This implies relatively higher ground-
motion amplitudes in ENA in comparison to those in active regions, although at short distances 
(R ≤ 50 km) the differences in amplitudes do not appear to be significant (at f ≤ 5 Hz). There is 
an increasing residual trend at distances > 50 km, which is increasingly important, especially at 
high frequencies. The residual trends observed here agree with our general expectations, 
considering the slower attenuation of ENA motions at regional distances [Atkinson 2004]. At 
distances ≤ 50 km, the differences between ENA amplitudes and the predictions of BSSA14 
model are not significant, at least at 1 and 5 Hz. The residual trends in the Central region are 
very similar to the equivalent values in the East region, which suggests similar ground-motion 
amplitudes for both regions. This agrees with a previous conclusion by Babaie Mahani and 
Atkinson [2012], and with expectations based on modeling studies by EPRI [2004]. Therefore, in 
order to develop more robust adjustment factors, the residuals for the East and Central regions 
are combined. 

Figure 10.4 shows the residuals at four selected frequencies (0.5, 1, 5, and 10 Hz) for the 
whole ENA database. Here, the residual trends are defined as: 

      

         

1 2

3

log

max 0, log min ,150 50

ENA JB ijij

JB ij i ij

F f C f C f R

C f R f f 

   

      (10.1) 

where  log ENA ij
F f   is the residual estimated for recording j in event i as a function of 

frequency,  1C f  adjusts the overall level of BSSA14 reference GMPEs,  2C f  is a factor to 
model regional differences in anelastic attenuation,  3C f  is a factor to adjust the shape of the 
reference GMPEs (as a function of distance) to match the observed ground-motion attenuation 
shape in ENA in the transition zone from direct wave to Lg-spreading (50 ≤ R < 150 km) and 
beyond,  is the random event term for event i, and  represents the within-event residual for 
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recording j in event i. Event terms have zero mean and standard deviation of τ (log10 units), 
while within-event errors have zero mean and standard deviation of  (log10 units). 

The adopted functional form of Equation (10.1) produces a relatively flat attenuation 
zone between 50 and 150 km, which is consistent with proposed tri-linear ENA empirical models 
(e.g., Atkinson and Mereu [1992] and Atkinson, [2004]). This functional form offers advantages 
in fitting the observed residuals over alternative bilinear forms, which are also commonly used 
(e.g., Boatwright and Seekins [2011] and Atkinson and Boore [2011]). The transition zone 
models the effect of reflections and refractions off the Moho discontinuity, which disrupts 
amplitude decay in the distance range from 50 to 200 km (e.g., Burger et al. [1987]). 

To solve Equation (10.1), we applied a mixed effects regression of residuals according to 
Abrahamson and Youngs [1992]. An iterative regression was performed to maximize the 
likelihood of the model (Equation 3 in Abrahamson and Youngs [1992]) and estimate the 

adjustment factor coefficients      1 2 3,C f C f and C f    and  3
C f , as well as the variability 

parameters  , , , andi ij    . The total standard deviation   is obtained as: 

2 2     (10.2) 
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Figure 10.3 Residuals in Central and East regions compared to BSSA14 reference 
GMPE in log10 units for PSA at 1 and 5 Hz frequencies. The residuals 
are coded by magnitude. Filled squares show mean residuals in equally 
log-spaced distance bins with their corresponding standard error, and 
solid lines show the fit line to residuals [Equation (10.1)]. 

 

Table 10.1 shows the estimated coefficients for PGA, PGV, and PSA at 0.1 to 20 Hz 
frequencies, as well as the between-event standard deviation ሺ߬ሻ, within-event standard deviation 
  , and total standard deviation   . The referenced empirical GMPE for ENA is given by: 

14ENA ENA BSSAY F Y   (10.3) 

where ENAY   is the predicted ground-motion parameter value (PGA, PGV, and PSA) in ENA, and 

14BSSAY  is the predicted amplitude of the BSSA14 reference GMPEs. This equation should not be 

used at distances greater than 400 km as it is unconstrained. If the GMPE is to be extended 
beyond 400 km, a maximum value of 400 km should be used in defining the adjustment factor. 
Moreover, if the proposed GMPE is to be extended beyond 20 Hz (up to 50 Hz), the same 
adjustment factors estimated at 20 Hz should be used. 
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Figure 10.4  Residuals for the whole ENA database compared to BSSA14 reference 
GMPE in log10 units for PSA at 0.5, 1, 5, and 10 Hz frequencies. The 
residuals are coded by magnitude. Filled squares show mean residuals in 
equally log-spaced distance bins with their corresponding standard 
deviations, and dashed lines show the fit line to Equation (10.1). Solid 
lines shows the ratio obtained from proposed seismological models for 
ENA and WNA (predicted ground-motion parameter using ENA 
seismological model / predicted ground-motion parameter using WNA 
seismological model). 

In Table 10.1, the quoted total standard deviation of the residuals is very large (0.29 to 
0.40 log10 units). This is due to a variety of factors, including the combination of a wide range 
of regions and site classes, and the use of a wide range of magnitudes and distances, particularly 
including many data of M < 4. It has been shown that smaller-magnitude data have larger 
variability and that the use of larger distances increases variability (e.g., Boore et al. [2014b] and 
Campbell and Bozorgnia [2014]). By contrast, Atkinson [2013] obtained relatively low ground-
motion variability when considering a more tightly constrained ENA database. To obtain more 
representative estimates of variability for the range of engineering interest, we computed the 
geomean residual for events of M ≥ 4 recorded at distances < 70 km. The calculated variability 
parameters corresponding to the confined magnitude and distance ranges are smaller at some 
frequencies in comparison to the values obtained from the whole ENA dataset; however, the 
difference is not that significant. This may be because of the paucity of the data is the range of 



260 

engineering interest in the ENA database. Therefore, the same value of variability parameters is 
suggested for all of the magnitude and distance ranges. 

 

Table 10.1 Values of adjustment factor coefficients and variability parameters (in 
log10 units) of Equations (10.1) and (10.2). 

Frequency 
(Hz) 

C1 C2  C3  (ENA) T  

PGV 0.166 0.0007 0.73 0.33 0.28 0.18 

PGA 0.384 0.0017 0.63 0.41 0.30 0.27 

0.10 0.065 0.0006 0.22 0.25 0.21 0.14 

0.13 0.029 0.0006 0.27 0.28 0.21 0.19 

0.16 0.010 0.0006 0.27 0.29 0.22 0.20 

0.20 0.025 0.0006 0.22 0.29 0.22 0.18 

0.25 0.052 0.0006 0.21 0.28 0.23 0.17 

0.32 0.067 0.0005 0.27 0.28 0.23 0.16 

0.40 0.061 0.0004 0.36 0.28 0.23 0.16 

0.50 0.041 0.0004 0.44 0.28 0.24 0.15 

0.63 0.020 0.0005 0.48 0.29 0.24 0.15 

0.79 -0.009 0.0006 0.50 0.28 0.25 0.14 

1.00 -0.043 0.0009 0.54 0.28 0.25 0.13 

1.26 -0.067 0.0011 0.57 0.28 0.25 0.12 

1.58 -0.077 0.0013 0.59 0.29 0.26 0.13 

2.00 -0.068 0.0014 0.63 0.30 0.27 0.14 

2.51 -0.053 0.0015 0.71 0.31 0.28 0.14 

3.16 -0.036 0.0016 0.80 0.33 0.29 0.15 

3.98 -0.016 0.0018 0.86 0.34 0.29 0.17 

5.01 0.014 0.0020 0.89 0.35 0.30 0.18 

6.31 0.074 0.0021 0.88 0.36 0.30 0.20 

7.94 0.158 0.0022 0.81 0.38 0.30 0.22 

10.00 0.264 0.0023 0.71 0.40 0.31 0.25 

12.59 0.370 0.0024 0.61 0.42 0.32 0.28 

15.85 0.439 0.0023 0.52 0.45 0.33 0.30 

≥19.95 0.472 0.0022 0.44 0.47 0.36 0.32 
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As we discussed earlier, the referenced empirical approach is similar in concept to the 
hybrid empirical method of Campbell [2003]. Therefore, if we calculate the expected residual 
trends using calibrated simulation-based models in both regions, we expect to predict similar 
trends to those that we observed empirically. To test whether this is so, we used an equivalent 
point-source (PS) stochastic model that has recently been calibrated for applications in both 
western North America (WNA) and ENA [Atkinson et al. 2014]. The model uses the equivalent 
PS approach of Yenier and Atkinson [2014], with a bilinear attenuation model in both regions, 
characterized by geometric spreading of R-1.3 at R ≤ 50 km (where R is a generic distance 
measure, typically hypocentral distance), with R -0.5 beyond, with typical regional Q models. The 
average stress drop is a factor of two higher in ENA in comparison to WNA. For both regions we 
neglected the effects of crustal and site amplification, as we are calculating only the ratio 
between two models; therefore, these factors approximately cancel each other under the 
assumption that they are similar. Simulations are generated over a range of magnitudes and 
distances using the SMSIM algorithm of Boore [2003] in the time domain, with the simulation 
parameters as given in Table 10.2. The predicted residual trends based on the hybrid empirical 
approach are determined from the log of the ratio of the simulated motions in ENA to the 
corresponding simulated motions in WNA. 

 

Table 10.2 Seismological parameters used in the WNA and ENA stochastic models 
for a reference rock site [Atkinson et al. 2014]. 

Parameter Western North America Eastern North America 

Source spectrum Brune  -square, point source 
[Brune 1970; 1971] 

Brune  -square, point 
source [Brune 1970; 1971) 

Stress drop,   (bar) 300 600 

Geometric attenuation 
1.3R

;    50R   

0.5R
;    50R   

1.3R
;    50R   

0.5R
;    50R   

Source duration, 
s

T  (sec) 0
1 f  0

1 f  

Path duration, 
p

T  (sec) 0.05R  0.05R  

Path attenuation, Q  0.45170 f  (minimum 100Q  ) 
0.45525 f  

Shear velocity, 
s

  (km/sec) 3.7  3.7  

Density, 
s

  (g/cc) 2.8  2.8  

Site attenuation, 
0

  (sec) 0.02 0.02 

Site amplification no crustal or site amplifications 
are applied 

no crustal or site 
amplifications are applied 
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In Figure 10.4, we compare the referenced empirical residuals to those predicted by the 
hybrid empirical approach for the ENA versus WNA simulation models for M = 4, assuming (a) 
a focal depth of 10 km in both regions and (b) 

epi JBR R . The trend lines obtained from the 

referenced empirical approach follow the predictions of the hybrid empirical method well overall 
(within 0.1 log units). Some differences are seen at near-source distances (R ≤ 50 km) for low to 
moderate frequencies (f ≤ 5 Hz), for which the hybrid-empirical approach would suggest 
relatively higher ground-motion amplitudes than would the referenced empirical method. 
However, it should be noted that the ENA database is sparse at close distances, hindering robust 
conclusions regarding ground-motion amplitudes at near-source distances. Moreover, we have 
not included consideration of any regional difference in the ‘calibration constant’ required to 
center the model predictions for the dataset (see Atkinson et al. [2014]). The offset between the 
referenced empirical and hybrid empirical lines on Figure 10.4 could be interpreted as an 
estimate of the difference in this calibration constant between the east and the west (i.e., about 
0.1 log units). 

Figure 10.5 shows the within-event residuals at four sample frequencies obtained from 
Equation (10.1). The residuals do not show any apparent distance or magnitude dependency, and 
the overall behavior of the residuals at all frequencies is satisfactory. This demonstrates that the 
model works well in matching the observed ENA ground-motion data. 

 

Figure 10.5 Within-event residuals ε for the whole ENA database for PSA at 0.5, 1, 
5, and 10 Hz. The residuals are coded by magnitude. Filled squares show 
mean residuals in equally log-spaced distance bins with their 
corresponding standard deviations. 
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It is interesting to investigate the behavior of the within-event residuals in terms of the 
site conditions, to see how successfully the site correction factors of BSSA14, which are 
implicitly included in the GMPE, have removed the overall site effects. Figure 10.6 shows the 
within-event residuals as a function of VS30 for PSA at four sample frequencies. The general 
behavior of the residuals at all frequencies is acceptable. However, we note a small tendency to 
lower average residuals (overprediction of ENA amplitudes by ~0.1 log units) at softer sites (D 
and E sites) at lower frequencies. This may be because the western GMPEs that form the 
reference level are influenced to a greater extent at longer periods by deep sedimentary section 
effects, including basin effects. Moreover, it should be noted that the proposed site amplification 
model of BSSA14 was obtained based on sites in active tectonic regions, although there might be 
regional site response variations within these regions as discussed in Boore et al. [2014b]. 
However, there is little available information regarding expected differences in site response 
between ENA and the active regions considered in NGA-West2; inspection of the residuals 
shows no apparent trend corresponding to VS30 that we might attribute to such factors. 

 

Figure 10.6 Within-event residuals  for ENA as a function of VS30 of the stations. 
The residuals are coded by distance. Filled squares show mean residuals 
in NEHERP site classes with their corresponding standard deviations. 

In Figure 10.7, the between-event residuals η are plotted as function of magnitude. The 
within-event residuals do not show any apparent magnitude dependency, and the overall 
behavior of the residuals at all frequencies is satisfactory. However, there is a tendency to lower 
average residuals (over prediction of amplitudes by ~0.2 log units) for M > 5. This is attributable 
mainly to the events that are located in Central region, near the boundaries of the Gulf coast 
region (Figures 10.1 and 10.2), where the stations are not symmetrically distributed around the 
events. Moreover, the database for M > 5 is too sparse to define any magnitude trends in a robust 
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way. Therefore, we assumed no magnitude dependence for the residuals in the proposed GMPE 
model. We note that we might expect a stress-drop effect on the adjustment factors, which could 
be significant for larger events at some frequencies, due to regional differences in stress drop 
between ENA and WNA. The difference in corner frequency between ENA and WNA (for the 
same magnitude) should theoretically result in regional variability in magnitude scaling between 
the corner frequencies. One could calculate the expected effect using the available simulation-
based model in ENA and WNA, which is essentially what the hybrid-empirical model [Campbell 
2003] does. However, we did not observe any noticeable magnitude trends based on the available 
data, and thus, under the referenced-empirical philosophy, we did not include any such effect. 
This unmodeled effect is a source of epistemic uncertainty in the referenced-empirical GMPE, 
the importance of which can be assessed by comparison of its predictions to those of hybrid-
empirical model predictions. 

 

Figure 10.7 Between-event residuals   for ENA events as a function of magnitude. 
Filled squares show mean residuals in 0.5 magnitude bins with their 
corresponding standard deviations. 

In Figures 10.8 and 10.9, we display the performance of the proposed referenced 
empirical GMPEs (HA14) against the observed ENA data. The observed data are all adjusted to 
equivalent amplitudes for B/C site condition (VS30 = 760 m/sec) using the site amplification 
model of BSSA14. We plot the GMPEs as a function of distance for M4 and M5 for an 
unspecified source mechanism and B/C site condition. GMPEs are plotted for the proposed 
referenced empirical model for ENA, the BSSA14 reference model, the stochastic simulation-
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based GMPE of Atkinson and Boore [2011, denoted AB06′], and the former ENA referenced 
empirical model of Atkinson and Boore [2011, denoted AB08′]. The proposed referenced 
empirical GMPE model for ENA matches the observed regional data at all distances, as we 
would expect from its definition. It is interesting and important to note that at close distances (R 
≤ 50 km), for f ≤ 5 Hz, the referenced empirical model predicts the same level of ground-motion 
amplitudes as does the BSSA14 model, implying that differences between ENA and WNA 
motions are only important at high frequencies (all distances) and at regional distances (all 
frequencies). These trends are presumably due to the lower attenuation rate of ENA motions at 
regional distances and to the effects of higher stress drop in ENA (e.g., Atkinson and Boore 
[2014]). Comparison between the HA14 model and the referenced empirical model of A08 
shows that at R ≤ 50 km the A08' model predicts higher ground-motion amplitudes at all 
frequencies, which is more obvious for M4. This is likely because the previous generation of the 
NGA models were not originally developed for small magnitude events and do not model their 
amplitudes as well as the newer models. Comparing the referenced empirical model of this study 
with the simulation-based model of AB06 reveals that both models are similar in shape, 
although they predict different amplitudes—especially at close distances (R ≤ 50 km) —where 
there are not enough data to constrain the prediction models. 

 

 

Figure 10.8 Proposed ENA referenced empirical GMPEs (HA14) for M4 assuming 
an unspecified focal mechanism and B/C site condition, compared to the 
observed data in ENA corrected for B/C site condition. Reference 
GMPEs of BSSA14, simulation-based GMPEs of AB06, and former 
referenced empirical GMPE of A08' are also shown for M4. 
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In Figure 10.10, we compare the proposed referenced empirical GMPE of this study with 
the BSSA14 reference model, the AB06 simulation-based GMPE, and the former referenced 
empirical GMPE of A08 for a large-magnitude event (M7, unspecified source mechanism, and 
B/C site condition) at four sample frequencies. As Equation (10.1) implies, there is no magnitude 
dependency for the adjustment factors. Therefore, the comparison between HA14 and BSSA14 
models reveals the same features as discussed in Figures 10.8 and 10.9. Comparison of the HA14 
and the A08 models shows that although both of the models predict similar ground-motion 
amplitudes at R ≤ 50 km and f > 5 Hz, the HA14 model predicts higher ground-motion 
amplitudes at f ≤ 5 Hz and R < 50 km. Comparison of the HA14 and the AB06 models shows 
that the HA14 model predicts smaller ground-motion amplitudes especially at R ≤ 20 km. This 
suggests that near-distance saturation effects are stronger in the BSSA14 empirical equations 
than in the stochastic simulations employed by AB06. However, at f ≥ 5 Hz and R > 50 km, the 
referenced empirical model suggests higher ground-motion amplitudes in comparison to the 
AB06 model. This difference is a factor of two at R > 200 km, which in some cases could have 
significant implications for seismic hazard evaluations. As there are no direct ground-motion 
observations to justify this difference, it should be considered a source of epistemic uncertainty 
in seismic hazard applications. 

In Figure 10.11, the predicted response spectra of a M5 and a M7 event at RJB = 10 km 
and RJB = 100 km (unspecified source mechanism, and B/C site condition) are plotted for the 
proposed referenced empirical GMPE of this study, to illustrate the overall frequency behavior of 
the model. Response-spectra of BSSA14, AB06, and A08 are also plotted for the same 
magnitudes and distances. The differences between the HA14 and BSSA14 response spectra 
were discussed above, based on the adjustment factors obtained in Equation (10.1). Comparison 
between the HA14 and AB06 and A08 response spectra shows that all of them present similar 
ground-motion amplitudes at RJB = 10 for M5 and M7. However, HA14 predicts higher ground-
motion amplitudes at RJB = 100 km, reflecting trends seen in regional seismographic data. 

We also provide ground-motion predictions for very hard rock site condition (VS30 = 3000 
m/sec). Atkinson [2012b] derived site factors that allow amplitude conversion between sites with 
VS30 = 760 m/sec and VS30  2000 m/sec, using the predictions of Atkinson and Boore [2006]. 
The site factors are given independent of distance, except for very high frequencies and PGA 
(Table 10.3). For f ≥ 40 Hz, the site factor is given as a function of epiR . We convert ground-
motion predictions for VS30 = 760 m/sec to the equivalent motions for (VS30 = 3000 m/sec)  based 
on the site factors of Atkinson [2012b]. Here, we assume that the amplitude difference between 
sites with VS30  2000 m/sec and (VS30 = 3000 m/sec) is small enough to neglect. We use RJB-Repi 
distance conversion method described in Atkinson [2012b] to evaluate site factors for f ≥ 40 Hz 
and PGA. To switch from VS30 = 760 m/sec to (VS30 = 3000 m/sec) site condition, the values 
provided in Table 10.3 should be subtracted from predicted ground-motion parameters (log10 
base) for VS30 = 760 m/sec. 
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Figure 10.9 Proposed ENA referenced empirical GMPEs (HA14) for M5 assuming 
an unspecified focal mechanism and B/C site condition, compared to the 
observed data in ENA corrected for B/C site condition. Reference 
GMPEs of BSSA14, simulation-based GMPEs of AB06, and former 
referenced empirical GMPE of A08 are also shown for M5. 
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Figure 10.10 Proposed ENA referenced empirical GMPEs (HA14) for M7 assuming 
an unspecified focal mechanism and B/C site condition compared to the 
Reference GMPEs of BSSA14, the simulation-based GMPEs of AB06, 
and the former referenced empirical GMPE of A08 for the same 
magnitude. 
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Figure 10.11 Response spectra of M5and M7at 10kmJBR   and 100kmJBR  for the 

proposed ENA referenced empirical GMPEs (HA14) for unspecified 
focal mechanism and B/C site condition compared to the Reference 
GMPEs of BSSA14,the simulation-based GMPEs of AB06, and the 
former referenced empirical GMPE of A08 for the same magnitude. 

To extend the proposed GMPE model for higher frequencies (> 20 Hz) where number of 
reliable data reduces significantly, it is not rational to use the empirical data to develop 
adjustment factor. Therefore, we investigated the residual trends obtained from simulation-based 
models of Atkinson et al. [2014] (predicted ground-motion parameter using ENA seismological 
model/predicted ground-motion parameter using WNA seismological model) at higher 
frequencies for a sample event with M = 4, as shown in Figure 10.12. Here, we plotted the 
residual trends at five different frequencies, namely 20 Hz, 25 Hz, 30 Hz, 40 Hz, and 50 Hz. As 
we observe here, estimated residual trend at 20 Hz is a good approximation for higher 
frequencies (≥ 20 Hz), even though it may slightly overestimate the predicted ground-motion 
parameters at very high frequencies. Therefore, for f ≥ 20 Hz, we suggest to use the adjustment 
factors obtained at 20 Hz. 
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Table 10.5 Site conversion factors from Atkinson [2012b]. 

 Hzf     30 30log 760 m sec log 3000 m secENA S ENA SY V Y V        

PGV 0.09 

PGA -0.3 + 0.15log(Repi)

≤ 0.2 0.06 

0.5 0.09 

1.0 0.11 

2.0 0.14 

3.0 0.14 

5.0 0.12 

10.0 0.03 

20.0 -0.1

≥ 40 -0.3 + 0.15log(Repi)

Figure 10.12 Residual trends obtained from proposed seismological models for ENA 
and WNA (predicted ground-motion parameter using ENA seismological 
model/prediction ground-motion parameter using WNA seismological 
model) at 20 Hz, 25 Hz, 30 Hz, 40 Hz, and 50 Hz. 
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10.4 CONCLUSIONS 

The proposed referenced empirical GMPEs for ENA are in agreement with regional ground-
motion data to a distance of 400 km, while being constrained to follow the overall scaling 
behavior of ground motion observed for larger events in active tectonic regions. The referenced 
empirical model of this study suggests that ground-motion amplitudes in ENA are similar to 
those predicted by the BSSA14 reference equations at distances smaller than 50 km at 
frequencies ≤ 5 Hz. At higher frequencies and larger distances, ENA ground-motion amplitudes 
are significantly higher than predicted by the BSSA14 model, reflecting higher stress drop and 
lesser attenuation in ENA relative to active tectonic regions. 

10.5 DATA AND RESOURCES 

Corrected ground-motion parameters (PGA, PGV, and PSA) for events in the central U.S. were 
obtained from the NGA-East database as provided by the NGA-East project 
[www.peer.berkeley.edu, last accessed Oct. 2014] which provides RotD50  response spectrum of 
horizontal ground motions; we used a pre-publication version of the database made available to 
project participants by C. Goulet [Personal Communication 2014]. Many of the event data for 
the East region were obtained from the Engineering Seismology Toolbox website which provides 
3-componet processed ground-motion parameters (www.seismotoolbox.ca, last accessed
December [2013]). For recent unprocessed data from Canadian stations, horizontal velocity
waveforms were obtained from the Automatic Data Request Manager Facility (AutoDRM of the
Geological Survey of Canada (autodrm@seismo.nrcan.gc.ca, last contacted December [2013]).
For unprocessed data of U.S. stations, including data from the U.S Transportable Array (TA)
stations in southern Ontario, horizontal velocity waveforms were obtained from the IRIS
AutoDRM (breq_fast@iris.washington.edu, last contacted December [2013]). Moment
magnitude information was extracted from the same resources as the ground-motion database if
available, and obtained from the following references if needed: (1) Global Centroid Moment
Tensor project (www.globalcmt.org; last accessed December [2013]): (2) USGS earthquake
catalogue (www.earthquake.usgs.gov; last accessed December [2013]), (3) regional moment
Tensor solution by R. B. Herrmann (http://www.eas.slu.edu/eqc/eqcmt.html; last accessed
December [2013]). Ground-motion simulations were performed using the SMSIM v3.8 software
that is available at http://www.daveboore.com/software_online.html (last accessed November
[2014]). We used MATLAB (www.mathworks.com, last accessed November [2014]) for
regression of the ground-motion amplitudes and CoPlot (www.cohort.com, last accessed
November [2014]) for making the figures.
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10.7 ELECTRONIC APPENDIX FOR CHAPTER 10 

10A Model Output (Excel workbook) 
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Abstract 

This chapter summarizes the development of a pair of ground-motion models (GMMs) for the 
NGA-East Project. The GMMs provide estimates of RotD

50
 5%-damped pseudo-spectral 

acceleration (PSA) as well as peak ground acceleration (PGA) and velocity (PGV) from events 
in the magnitude (M) range of 4 to 8.2 within a distance of 1200 km. The models described here 
are applicable to the large Central Eastern North America (CENA) region that excludes the Gulf 
Coast. The GMMs are associated with a reference site condition of an average shear-wave 

velocity of 3000 m/sec in the upper 30 m of geomaterials ( 30SV ) with a corresponding kappa ( ) 

value of 0.006 sec. To overcome the problem of sparse recorded data available in CENA [Goulet 
et al. 2014], we are supplementing empirical data with seismological constraints. This is 
performed in Fourier amplitude spectral (FAS) space, which does not suffer from nonlinear 
complexities present in the PSA space, and builds on the work of Bora et al [2014]. Random 
vibration theory (RVT) is used, along with a calibrated RVT-duration model, to develop the final 
PSA, PGA, and PGV models from the FAS. The difference between the two GMMs developed 
in this chapter is the finite-fault simulation method used to constrain the magnitude scaling 
beyond M5.5, employing EXSIM [Atkinson and Assatourians 2015] for one GMM and Graves 
and Pitarka [2015] for the second model. 
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11.1 INTRODUCTION 

11.1.1 Approach and Motivation 

Two GMMs developed by a PEER team are presented in this chapter. The GMMs provide 
estimates of the following ground-motion intensity measures (GMIMs): 5%-damped pseudo-
spectral acceleration (PSA) values for a wide range of frequencies, peak ground acceleration 
(PGA) and peak ground velocity (PGV) all for RotD50 horizontal components [Boore 2010]. 
The GMMs are applicable to sites in CENA (excluding the Gulf Coast) for a reference site 
condition with VS30 = 3000 m/sec associated with a kappa () value of 0.006 sec. The GMMs 
development follows a fundamentally different approach when compared to the traditional 
empirical, simulations-based or hybrid empirical model developments and builds largely on the 
work of Bora et al. [2014]. First, a model is developed in acceleration Fourier Amplitude 
Spectral (FAS) space; then random vibration theory (RVT) is used to obtain the final PSA, PGA 
and PGV quantities. The approach consists of the following general steps 

 Perform an empirical regression on FAS of acceleration in ranges for which the recorded
data is reliable,

 Extend the empirical model (in terms of magnitude, distance and frequency coverage)
using a combination of point-source (PS) stochastic model and FF simulations,

 Develop an empirically-calibrated RVT-duration ( D
RVT

) model, and

 Compute GMIMs for a wide range of magnitude and distances using RVT.

The motivation for this FAS-based approach came from known limitations of recorded
data coverage in CENA [Goulet et al. 2014]. The most important data limitations are (1) lack of 
records from events with M > 6, and (2) lack of reliable amplitude data below 0.6 Hz and above 
10.0 Hz. Developing the models on the FAS allows for an easier integration of seismological 
constraints for the extrapolation beyond the limits of the data (as well as direct  adjustements).  

The empirical regression is performed to constrain the spectral shape from 0.6 to 10 Hz. 
Since the NGA-East database is limited to records from M < 6 (with the exception of a handful 
of records from the 1985 Nahanni earthquake, M6.76), the M scaling is adopted from finite-fault 
(FF) simulations [Section 1.34 and Appendix 1B]. Frequencies beyond 10 Hz are populated 
using the point-source (PS) model for which the parameters were determined from inversions. 
The complete FAS spectra, which cover the frequency range from 0.01 Hz to 400 Hz, are used in 
conjunction with RVT and a calibrated RVT-duration model to compute the final PSA, PGA and 
PGV models. 

11.1.2 Effective Amplitude Spectrum: Orientation-Independent Average Fourier 
Amplitude Spectrum 

The GMMs are to predict RotD50  GMIM values, which are independent of the orientation of 
the recording instrument at a given station. Thus, the FAS metric used in modeling should also 
be independent of the orientation of the recording instrument. We use the effective amplitude 
spectrum (EAS), as defined in Kottke et al. [2015] as: 
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     2 2

1 2

1
EAS FAS FAS

2 HC HCf f f    (11.1) 

where 
1FASHC
 and 2FASHC  are the FAS of the first and second as-recorded horizontal 

components of a three-component acceleration time series. By definition, this metric is 
independent of the orientation of the instrument. 

11.2 DEVELOPMENT OF EMPIRICAL EAS MODEL 

The empirical EAS model is derived from recorded ground motions in the 0.6–10 Hz range. This 
range was defined based on the CENA empirical data limitations. Below 0.6 Hz, the data have 
issues with processing-induced truncation (for a given M and distance, very low ground motions 
are excluded due to poor signal-to-noise ratio and only relatively large ground motions remain, 
leading to a bias). A large majority of records in the NGA-East database are from the 
Transportable Array (TA), which has a sampling rate of 40 samples per second. The TA 
effectively has an upper usable limit of around 16 Hz, a limit that is further reduced for a wide 
range of magnitude, distance, and site condition combinations. Remaining records above 10 Hz 
are dominated by sites located on hard rock (VS30 > 1200 m/sec), which are primarily in 
northeastern U.S. and southeastern Canada. Most of the high-frequency data is, thus correlated 
with a specific region and hard rock conditions. If the results of our empirical regression were to 
show differences in scaling with respect to predictive parameters for the high-frequency 
bandwidth, it would be impossible to discern whether these differences are applicable to the 
entire CENA region or if they are a result of the regional correlation in the available data. 

11.2.1 Selected Data and Regional Constraints 

Selected CENA Data  

The main dataset used for the GMM development is the NGA-East database [Goulet et al. 2014]. 
We chose to limit the events to only those with M > 2.5 and records to closer than 300 km 
rupture distance ( RUPR ), with at least one recording per event within 200 km. Records from 

smaller events and/or from larger distances tend to have poor signal-to-noise ratios and data 
truncation issues (Only events with large event terms for these M and RUPR  can exceed the noise 

threshold level, effectively biasing the ground-motions distribution.). We required events to have 
at least one record within 200 km to prevent the event term from being biased by a regional 
difference in distance attenuation. This difference would potentially appear as an event-specific 
effect if there were not enough data recorded at moderate to close distance to recognize the 
difference in slope that appears at larger distances. We have included events flagged as 
“potentially-induced events” (PIE) in the selected dataset. The model is developed for path 
region 2 (Central North America, CNA, as defined in Section 1.3.1.2). Data from other CENA 
regions were also used to better constrain the regionally varying parameters. 
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Additional Data from the NGA-West2 Database 

The data in the NGA-East database only include one event with M larger than 6 (Nahanni 1985, 
M6.76), preventing the development of a purely empirical model up to M8.2. A subset of the 
NGA-West2 database [Ancheta et al. 2014] was included in the analysis, covering a broad range 
of M and RUPR ; this helps constrain both the empirical EAS model and the calibrated RVT-

duration model (Section 11.4). 

The subset of data from the NGA-West2 database was divided into sub-regions based on 
the geographic location of the data (numbering was continued from the NGA-East path-region 
numbers, Section 1.3.1.2). The grouping is as follows: Region 7 includes California and Nevada, 
Region 8 includes other locations in the western U.S (WUS), Region 9 includes Taiwan, Region 
10 includes Italy, Region 11 includes the Middle East, Region 12 includes China, and Region 13 
includes Japan. Using a broader dataset allows better constraints in the regression and helps 
reduce the effect of correlations present in the target region dataset (path region 2, CNA). 

11.2.2 Regression Approach 

We fit the EAS data frequency-by-frequency. Therefore, there is no assumption about spectral 
shape for our model. However, this also assumes the amplitudes are independent across 
frequency. This correlation is easily recoverable after the regression is performed (as is done for 
conventional PSA-based models). 

We used a Bayesian regression scheme to estimate the coefficients of the empirical EAS 
model. This technique was implemented using the STAN modeling language [Stan Development 
Team 2014]. This method allowed us to build a hierarchical model designed to recognize any 
differences in data across regions; however, we will only be presenting results for the model for 
CNA in this chapter. Other advantages of performing the regression using this method are: 

 The full joint posterior distribution of model coefficients is obtained 

 Random effects can be added to the model at multiple levels and/or as cross or nested 
effects 

 Constraints on coefficients can be easily enforced 

 Subjective information can be imposed on the model through implementation of 
informative prior distributions 

The disadvantage of the approach is that it is computationally intensive when 
implemented in the STAN modeling language relative to more traditional regression algorithms. 
The regression was performed for three random-effects simultaneously: grouping by event, 
region, and site. 

11.2.3 Empirical EAS Model 

As mentioned above, subsets of data from the NGA-West2 database [Ancheta et al. 2014] were 
included in the regression of the EAS. This was necessary because of the lack of data for large 
earthquakes in the NGA-East database. There should be differences in the ground motions 
between these two datasets. Furthermore, we expect there to be difference in ground motion 
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between the six path regions defined in Section 1.3.1.2. However, we assumed that the 
magnitude scaling is the same between the two datasets and across the different path regions 
sampled by the combined datasets. The portion of the model that is empirically defined will only 
be used for magnitudes below 5, and the large magnitude data from the NGA-West2 database is 
needed to help constrain the shape of the magnitude scaling. Without this large-magnitude data, 
the shape of the magnitude scaling—defined empirically—did not transition smoothly to the 
magnitude scaling defined by the FF simulations. Regionally-grouped random effects were 
added to the model to account for the expected differences in ground motion while “borrowing 
strength” from the large magnitudes in the NGA-West2 dataset. To allow for better estimation of 
regionally grouped random effects, we grouped the NGA-West2 data by the sub-regions defined 
in Section 11.2.1. 

Our regression model has the following base functional form:  
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where Y f ,M,Z
HYP

R
RUP

,V
S 30   is the ground-motion distribution predicted EAS at frequency f, c1 

is the model constant, F1 is the median source scaling model, F2 is the median distance scaling 
model, F3 is the median site scaling model, ηe is a random variable representing the between-
event variability, ηs is a random variable representing the site-to-site variability, and ε is a 
random variable representing the single-station within-event variability. All three of these 
variables are normally distributed with zero means, and for which the variance of ηe is τ2, the 
variance of ηs is 2

2S S , and the variance of ε is 2
SS . The subscript R is used to identify regionally 

derived regression coefficients and to differentiate them from the global model coefficients. The 
absence of a regional coefficient reflects the assumption that no regional differences are modeled 
for the term. 

The median source-scaling model, F1, is defined as: 

F1  c2M  c3M
2  c9

Z
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
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. (11.3) 

where Z
HYP

 is the hypocentral depth, in km. The median distance-scaling model, F2, is defined 

as follows, with two breaks at R
RUP

 of 50 km and 150 km, respectively: 
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For 50 km < 150 kmRUPR  : 



278 

F
2
C

50
 c

4h
 c

4h,R   c
5
max M5  ,0



  ln R

RUP
2  c

6
2   ln 502  c

6
2 





 c
7
 c

7,R  R
RUP
2  c

6
2

 (11.5) 

and for 150 km < R
RUP

: 

F
2
C

50
C

150
 c

4h2
ln R

RUP
2  c

6
2   ln 1502  c

6
2 




 c

7
 c

7,R  R
RUP
2  c

6
2  (11.6) 

The C
50  and C

150  terms in Equations (11.4)(11.6) are defined as follows: 

      2 2
50 4 4, 5 6max 5 ,0 ln 50RC c c c c      M  (11.7) 

        2 2 2 2
150 4 4 , 5 6 6max 5 ,0 ln 150 ln 50h h RC c c c c c            

M  (11.8) 

This F2 formulation allows breaks in the geometrical spreading effects (terms associated with c4, 
c4h, and c4h2) at R

RUP
 of 50 km and 150 km, respectively. The distance region between 50 and 

150 km was selected to capture the effect of waves reflected from the Moho discontinuity (a.k.a. 
the Moho-bounce phenomenon). Ground motions at distances larger than 150 km are controlled 
by a combination of geometrical spreading and anelastic attenuation of the crust. The median site 
scaling model, F3, is defined as: 

F
3
 c

8
ln V

S 30   (11.9) 

All the regression terms are a function of frequency. The terms c1, c2, c3, c4, c4h, c7, c8, 
and c9 are “global” model coefficients and the terms c1,R, c4,R, c4h,R, and c7,R are region-specific 
model coefficients that are estimated from regression. The “global” model coefficients are 
applicable everywhere in CENA, while each of the region-specific coefficients are applicable to 
one of the six regions defined in Section 1.3.1.2. The terms c4h2, c5, and c6 were all fixed prior to 
running the Bayesian regression (constraints of these three terms are discussed in later sections) 
and were obtained from a simpler and faster regression code; they are frequency-independent. 
The four region-specific coefficients are additive to the global coefficients (see equations above) 
and correspond to a mean bias term (c1,R), two geometrical spreading slopes (c4,R, c4h,R), and a 
large distance scaling term (c7,R). For the purpose of this chapter, we only show regional results 
for path region 2 (CNA) in addition to the global effects. 

Mean Bias and Model Variability 

The combined effect of global and regional mean bias (c1 and c1,R  for path region 2) is plotted in 
Figure 11.1. 
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Figure 11.1 Model constant term for path region 2 (CNA), the combined effect of the 
global coefficient c1 and path region 2 specific c1,R against frequency. 

The partitioned variance terms are computed as part of the regression analysis. The 
between-event, site-to-site, and single-station within-event variance, τ2, 

S 2S
2 , and 2

SS  

respectively, are different than their counterparts for PSA. The NGA-East Sigma Working Group 
will quantify the ground-motion variability for PSA separately. These terms are included in the 
model to convert the median EAS to the mean EAS (required for RVT computations of PSA, 
Section 11.4). These terms are also necessary for the regression to account for the uneven 
sampling of regions, events, and sites. This was achieved by adding three different random 
effects to the global constant term in the model, c1, during regression for path region, event, and 
site. The random effect grouped by path region is represented by coefficient c1,R in the base 
model. The random effects grouped by event and site are represented by the terms c1,e and c1,s, 
respectively (which are realizations of the random variables ηe and ηs). The variances of these 
two terms along with the single-station within-event variance and the within-event variance are 
plotted in Figure 11.2. The terms c1,e and c1,s represent the average difference in ground motion 
for event e and site s, and are referred to as the event-term and site-term (or the between-event 
residual and the site-to-site residual). These are estimated during regression for every event and 
site. These terms are represented by the random variables ηe and ηs in Equation (11.2) since they 
cannot be known for a future event or for a site without any prior recordings.  
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Figure 11.2 Standard deviations τ, 
S 2S

, and 
SS

, for c1,e, c1,s, and ε  respectively. 

Source Scaling Model 

The median source-scaling term, F1 [Equation (11.3)], is a simple quadratic magnitude-scaling 
model with a linear depth term, where c2 is the linear magnitude scaling term, c3 is the quadratic 
magnitude scaling term, and c9 is the depth scaling term. Figures 11.3–11.5 show plots of c2, c3, 
and c9 against frequency, respectively. Figures 11.6–11.7 show plots of c1,e (between-event 
residuals) against M and Z

HYP
 for a subset of frequencies. There are no biases or strong trends in 

the event terms with M or Z
HYP

. At large values of Z
HYP

 (> 20 km), c1,e shows a slight bias for 

10 Hz. This implies that the depth scaling may need to be constrained to be constant for Z
HYP

 > 

20 km. 

Figure 11.3 Global linear magnitude scaling term, c2, against frequency. 
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Figure 11.4 Global quadratic magnitude scaling term, c3, against frequency. 

 

 

Figure 11.5 Global hypocentral depth scaling term, c9, against frequency. 
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Figure 11.6 Between-event residuals against M for 1, 2, 5, and 10 Hz. Also shown 
are a linear trend (black) and a binned mean trend (red). 
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Figure 11.7 Between-event residuals against Z
HYP

 for 1, 2, 5, and 10 Hz. 
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Distance Scaling Model 

The median distance-scaling term, F2 [Equations (11.4)(11.8)], has both a geometrical 
spreading term and a linear attenuation term. The term c4 is the magnitude-independent portion 
of the geometrical spreading slope within 50 km for the global model, and c4,R is the regional 
difference of c4 in path region R. The coefficient c4 of the global model is fixed at -1.1, which 
was chosen as a representative value of the regressed term over a wide frequency range, and the 
random effects c4,R are constrained such that their mean is equal to the global value of c4. The 
term c4h is the magnitude-independent portion of the geometrical spreading slope between 50 and 
150 km for the global model, and c4h,R is the regional difference of c4h in region R. The term c5 
represents the magnitude dependence of the geometrical spreading slope up to 150 km. This was 
fixed at 0.2 based on preliminary regression runs from the NGA-West2 data. This term only 
showed a statistically significant difference from zero for M > 5, which is reflected in the 
distance attenuation model. The term c4h2 is the geometrical spreading slope beyond 150 km. The 
c7 term is the linear distance attenuation slope for the global model, and c7,R is the regional 
difference of c7 in path region R. The combined effect of these parameters was constrained to be 
less than zero for all regions. 

The geometrical spreading is assumed to be trilinear in shape with hinge points at 50 and 
150 km. Both linear and bilinear shapes of the geometrical spreading were also examined. 
However, both resulted in unrealistic values for the linear attenuation coefficient, c7 and the 
trilinear shape was selected. The coefficient c4h2 is fixed at -0.5 for all frequencies. This is a 
common assumption in attenuation studies (e.g., Boatwright and Seekins [2011] and Atkinson 
[2004]) and is consistent with theoretical surface-wave decay (e.g., Chun et. al [1987]). The 
locations of the two hinge locations were fixed to reasonable values prior to regression as they 
were difficult to constrain through regression. Summary plots show the frequency-dependent 
combined effect of c4h and c4h,R, (Figure 11.8) and c7 and c7,R (Figure 11.9) for path region 2 
(CNA). Figure 11.10 shows the single-station within-event residuals against RUPR  for frequencies 

1, 2, 5 and 10 Hz. There are no observed biases or trends in the residuals with distance. 
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Figure 11.8 Geometrical spreading coefficients for path region 2 (CNA) within 50 
km, (combined effect of c4 and path region 2 specific c4,R in blue), 
between 50 and 150 km (combined effect of c4h and path region 2 
specific c4h,R in red) and the beyond 150 km (c4h2 in black) against 
frequency. 

 

 

Figure 11.9 Linear distance scaling coefficient for path region 2 (CNA), combined 
effect of coefficients c7 and path region 2 specific c7,R, against frequency. 
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Figure 11.10 Single-station within-event residuals against 
RUPR  for 1, 2, 5, and 10 Hz. 

Also shown are a linear trend (black) and a binned mean trend (red). 
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Coefficient c6 represents the short distance saturation effect, which is incorporated into 
the model to account for the finite size of earthquake rupture. This is often referred to as the 
fictitious depth term; however we are avoiding this terminology, as it can be misleading. There is 
not enough data at close distances to large earthquakes to constrain this term adequately from 
regression. In addition, it is highly correlated with the magnitude dependence of the geometrical 
spreading in the distance-scaling model. Therefore, we adopt the model for the equivalent point 
source depth from Atkinson and Silva [2000], which is plotted in Figure 11.11 and is given by: 

c
6
10

0.050.15M   (11.10) 

 

Figure 11.11 Atkinson Silva [2000] equivalent point-source depth. 

 

Site Effects Scaling Model 

The median site-scaling term, F3 [Equation (11.9)], is a simple function of VS30. It is included 
primarily to provide stability in estimating the site-specific random effects through the 
regression. If this term were not present, it would be more difficult for the regression algorithm 
to correctly partition event, site, and region specific random effects. Note that there is no 
regionally grouped random effect on the site-scaling coefficient, c8, which is plotted against 
frequency in Figure 11.12. If the site-scaling model were to be used in the forward sense, a 
random effect would be necessary. However, the regionally grouped random effect (c1,R) will 
capture any regional differences relative to the average VS30 scaling and the site-terms (c1,s), will 
account for any site-specific differences in scaling. Figure 11.13 shows the single-station within-
event residuals against VS30 for four frequencies. There are no biases or strong trends in the 
residuals with VS30. 
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Figure 11.12 The global VS30 scaling coefficient, c8, against frequency. 
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Figure 11.13 Single-station within-event residuals against VS30 for 1, 2, 5, and 10 Hz. 
Also shown are a linear trend (black) and a binned mean trend (red). 
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Model Variability and Adjustment to Mean EAS 

The mean EAS is required for generating response spectral values using RVT [Kottke et al. 
2015]. The final step in the empirical model development is the correction of the EAS from the 
median to the mean. The EAS at a given frequency is assumed to follow a log-normal 
distribution. The adjustment to the mean EAS is given by: 

   
2 2

30 30ln , , , , ln , , , ,
2

ss
HYP RUP S HYP RUP Smean

Y f Z R V Y f Z R V
       M M  (11.11) 

where Y f ,M,Z
HYP

, R
RUP

,V
S 30 

mean
 is the mean EAS, Y f ,M,Z

HYP
, R

RUP
,V

S 30  is the median 

EAS, ϕss is the single-station within-event standard deviation and ߬ is the between event 
standard deviation. The values of partitioned residuals shown on Figure 11.2 were used 
for this conversion. Note that we are explicitly excluding the site-to-site variability, ϕS2S, 
from the conversion [Equation (11.11)]. This additional variability is not applicable to the 
conversion to the mean EAS for use in RVT because we are correcting the model to a 
reference site condition (described in later sections). 

11.3 EXTENSION OF EMPIRICAL EAS MODEL USING SEISMOLOGICAL 
THEORY AND MODELS 

The EAS empirical model described above is limited to frequencies from 0.6 to 10 Hz and to 
events with M<6. The model needs to be extrapolated and “filled-up” for a full frequency range 
before GMIMs are computed using RVT. This section summarizes the steps taken to extend the 
EAS model to the full-range of applicability (in terms of magnitude and frequency). 

11.3.1 Extension of Empirical EAS Model from 0.6 Hz down to 0.01 Hz 

The extrapolation from 0.6 to 0.01 Hz is performed on the empirical predictions for M ≤ 5.0. The 
corner frequency of each M ≤ 5.0 is defined based on the Brune [1970, 1971] model with: 

 
1

3

0

64.9 10 Mcf
    (11.12) 

where 
 
is the shear-wave velocity km/sec in the vicinity of the source,   is the Brune stress 

parameter in bars, and M0 is the seismic moment in dyne-cm. We performed a simple inversion 
based on predictions of the EAS for M = 5 to estimate the stress parameter. Given the stress 
parameter we obtained (48 bars), the corner frequency is above 0.6 Hz for all M ≤ 5 and we 
extended the spectrum to fall off at a rate of 2*log(f), below the corner frequency, fc. 

The mean prediction of EAS that has been extrapolated to frequencies beyond the band 
limitations of the empirical model is referred to as  B

Y f . Figure 11.14 shows the  B
Y f  for f 

≤ 10 Hz against frequency at M = 5, 
RUPR  = 10 km, 30 760 m secSV  , DepH  = 10 km and path 

region 2 (CNA). 
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Figure 11.14 The EAS,  B
Y f , extrapolated down to 0.01 Hz and up to 100 Hz for M 

= 5, RRup = 10 km, VS30 = 760 m/sec, Z
HYP

= 10 km, and path region 2 

(ENA). 

11.3.2  Extension of Empirical EAS Model to Large M from 0.01 to 10 Hz 

Constraining how the GMMs extrapolate to magnitudes beyond the range of empirical data (M > 
6) was an important step and was accomplished through the use of FF simulations [Section 1.3.4 
and Appendix 1B]. We originally developed empirically-based magnitude scaling to magnitude 
7.9 (with additional extrapolation to 8.2) using the empirical data from NGA-West2. However, 
an initial trial of this approach led to unreasonable PSA spectral shapes, characterized by a large 
and relatively wide peak at low frequencies. We concluded that this approach would require 
more work to be applicable to NGA-East and it was discarded for the current model 
development. 

The FAS M-scaling spectral ratio from FF simulations [Appendix 1B] is employed for 
extrapolation to large magnitudes. The ratio is defined as:  

 f ,M  m, R
RUP

,Z
TOR 

sim


FAS f ,M  m, R
RUP

,Z
TOR 

FAS f ,M  5, R
RUP

,Z
TOR   (11.13) 

where   is a function of frequency f, magnitude, M, rupture distance, RRup, and the depth to top 
of rupture, ZTOR. 
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We evaluated the FF simulations (Appendix 1B) and selected EXSIM (EX) [Atkinson 
and Assatourians 2015], and Graves and Pitarka (GP) [Graves and Pitarka 2015] for our GMM 
development. The median prediction of EAS at frequency f extrapolated to magnitude above 5 
for a given simulation method is defined as: 

   
Y f 

sim,B
  f ,M  m, R

RUP
,Z

TOR Y
B

f ,M  5,Z
HYP

, R
RUP

,V
S 30  (11.14) 

where   ,sim B
Y f  is the mean EAS extrapolated to M > 5.0 based on simulation method sim and 

extrapolated to frequencies beyond the band limitations of the empirical model. Following an 
evaluation of the scaling ratios from FF simulations, we defined their range of applicability to 
frequencies above 0.07 Hz. Therefore, below this frequency, the EAS is constrained to fall off at 
a rate of 2*log(f). The scaling ratios are used up to 10 Hz. 

The ratios were provided to for discrete combinations of M, RRup, ZTOR, and f, for which a 
scaling model was developed. We used Model 2 [Appendix 1B], which includes ZTOR as a 
parameter. We applied Model 2 using a magnitude-dependent ZTOR distribution based on the 
CEUS SSC Project [EPRI/DOE/NRC 2012; R. Youngs Personal Communication 2014]. The 
distribution of ZTOR

 
is shown on Figure 11.15; ZTOR =0 for all M≥ 7. 

Figures 11.16–11.18 show how the empirical magnitude scaling up to M = 5 and the 
extrapolation with the two different simulation methods selected, for a subset of distances and 
frequencies.  

 

 

Figure 11.15 Average ZTOR value as a function of M, based on the CEUS SSC 
distribution [R. Youngs Personal Communication 2014]. 
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Figure 11.16 Empirical magnitude scaling model, extrapolated to large magnitude, 
compared with the simulation based extrapolation at RRup = 10 km at 
frequencies 1, 2, 5, and 10 Hz. 
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Figure 11.17 Empirical magnitude scaling model, extrapolated to large magnitude, 
compared with the simulation based extrapolation at RRup = 50 km at 
frequencies 1, 2, 5, and 10 Hz. 
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Figure 11.18 Empirical magnitude scaling model, extrapolated to large magnitude, 
compared with the simulation based extrapolation at RRup = 100 km at 
frequencies 1, 2, 5, and 10 Hz. 

11.3.3 Extension of Empirical EAS Model from 10 to 400 Hz  

At high frequencies, the shape of the FAS is generally controlled by kappa ( ) and anelastic 
attenuation Q  [Al Atik et. al 2014], which has more of an effect at larger distances. In order to 
extrapolate the model to high frequencies, we need to know these two parameters. In the 
empirically derived model from 0.6–10 Hz the term (c7 + c7,R) can be equated to a frequency 
dependent  Q f  as 

 

c
7
 c

7,R    f 
Q f  

 f 
Q

0
f  

 f 1
Q

0

 (11.15) 

where   is the shear-wave velocity of the crust, and η and Q0 are parameters of the frequency-
dependent Q model. Shear-wave velocity   is assumed to be 3.5 km/sec, c7 is the linear distance 
attenuation coefficient for the global, and c7,R is the regional random effect on the linear distance 
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attenuation from path region 2 (CNA). The parameters η and Q0 were solved for by least squares. 
Q0 was found to be approximately 1700, while η was effectively 0. 

We assumed that for an EAS prediction at VS30 = 760 m/sec,  = 0.025. To verify this 
assumption, we inverted median EAS predictions from magnitude 3 to 5, in half magnitude 
steps, at 10 km RRup for stress parameter and frequency-dependent amplification factors. For this 
inversion, the geometrical spreading and  Q f  were fixed at the values of the empirical model 

for path region 2 (CNA). The amplifications were very close to one, confirming that the initial 
assumption of kappa was reasonable, given that our model was for 760 m/sec. 

The   assumed has a much larger effect on the ground motion at high frequencies when 
compared to the effect of  Q f , even at larger distances. Therefore to extrapolate the median 

EAS above 10 Hz,   was the only parameter applied. This extrapolation was applied to all 
predictions up to M 8.2, at all distances, and VS30 = 760 m/sec. 

The EAS extrapolated to frequencies beyond the band limitations of the empirical model 

and to large magnitude,   ,sim B
Y f , is plotted for the two simulation-based extrapolations (Figure 

11.19). 

 

 

Figure 11.19 The EAS,   ,sim B
Y f , extrapolated down to 0.01 Hz and up to 100 Hz for 

M = 7, RRup = 10 km, VS30 = 760 m/sec, Z
HYP

= 10 km, and path region 2 

(CNA). Extrapolations based on finite-fault models EXSIM and GP are 
plotted. 
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11.3.4 Correction to Reference Site Conditions 

The reference site conditions for NGA-East GMM development were established in a separate 
task as VS30 = 3000 m/sec and kappa of 0.006 sec [Hashash et al. 2014a,b and Campbell et al. 
2014]. Since a reasonable   was used to extrapolate the median EAS to frequencies above 10 
Hz the   adjustment is performed as in Al Atik et al. [2014] given by 

Y f 
B, t

Y f 
B

e
 f  th 




 (11.16) 

where   , tB
Y f


 is the mean predicted EAS, extrapolated to large magnitude and frequencies 

above and below the band limitation of the data, and corrected to t  ; here, t  is the target 

kappa value and 
h  is the host kappa value, which was defined above as 0.025. The model is 

corrected from VS30 = 760 m/sec to VS30 = 3000 m/sec with amplification factors for FAS 
developed in [Boore 2015] by 

     
, ,3000 , 3000/760t tB B

Y f Y f AMP f
 

  (11.17) 

where  
, ,3000tB

Y f


 is the mean EAS, extrapolated to large magnitude and frequencies above and 

below the band limitation of the data, and corrected to  = 0.006 and  
3000/760

AMP f  are the 

frequency-dependent FAS amplification factors for adjusting to from VS30 = 760 m/sec to VS30 = 

3000 m/sec. Figure 11.20 shows the   ,sim B
Y f , which has been adjusted to the reference site 

condition for both magnitude extrapolation methods. 
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Figure 11.20 The EAS,   ,sim B
Y f , corrected (dashed lines) to the reference site 

condition of   = 0.006 and VS30 = 3000 m/sec extrapolated down to 0.01 
Hz and up to 100 Hz for M = 7, RRUP  = 10 km, ZHYP

= 10 km, and path 

region 2 (CNA).  

Note on Site Effects in CENA 

The majority of the sites in the NGA-East database were assigned VS30 values through proxy 
methods [Goulet et al 2014], as opposed to measured. This led to a concern that site effects 
defined on the basis of uncertain VS30

 
values could be biased. Additionally, many of the sites 

may not have exhibited site response that can be explained well from a simple ln(VS30) scaling 
model. This would be the case, for example, for sites with large impedance contrasts, such as 
many in the glaciated regions of CENA. To address this issue, we defined as “reliable site” those 
sites for which the site effects were well captured by the model. The segregation of “reliable 
sites” was performed by visual inspection of trends of site-term against frequency for all sites 
included in the regression analysis. Through this process, a total of 93 sites were given the 
“reliable site” designation. If the simple ln(VS30) scaling was applicable to the bulk of sites in the 
NGA-East database, the trends in residuals for the two classes of sites should be similar, and near 
zero. The single-station within-event residuals for all of the records from both groups of sites 
were re-regressed to identify any mean offset. Figure 11.20 shows that average site term against 
frequency for the sites designated “reliable,” while Figure 11.21 shows that the adjustment factor 
regressed for the reliable sites is close to zero for all frequencies. Figure 11.22 shows the average 
site term for the sites that were not designated “reliable.” These sites also did not show a 
prominent trend in site terms with frequency. The average VS30 values for both categories were 
also very close. Although there is some scatter, this analysis provided us with the reassurance 
that no systematic bias was introduced, in average, by the use of the ln(VS30)  

site effects scaling. 
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Future improvement to site effects modeling would require better site characterization and the 
consideration of additional site parameters, such as the site period or a metric that captures the 
large impedance contrasts encountered in many places in CENA. 

 

 

Figure 11.21 Average site terms against frequency for sites designated reliable. 

 

 

Figure 11.22 Reliable site correction term against frequency. This term is negligible 
across frequency. 
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Figure 11.23 Average site terms against frequency for sites not designated reliable. 

11.4 RANDOM VIBRATION THEORY AND CALIBRATED DURATION MODEL  

As stated earlier, RVT was used to calculate GMIM predictions from the FAS (or EAS) model. 
The key elements of the RVT approach are described below (details are available in Kottke et al. 
[2015]). We also summarize the development of a calibrated duration model specific to this 
project. 

11.4.1 RVT Overview 

The use of RVT to calculate PSA is common in engineering seismology and earthquake 
engineering. Examples of RVT use include the program SMSIM [Boore 2003] to calculate PSA 
from various PS models and the program STRATA [Kottke and Rathje 2008] for performing site 
response analysis in the frequency domain. It is also used in the hybrid empirical method [e.g., 
Campbell 2003] to adjust GMMs from a host to a target region. Conceptually, the steps in RVT 
used to calculate PSA at an oscillator period T are as follows: 

1. Apply the appropriate transfer function to the square of the FAS to obtain the 
frequency response function of the single degree-of-freedom (SDOF) oscillator with 
5%-damping ratio and a natural period equal to T. 

2. Calculate the 0th spectral moment of the frequency response function, which is used 
to calculate the root-mean-square (RMS) of the response. 

3. Use the appropriate peak factor relationship along with the ground-motion duration to 
calculate the peak response from the RMS response. 

The above steps are repeated for a range of T to create an entire response spectrum. As 
per the recommendation of the NGA RVT Working Group [Kottke et al. 2015], we used the 
Vanmarke [1975] peak factor relationship. A significant challenge in calculating PSA in this way 
is that the FAS need to be known for a very broad range of frequencies. To calculate PSA at 
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short periods (e.g., T < 0.01 sec), the FAS must be known out to frequencies beyond 100 Hz, 
depending on site conditions and distance. This, along with the desire to capture the true PGA 
value, was the motivation for extending the model to 400 Hz. 

11.4.2 Development of Calibrated RVT-Duration Model 

Step 3 in the previous section requires a duration model. The duration model presented here, the 
RVT-duration, DRVT, is not developed for a traditional definition of ground-motion duration, e.g., 
D5-95 or D5-75. Rather, DRVT, is defined as the duration that minimizes the squared error (in natural 
log units) between response spectra calculated from recorded EAS via RVT and response spectra 
calculated directly from the time series (averaged over the usable period range for PSA). Hence, 
DRVT is more a parameter than a physical quantity (see Bora et al. [2014]). 

We model the dependence of DRVT on magnitude, distance and hypocentral depth using 
the following functional form: 

       0 0, 1 2 1 1, 2 3

, ,

ln lnRVT R HYP R RUP

RVT e RVT s RVT

D a a b b Z a a a R a

  

         
  

M M

(11.18) 

where 
RVT ,e

 represents the between-event variability of the model, 
RVT ,s

 represents the site-to-

site variability, and 
RVT

 represents the single-station within-event variability of the model. 

Global coefficient are a0, a1, a2, a3, b1, and b2, while a0,R, and a1,R are region-specific random 
effects.  

The CENA data are not sufficient to develop a model for DRVT that would perform well to 
magnitude 8.2. A subset of the NGA-West2 database [Ancheta et al 2014] was included in this 
analysis to help constrain how DRVT scaled to magnitudes outside the range of the NGA-East 
data, as was done for the EAS model development itself. Differences in durations versus distance 
were observed, this was expected due to the different attenuation rates in the different tectonic 
environments. Where the data overlapped, the trends in duration with M from both dataset 
(NGA-East and NGA-West2) were similar. To account for the differences between the datasets 
while borrowing strength from the large magnitude data in the NGA-West2 dataset, two random 
effects, grouped by dataset (East or West2), were included in the model. They are a0,R, and a1,R 
where a0,R is an additive term to the model constant, and a1,R is an additive term on the 
magnitude independent portion of the distance scaling. These two terms each take on one of two 
values, depending on where the model is to be applied. 

All model coefficients are independent of the PSA frequency. A better match between 
RVT response spectra and time series response spectra could have been achieved if frequency-
dependent ground-motion durations were calculated for each record; however, the match 
provided by the frequency-independent ground-motion duration proved to be sufficient. The 
marginally improved match provided by frequency-dependent ground-motion duration model did 
not justify the additional complication. 

We used the same Bayesian regression scheme mentioned above to estimate the 
coefficients of the calibrated duration model. The regression for duration was performed in two 
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steps: Terms b1 and b2 and the between-event residuals (realizations of the variable ηRVT,e) were 
estimated from data with RRUP  < 50 km and fixed. The remaining model coefficients were 
estimated based on all of the data. 

The magnitude scaling terms, b1 and b2, and the between-event residuals were solved 
from data within 50 km because the majority of the recordings in CENA are dominated by small-
to-moderate magnitudes and large distances. These durations are dominated by the contribution 
from the path, which makes it difficult to resolve the source contributions. Solving for the 
magnitude scaling terms and between-event residuals with the short distance data leads to much 
more stable results and a better partition of the source and path contributions to durations. 
Figures 11.24 and 11.25 show the between-event residuals plotted against magnitude and the 
within-event residuals plotted against distance, respectively. 

The mean of DRVT is used in the computation of PSA and is calculated in the same way as 
the mean of the EAS [Equation (11.11)], considering only the variances of ηRVT,e and εRVT. 

 

 

Figure 11.24 Between-event residuals against M for the calibrated DRVT model. 
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Figure 11.25 Within-event residuals against RRup for the calibrated DRVT model. 

11.5 FINAL MODEL RESULTS: PSA, PGA, AND PGV 

The final GMIMs are obtained by taking the EAS model from Section 11.3 and applying the 
RVT approach summarized in Section 11.4. The results for all the GMIMs defined in Chapter 1 
are provided in tables as an electronic appendix. Figures 11.26–11.28 present the PSA model as a 
function of magnitude. Figures 11.29–11.30 show the distance scaling for the PSA estimates of 
the two GMMs. The extrapolation to large magnitudes using the current set of FF simulations 
leads to models that have unrealistic distance scaling within 510 km (ground motions decrease 
from approximately 5 km into 1 km, as shown in Figures 11.29-11.30). It is difficult to evaluate 
the behavior of the models given the lack of recordings within 5 km RRup of an earthquake, but 
we do not recommend the models to be used within 5 km. Outside of this very short distance 
range, these two GMMs consist in credible alternative median models for predicting GMIMs for 
the NGA-East Project. 
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Figure 11.26 Magnitude scaling of median PSA model predictions plotted for the 
reference site condition and RRup = 10 km. 
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Figure 11.27 Magnitude scaling of median PSA model predictions plotted for the 
reference site conditions and RRup = 50 km. 
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Figure 11.28 Magnitude scaling of median PSA model predictions plotted for the 
reference site conditions and RRup = 100 km. 
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Figure 11.29 Distance scaling of median PSA model predictions plotted for the 
reference site conditions and M = 6.5. 
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Figure 11.30 Distance scaling of median PSA model predictions plotted for the 
reference site conditions and M = 7.5. 
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11.6 CONCLUSIONS 

The strong ground-motion data available in CENA [Goulet et al. 2014] have limitations on 
usable frequency band, source-to-site distance, magnitude (overall lack of large magnitude data), 
and reliable site characterization. These limitations required innovative development strategies to 
make the models applicable to M48.2 events in CENA. We have developed models based on 
the available empirical data where the data are reliable, and integrated both simple and more 
complex seismological theory and models to constrain the extrapolation of the models to large 
magnitudes. Development in FAS space allowed us to integrate these pieces without the 
complication of nonlinearity that PSA presents. For the empirical part of the FAS model, the 
NGA-East database [Goulet et al. 2014] was supplemented by data selected from the NGA-
West2 database [Ancheta et al. 2014]. The combination of data from various path regions in 
CENA and from additional regions represented in the NGA-West2 database allowed a more 
stable and reliable regression model. A Bayesian regression that utilized a hierarchical model for 
event-, region- and station-specific mixed effects regression was employed to “borrow strength” 
from the larger dataset to constrain the model specific to CENA path region 2 (CNA). Two 
alternative GMMs were developed through this process, each reflecting epistemic differences in 
magnitude scaling from independent FF simulation methodologies from Atkinson and 
Assatourians [2015] and Graves and Pitarka [2015]. 
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11.8 ELECTRONIC APPENDIX FOR CHAPTER 11 

11A Model Output, magnitude scaling based on Graves and Pitarka [2015] (Excel workbook) 

11B Model Output, magnitude scaling based on EXSIM, Atkinson and Assatourians [2015] 
(Excel workbook) 
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