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ABSTRACT 

Empirical ground-motion data from Central and Eastern North America (CENA) are used to 
analyze the components of ground-motion variability in CENA. Trends of ground-motion 
variability with parameters such as magnitude, distance, and VS30 are analyzed and compared to 
trends of ground-motion variability in other regions, particularly the Western United States 
(WUS) using the NGA-West2 dataset. 

The CENA dataset is limited in magnitude range to small-to-moderate magnitudes and in 
frequency content to frequencies between 1 and 10 Hz due to the bandwidth limitations of the 
recordings. Therefore, standard deviation models developed using the CENA ground-motion 
data cannot be reliably extrapolated to large magnitudes and to frequencies outside of 1 to 10 Hz. 
As a result, standard deviation models from other regions such as WUS and Japan are used to 
inform the extrapolation of CENA standard deviations and overcome data limitations. Candidate 
models for between-event standard deviation (), single-station within-event standard deviation 
(SS), and site-to-site variability (S2S) are developed for CENA. In turn, these models are 
combined to develop single-station sigma (SS) and ergodic sigma models for CENA. 

  



 iv



 v

ACKNOWLEDGMENTS 

This study was sponsored by the Pacific Earthquake Engineering Research center (PEER), as 
part of the NGA-East research project, and was funded by the U.S. Nuclear Regulatory 
Commission (NRC), the U.S. Department of Energy (DOE), and the Electric Power Research 
Institute (EPRI), with the participation of the U.S. Geological Survey (USGS). Any opinions, 
findings, and conclusions or recommendations expressed in this material are those of the authors 
and do not necessarily reflect those of the sponsoring agencies. 

The author acknowledges Justin Hollenback for his help in providing CENA ground-
motion residuals for use in this study. The author also acknowledges the numerous NGA-East 
Project participants who provided feedback on the analysis and the model development presented 
in this report, with a very special attention to the members of the NGA-East Sigma Working 
Group (Jack Baker, Adrian Rodriguez-Marek, Brian Chiou, Ellen Rathje, Ken Campbell, and 
Melanie Walling). The author acknowledges Yousef Bozorgnia for his leadership throughout the 
project and the PEER staff for their editing and project support. 

 

 
  



 vi



 vii

CONTENTS 

ABSTRACT .................................................................................................................................. iii 

ACKNOWLEDGMENTS .............................................................................................................v 

TABLE OF CONTENTS ........................................................................................................... vii 

LIST OF ABBREVIATIONS AND SYMBOLS ....................................................................... ix 

LIST OF TABLES ....................................................................................................................... xi 

LIST OF FIGURES ................................................................................................................... xiii 

1  INTRODUCTION..............................................................................................................1 

1.1  Scope........................................................................................................................1 

1.2  Background on Ground-motion variability and its Components .....................2 

1.3  Approach ................................................................................................................4 

1.4  Past Studies .............................................................................................................4 

1.4.1  Ergodic  for CENA ...................................................................................4 

1.4.2  Single-Station  ...........................................................................................5 

2  DATASETS ........................................................................................................................9 

2.1  NGA-East ................................................................................................................9 

2.2  NGA-West2 ...........................................................................................................17 

3  GMPE FUNCTIONAL FORM AND RESIDUAL PLOTS .........................................23 

4  ANALYSIS OF THE COMPONENTS OF GROUND-MOTION 
VARIABILITY ................................................................................................................49 

4.1  Methodology .........................................................................................................49 

4.2   .............................................................................................................................51 

4.3   .............................................................................................................................57 

4.4  SS ..........................................................................................................................71 

4.5  S2S ........................................................................................................................86 

4.6  Other Effects .........................................................................................................96 

4.6.1  Regression Approach .................................................................................96 
4.6.2  Regional Effects .........................................................................................98 

5  CENA STANDARD DEVIATION MODELS.............................................................101 

5.1  General Framework...........................................................................................101 



 viii

5.1.1  -Square Distribution ..............................................................................101 

5.2   ...........................................................................................................................102 

5.2.1  Candidate Models ....................................................................................102 

5.2.1.1  Global   Model................................................................................. 102 

5.2.1.2  CENA Constant   Model .................................................................. 109 

5.2.1.3  CENA Magnitude-Dependent   Model ............................................. 110 
5.2.2  Comparison to Existing Models...............................................................114 

5.3  SS .......................................................................................................................116 

5.3.1  Candidate Models ....................................................................................116 
5.3.1.1  Global ϕSS Model ............................................................................... 116 
5.3.1.2  CENA Constant ϕSS Model ................................................................. 124 
5.3.1.3  CENA Magnitude-Dependent ϕSS Model ........................................... 126 

5.3.2  Comparison to Existing Models...............................................................132 

5.4  S2S ......................................................................................................................137 

5.5   ...........................................................................................................................140 

5.6  Single-Station  ..................................................................................................149 

5.7  Ergodic  ............................................................................................................158 

5.8  Other Considerations.........................................................................................170 

5.8.1  Application to Potentially Induced Earthquakes ......................................170 
5.8.2  Application to Gulf Region ......................................................................173 

6  CONCLUSIONS ............................................................................................................177 

REFERENCES ...........................................................................................................................179 

 



 ix

LIST OF ABBREVIATIONS AND SYMBOLS 

ASK14 Abrahamson et al. (2014) 

BSSA14 Boore et al. (2014) 

CB14  Campbell and Bozorgnia (2014) 

CDF  Cumulative density function 

CENA  Central and Eastern North America 

CEUS  Central and Eastern US 

CV  Coefficient of variation 

CY14  Chiou and Youngs (2014) 

DCPP  Diablo Canyon Power Plant 

ENA  Eastern and North America 

F  Frequency (Hz) 

GMM  Ground-motion model 

GMPE  Ground-motion prediction equation 

Hdep  Hypocentral depth (km) 

M   Moment magnitude 

NGA-East Next generation attenuation relationships for Central and Eastern North America 

NGA-West1 Next generation attenuation relationships for Western US 

NGA-West2 Enhancement of next generation attenuation relationships for Western US 

PGA  Peak ground acceleration 

PGV  Peak ground velocity 

Phi, ϕ  Within-event standard deviation 

PhiSS, ϕSS Single-station within-event standard deviation 

ϕSS,S  Single-station within-event standard deviation estimated at an individual station 

PhiS2S, ϕS2S Site-to-site variability 

PIE  Potentially-induced events 

PRP  PEGASOS Refinement Project 

PSA  Pseudo-spectral acceleration response spectral ordinate 

PSHA  Probabilistic seismic hazard analysis 

PVNGS Palo Verde Nuclear Generating Station 

RJB   Joyner-Boore distance 

RRUP   Rupture distance 



 x

SD  Standard deviation 

SSHAC Senior Seismic Hazard Analysis Committee 

SWUS Southwestern United States Ground-Motion Characterization Level 3 SSHAC 
Project 

T  Spectral period (sec) 

Tau, τ  Between-event standard deviation 

TNSP  Thyspunt Nuclear Siting Project 

Var  Variance 

VS30   Time-averaged shear-wave velocity to a depth of 30 m 

WNA  Western North America 

WUS  Western U.S. 

 

 
 



 xi

LIST OF TABLES 

Table 1.1  Summary of terminology for residual components and standard deviations 
(SD denotes standard deviation). .............................................................................3 

 

Table 2.1  Number of recordings, earthquakes and stations at F = 4 Hz used in the 
within-event and between-event residuals analysis. ..............................................10 

Table 2.2  Number of recordings, earthquakes and stations used in the single-station 
analysis at F = 4 Hz. ..............................................................................................15 

Table 2.3  Number of recordings, earthquakes, and stations in the NGA-West2 
datasets used in the single-station analysis. ...........................................................17 

 

Table 5.1  Mean and standard deviation of the coefficients of the global  model. .............109 

Table 5.2  Mean and standard deviation of the CENA constant  model. ............................110 

Table 5.3  Mean and standard deviation of the coefficients of the CENA magnitude-
dependent  model. ..............................................................................................111 

Table 5.4  Coefficients of the global  model. ......................................................................115 

Table 5.5  Coefficients of the CENA constant  model. .......................................................116 

Table 5.6  Coefficients of the CENA magnitude-dependent  model. .................................116 

Table 5.7 Standard deviation of SS,S  using the ASK14 residuals at PGA and periods 
of 0.1 and 1 sec for a minimum number of recordings per station (Nmin) 
of 5 to 25 ..............................................................................................................121 

Table 5.8  Mean and standard deviation of the coefficients of the global magnitude-
dependent ϕSS model. ...........................................................................................124 

Table 5.9  Mean and standard deviation of the CENA constant SS model. .........................126 

Table 5.10   Mean and standard deviation of the coefficients of the CENA magnitude-
dependent ϕSS model. ...........................................................................................132 

Table 5.11  Coefficients of the global ϕSS model. ...................................................................133 

Table 5.12  Coefficients of the CENA constant ϕSS model. ....................................................134 

Table 5.13  Coefficients of the CENA magnitude-dependent ϕSS model. ..............................134 

Table 5.14  Mean and standard deviation of the CENA ϕS2S model. ......................................139 

Table 5.15  Central, high, and low values of the CENA ϕS2S model. .....................................140 

Table 5.16  Coefficients of the global ϕ model. ......................................................................142 

Table 5.17  Coefficients of the CENA magnitude-dependent ϕ model. .................................143 

Table 5.18  Coefficients of the CENA constant ϕ model. ......................................................144 

Table 5.19  Coefficients of the global single-station  model resulting from combining 
the global ϕSS model and the global τ model. .......................................................151 

Table 5.20  Coefficients of the CENA single-station  model-1 resulting from 
combining the CENA constant ϕSS model and the global τ model. .....................152 



 xii

Table 5.21  Coefficients of the CENA single-station  model-2 resulting from 
combining the CENA magnitude-dependent ϕSS model and the global τ 
model....................................................................................................................153 

Table 5.22  Coefficients of the global ergodic σ model resulting from combining the 
global ϕSS model, the global τ model, and the CENA ϕS2S model. .......................160 

Table 5.23  Coefficients of the CENA ergodic σ model-1 resulting from combining the 
CENA constant ϕSS model, the global τ model, and the CENA ϕS2S model. ........161 

Table 5.24  Coefficients of the CENA ergodic σ model-2 resulting from combining the 
CENA magnitude-dependent ϕSS model, the global τ model, and the 
CENA ϕS2S model. ................................................................................................162 

Table 5.25  P-values from the F-test of equality of 2 for PIE and the tectonic events 
for CENA. ............................................................................................................172 

Table 5.26  P-values from the F-test of equality of ߶ௌௌ
ଶ 	for PIE and the tectonic events 

for CENA. ............................................................................................................172 

Table 5.27  P-values from the F-test of equality of 2 for tectonic events in the Gulf 
region and the rest of CENA. Values in red indicate cases where the 
equality of 2  is rejected at 5% significance level. ..............................................174 

Table 5.28  P-values from the F-test of equality of ߶ௌௌ
ଶ  for tectonic events in the Gulf 

region and the rest of CENA. ...............................................................................174 

Table 5.29  P-values from the F-test of equality of ߶ௌଶௌ
ଶ  for tectonic events in the Gulf 

region and the rest of CENA. Values in red indicate cases where the 
equality of ߶ௌଶௌ

ଶ  is rejected at 5% significance level. ..........................................174 

 

  



 xiii

LIST OF FIGURES 

Figure 2.1  Magnitude and distance distribution of the CENA ground-motion data 
used in the between-event and within-event residuals analysis at F = 4 Hz. .........11 

Figure 2.2  Magnitude and distance distribution of the CENA ground-motion data by 
region used in the between-event and within-event residuals analysis at F 
= 4 Hz. ....................................................................................................................11 

Figure 2.3  Magnitude and hypocentral depth distribution of the CENA earthquakes 
used in the between-event and within-event residuals analysis at F = 4 Hz. .........12 

Figure 2.4  Histogram of the number of stations in theVS30 bins for the dataset used in 
the between-event and within-event residuals analysis at F = 4 Hz. .....................12 

Figure 2.5  Number of stations and recordings with different assigned VS30 codes used 
in the between-event and within-event residuals analysis at F = 4 Hz. .................13 

Figure 2.6  Number of recordings versus spectral period for the dataset used in the 
between-event and within-event residuals analysis. ..............................................14 

Figure 2.7  Histogram of the number of stations versus bins of the number of 
recordings per station for the dataset used in the between-event and 
within-event residuals analysis at F = 4 Hz. ..........................................................14 

Figure 2.8  Magnitude and distance distribution of the CENA ground-motion data 
used in the single-station analysis at F = 4 Hz. .....................................................15 

Figure 2.9  Histogram of the number of stations in different VS30 bins for the dataset 
used in the single-station analysis at F = 4 Hz. .....................................................16 

Figure 2.10  Number of recordings versus spectral period for the dataset used in the 
single-station analysis. ...........................................................................................16 

Figure 2.11  Data distribution (magnitude-distance plot, VS30 histogram, and number of 
recordings histogram) for the ASK14 dataset used in the single-station 
analysis. ..................................................................................................................18 

Figure 2.12  Data distribution (magnitude-distance plot, VS30 histogram, and number of 
recordings histogram) for the BSSA14 dataset used in the single-station 
analysis. ..................................................................................................................19 

Figure 2.13  Data distribution (magnitude-distance plot, VS30 histogram, and number of 
recordings histogram) for the CB14 dataset used in the single-station 
analysis. ..................................................................................................................20 

Figure 2.14  Data distribution (magnitude-distance plot, VS30 histogram, and number of 
recordings histogram) for the CY14 dataset used in the single-station 
analysis. ..................................................................................................................21 

 

Figure 3.1  Event terms versus magnitude for F = 10 Hz. .......................................................25 

Figure 3.2  Event terms versus magnitude for F = 4 Hz. .........................................................26 

Figure 3.3  Event terms versus magnitude for F = 2 Hz. .........................................................27 

Figure 3.4  Event terms versus magnitude for F = 1.33 Hz. ....................................................28 

Figure 3.5  Event terms versus magnitude for F = 1 Hz. .........................................................29 

Figure 3.6  Event terms versus magnitude for F = 0.5 Hz. ......................................................30 



 xiv

Figure 3.7  Within-event residuals versus RRUP for F = 10 Hz. ................................................31 

Figure 3.8  Within-event residuals versus RRUP for F = 4 Hz. ..................................................32 

Figure 3.9 Within-event residuals versus RRUP for F = 2 Hz. ..................................................33 

Figure 3.10  Within-event residuals versus RRUP for F = 1.33 Hz. .............................................34 

Figure 3.11 Within-event residuals versus RRUP for F = 1 Hz ...................................................35 

Figure 3.12  Within-event residuals versus RRUP for F = 0.5 Hz. ...............................................36 

Figure 3.13  Within-event residuals versus VS30 for F = 10 Hz. ................................................37 

Figure 3.14  Within-event residuals versus VS30 for F = 4 Hz. ..................................................38 

Figure 3.15  Within-event residuals versus VS30 for F = 2 Hz. ..................................................39 

Figure 3.16  Within-event residuals versus VS30 for F = 1.33 Hz. .............................................40 

Figure 3.17  Within-event residuals versus VS30 for F = 1 Hz. ..................................................41 

Figure 3.18  Within-event residuals versus VS30 for F = 0.5 Hz. ...............................................42 

Figure 3.19  Within-event residuals (LN units) versus RRUP by region for F = 10 Hz. .............43 

Figure 3.20  Within-event residuals (LN units) versus RRUP by region for F = 4 Hz. ...............44 

Figure 3.21  Within-event residuals (LN units) versus RRUP by region for F = 2 Hz. ...............45 

Figure 3.22  Within-event residuals (LN units) versus RRUP by region for F = 1.33 Hz. ..........46 

Figure 3.23  Within-event residuals (LN units) versus RRUP by region for F = 1 Hz. ...............47 

Figure 3.24  Within-event residuals (LN units) versus RRUP by region for F = 0.5 Hz. ............48 

 

Figure 4.1    versus frequency for different minimum number of recordings per 
earthquake (NRE) used in the regression...............................................................51 

Figure 4.2    versus frequency for PIE, tectonic and all earthquakes for minimum 
number (Nmin) of three recordings per earthquake and all magnitudes 
(left) and for earthquakes with a minimum M of 3.0 (right). ................................52 

Figure 4.3  Comparison of CENA   to NGA-West2  using all CENA earthquakes 
(left) and earthquakes with a minimum M of 3.0 (right). ......................................52 

Figure 4.4    versus magnitude for CENA compared to WUS   predicted by NGA-
West2 models (left) and computed from NGA-West2 event terms (right) at 
F = 10 Hz. ..............................................................................................................53 

Figure 4.5    versus magnitude for CENA compared to WUS   predicted by NGA-
West2 models (left) and computed from NGA-West2 event terms (right) at 
F = 4, 2, and 1.33 Hz. ............................................................................................54 

Figure 4.6    versus magnitude for CENA compared to WUS   predicted by NGA-
West2 models (left) and computed from NGA-West2 event terms (right) at 
F = 1 and 0.5 Hz. ...................................................................................................55 

Figure 4.7    versus hypocentral depth for CENA at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. .........56 

Figure 4.8  ϕ versus frequency for different minimum number of recordings per 
earthquake (NRE) used in the regression...............................................................57 

Figure 4.9  ϕ versus frequency for PIE, tectonic and all earthquakes for minimum 
number (Nmin) of three recordings per earthquake and all magnitudes 
(left) and for earthquakes with a minimum M of 3.0 (right). ................................58 



 xv

Figure 4.10  Comparison of CENA ϕ to NGA-West2 ϕ using all CENA recordings 
(left) and recordings with a minimum M of 3.0 (right). ........................................58 

Figure 4.11  CENA ϕ by region using all recordings (left) and recordings with a 
minimum M of 3.0 (right). .....................................................................................59 

Figure 4.12    versus magnitude for CENA compared to WUS  predicted by NGA-
West2 models (left); and computed from NGA-West2 residuals (right) at 
F = 10, 4, and 2 Hz. ...............................................................................................60 

Figure 4.13    versus magnitude for CENA compared to WUS   predicted by NGA-
West2 models (left) and computed from NGA-West2 residuals (right) at F 
= 1.33, 1, and 0.5 Hz. .............................................................................................61 

Figure 4.14    versus distance for CENA compared to WUS   at F = 10, 4, 2, 1.33, 1, 
and 0.5 Hz. .............................................................................................................62 

Figure 4.15  CENA  versus distance in three magnitude bins compared to WUS  at F 
= 10 Hz. ..................................................................................................................64 

Figure 4.16  CENA  versus distance in three magnitude bins compared to WUS  at F 
= 4 Hz. ....................................................................................................................65 

Figure 4.17  CENA  versus distance in three magnitude bins compared to WUS  at F 
= 2 Hz. ....................................................................................................................66 

Figure 4.18  CENA  versus distance in three magnitude bins compared to WUS  at F 
= 1.33 Hz. ...............................................................................................................67 

Figure 4.19  CENA  versus distance in three magnitude bins compared to WUS  at F 
= 1 Hz. ....................................................................................................................68 

Figure 4.20  CENA  versus distance in three magnitude bins compared to WUS  at F 
= 0.5 Hz. .................................................................................................................69 

Figure 4.21  CENA  versus VS30 at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. ......................................70 

Figure 4.22  CENA  versus frequency for the different VS30 codes. ........................................71 

Figure 4.23  ϕSS versus frequency for different minimum number of recordings per 
station (NRS) used in the regression. .....................................................................72 

Figure 4.24  ϕSS versus frequency for PIE, tectonic, and all earthquakes for minimum 
number (Nmin) of three recordings per station and all magnitudes (left) 
and for earthquakes with a minimum M of 3.0 (right). .........................................72 

Figure 4.25  CENA ϕSS by region using all recordings (left) and recordings with a 
minimum M of 3.0 (right). .....................................................................................73 

Figure 4.26  Comparison of CENA and NGA-West2 ϕSS versus frequency for the 
datasets with M ≥ 3.0 and all distances (left) and M between 3.0 and 6.0 
and RRUP distance up to 300 km (right). .................................................................73 

Figure 4.27  ϕSS versus magnitude for CENA at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. ...................75 

Figure 4.28  Comparison of CENA and WUS ϕSS versus magnitude for RRUP distance 
up to 500 km (left) and 300 km (right) at F = 10, 4, and 2 Hz. .............................76 

Figure 4.29  Comparison of CENA and WUS ϕSS versus magnitude for RRUP distance 
up to 500 km (left) and 300 km (right) at F = 1.33, 1, and 0.5 Hz. .......................77 

Figure 4.30  ϕSS versus RRUP distance for CENA at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. ..............78 



 xvi

Figure 4.31  Comparison of CENA and WUS ϕSS versus Rrup for M greater than 3.0 
(left) and M between 3.0 and 6.0 (right) at F = 10, 4, and 2 Hz. ...........................79 

Figure 4.32  Comparison of CENA and WUS ϕSS versus RRUP for M greater than 3.0 
(left) and M between 3.0 and 6.0 (right) at F = 1.33, 1, and 0.5 Hz. .....................80 

Figure 4.33  Comparison of CENA and WUS ϕSS versus distance in three magnitude 
bins at F = 10 and 4 Hz. .........................................................................................81 

Figure 4.34  Comparison of CENA and WUS ϕSS versus distance in three magnitude 
bins at F = 2 and 1.33 Hz. ......................................................................................82 

Figure 4.35  Comparison of CENA and WUS ϕSS versus distance in three magnitude 
bins at F = 1 and 0.5 Hz. ........................................................................................83 

Figure 4.36  ϕSS versus VS30 for CENA at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. ..............................84 

Figure 4.37  Comparison of CENA and WUS ϕSS versus VS30 at F = 10, 4, 2, 1.33, 1, 
and 0.5 Hz. .............................................................................................................85 

Figure 4.38  CENA ϕS2S versus frequency for different minimum number of recordings 
per station (NRS) used in the regression................................................................87 

Figure 4.39  CENA site terms as a function of VS30 for F = 10, 4, and 2 Hz. ............................88 

Figure 4.40  CENA site terms as a function of VS30 for F = 1.33, 1, and 0.5 Hz. ......................89 

Figure 4.41  CENA ϕS2S versus frequency for the different VS30 codes. ....................................90 

Figure 4.42  Comparison of ϕS2S for CENA stations with measured versus inferred VS30. ........90 

Figure 4.43  Comparison of CENA ϕS2S for PIE and tectonic events. .......................................91 

Figure 4.44  Comparison of CENA ϕS2S versus VS30 for tectonic, PIE, and all 
earthquakes at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. ...................................................92 

Figure 4.45  Location of the stations that recorded PIEs (red) and tectonic events (blue) 
for F = 4 Hz. ..........................................................................................................93 

Figure 4.46  Comparison of ϕS2S for CENA, NGA-West2, and Japan. ......................................93 

Figure 4.47  Metadata for Japan single-station sigma study. Mw and RRUP obtained from 
the F-net catalog (blue crosses) and previously published finite fault 
source models (red circles) (see Dawood and Rodriguez-Marek [2015]). ............94 

Figure 4.48  Comparison of CENA and WUS ϕS2S versus VS30 at F = 10, 4, 2, 1.33, 1, 
and 0.5 Hz. .............................................................................................................95 

Figure 4.49  CENA , ϕ, ϕSS, and ϕS2S using three recordings per earthquake for  and ϕ, 
and three recordings per station for ϕSS and ϕS2S. ...................................................97 

Figure 4.50  Comparison of CENA ϕ (left) and  (right) using the two-regression, 
iterative, and Bayesian regression approaches. ......................................................97 

Figure 4.51  Geographical distribution of event terms at F = 4 Hz. ..........................................98 

Figure 4.52  Geographical distribution of site terms at F = 4 Hz. .............................................99 

Figure 4.53  Geographical distribution of earthquakes and stations. .........................................99 

Figure 4.54  Comparison of ϕ (left) and τ (right) for all tectonic earthquakes and two 
subsets of tectonic earthquakes in the smaller regions. .......................................100 

 

Figure 5.1  Global τ model versus magnitude at PGV and F = 100, 10, 5, 2, and 1 Hz. .......104 

Figure 5.2  Global  model versus magnitude at F = 0.33, 0.2, 0.13, and 0.1 Hz. .................105 



 xvii

Figure 5.3  Coefficients of the global  model versus frequency as derived (solid 
lines) and smoothed (dashed lines). .....................................................................106 

Figure 5.4  Standard deviations computed using point-source stochastic simulations 
with random  values [Coppersmith et al. 2014]. ................................................106 

Figure 5.5  Standard deviations computed using point-source stochastic simulations 
with correlated  values [Coppersmith et al. 2014]. ............................................107 

Figure 5.6  Between-model variability of global 2. .............................................................108 

Figure 5.7  Within-model variability of global 2. ................................................................108 

Figure 5.8  Total variability of global 2. ..............................................................................109 

Figure 5.9  Constant CENA  model. .....................................................................................111 

Figure 5.10  Variability in constant CENA 2 model. .............................................................112 

Figure 5.11  Coefficients of the CENA magnitude-dependent  model. .................................112 

Figure 5.12  Variability in CENA magnitude-dependent 2 model compared to the 
global model.........................................................................................................113 

Figure 5.13  Comparison of candidate  models for CENA. Dashed lines represent the 
5th and 95th percentiles of the models. .................................................................113 

Figure 5.14  Comparison of the candidate  models for CENA to SWUS τ model. 
Dashed lines represent the 5th and 95th percentiles of the models. ......................114 

Figure 5.15  Comparison of the candidate  models for CENA to the Hanford τ model 
at M5.0, 6.0, and 7.0. Dashed lines represent the 5th and 95th percentiles of 
the models. ...........................................................................................................115 

Figure 5.16  Global ϕSS model versus magnitude at PGV and F = 100, 10, 5, 2, and 1 
Hz. ........................................................................................................................118 

Figure 5.17  Global ϕSS model versus magnitude at PGV and F = 0.33, 0.2, and 0.1 Hz. .......119 

Figure 5.18  Coefficients of the global ϕSS model versus frequency. .......................................120 

Figure 5.19  Coefficient of variation (CV) of SS at the stations in the ASK14 dataset 
for different number of recordings per station (N). The blue line represents 
the CV from a simulated ground-motion dataset where SS at all stations 
are equal, hence the blue line represents pure sampling error. ............................122 

Figure 5.20  Coefficient of variation (CV) for the ASK14 dataset for different number 
of recordings per station (N). The blue lines represent the CV of the 
realizations (N) of simulated datasets with different assigned CV. .....................122 

Figure 5.21  Variability in the global߶ௌௌ
ଶ  model at M = 5.0 (coefficient a). ............................123 

Figure 5.22  Variability in the global ߶ௌௌ
ଶ  model at M = 6.5 (coefficient b). ...........................123 

Figure 5.24  Variability in constant CENA ߶ௌௌ
ଶ  model. ...........................................................125 

Figure 5.25  Coefficients of magnitude-dependent CENA ϕSS model. ....................................127 

Figure 5.26  Variability in the magnitude-dependent CENA ߶ௌௌ
ଶ  at M = 5.0 (coefficient 

a). .........................................................................................................................128 

Figure 5.27  Variability in the magnitude-dependent CENA ߶ௌௌ
ଶ  model at M = 6.5 

(coefficient b). ......................................................................................................128 



 xviii

Figure 5.28  Comparison of candidate ϕSS models for CENA versus magnitude at PGV 
and F = 100, 10, 5, 1, and 1 Hz. Dashed lines represent the 5th and 95th 
percentiles of the models. ....................................................................................129 

Figure 5.29  Comparison of candidate ϕSS models for CENA versus magnitude at F = 
0.33, 0.2, and 0.1 Hz. Dashed lines represent the 5th and 95th percentiles of 
the models. ...........................................................................................................130 

Figure 5.30  Comparison of candidate ϕSS models for CENA versus frequency for M = 
5.0, 6.0, and 7.0. Dashed lines represent the 5th and 95th percentiles of the 
models. .................................................................................................................131 

Figure 5.31  Comparison of the CENA ϕSS models to the Hanford model at F = 100 and 
1 Hz. Dashed lines represent the 5th and 95th percentiles of the models. .............135 

Figure 5.32  Comparison of the CENA ϕSS models to one the SWUS magnitude-
dependent ϕSS models derived from California data at F = 100 and 1 Hz. 
Dashed lines represent the 5th and 95th percentiles of the models. ......................136 

Figure 5.33  ϕS2S mean model for CENA. ................................................................................138 

Figure 5.34  Variability of CENA ߶ௌଶௌ
ଶ . ..................................................................................138 

Figure 5.35  Comparison of ϕ models for CENA versus magnitude at PGV and F = 
100, 10, 5, 2, and 1 Hz. Dashed lines represent the 5th and 95th percentiles 
of the models. .......................................................................................................145 

Figure 5.36  Comparison of ϕ models for CENA versus magnitude at F = 0.33, 0.2, and 
0.1 Hz. Dashed lines represent the 5th and 95th percentiles of the models. ..........146 

Figure 5.37  Comparison of ϕ models for CENA versus frequency for M = 5.0, 6.0, and 
7.0. Dashed lines represent the 5th and 95th percentiles of the models. ...............147 

Figure 5.38  Comparison of ϕ models for CENA and NGA-West2 versus frequency for 
M = 5.0, 6.0, and 7.0. Dashed lines represent the 5th and 95th percentiles of 
the CENA models. ...............................................................................................148 

Figure 5.39  Comparison of three candidate single-station  models for CENA versus 
magnitude at PGV and F = 100, 10, 5, 2, and 1 Hz. Dashed lines represent 
the 5th and 95th percentiles of the models. ............................................................154 

Figure 5.40  Comparison of three candidate single-station  models for CENA versus 
magnitude at PGV and F = 0.33, 0.2, and 0.1 Hz. Dashed lines represent 
the 5th and 95th percentiles of the models. ............................................................155 

Figure 5.41  Comparison of three candidate single-station  models for CENA versus 
frequency for M = 5.0, 6.0, and 7.0. Dashed lines represent the 5th and 95th 
percentiles of the models. ....................................................................................156 

Figure 5.42  Comparison of three candidate single-station  models for CENA and 
Hanford versus frequency for M = 5.0, 6.0, and 7.0. Dashed lines 
represent the 5th and 95th percentiles of the models. ............................................157 

Figure 5.43  Comparison of three candidate ergodic  models for CENA versus 
magnitude at PGV and F = 100, 10, 5, 2, and 1 Hz. Dashed lines represent 
the 5th and 95th percentiles of the models. ............................................................163 

Figure 5.44  Comparison of three candidate ergodic  models for CENA versus 
magnitude at PGV and F = 0.33, 0.2, and 0.1 Hz. Dashed lines represent 
the 5th and 95th percentiles of the models. ............................................................164 



 xix

Figure 5.45  Comparison of three candidate ergodic  models for CENA versus 
frequency for M = 5.0, 6.0, and 7.0. Dashed lines represent the 5th and 95th 
percentiles of the models. ....................................................................................165 

Figure 5.46  Comparison of three candidate ergodic global   models for CENA and 
NGA-West2 models versus frequency for M = 5.0, 6.0, and 7.0. Dashed 
lines represent the 5th and 95th percentiles of the CENA global model. ..............166 

Figure 5.47  Comparison of three candidate ergodic CENA   model-1 and NGA-
West2 models versus frequency for M = 5.0, 6.0, and 7.0. Dashed lines 
represent the 5th and 95th percentiles of CENA model-1. ....................................167 

Figure 5.48  Comparison of three candidate ergodic CENA   model-2 and NGA-
West2 models versus frequency for M = 5.0, 6.0, and 7.0. Dashed lines 
represent the 5th and 95th percentiles of CENA model-2. ....................................168 

Figure 5.49  Comparison of three candidate ergodic   models for CENA to the EPRI 
2013 and Atkinson et al. [2012]  models versus frequency for M = 5.0, 
6.0, and 7.0. Dashed lines represent the 5th and 95th percentiles of the 
CENA models. .....................................................................................................169 

Figure 5.50  Comparison of  values obtained from mixed effects regressions using all 
CENA earthquakes, PIE-only and tectonic-only events. Only earthquakes 
with minimum M of 3.0 were used. .....................................................................171 

Figure 5.51  Comparison of ϕSS values obtained from mixed effects regressions using 
all CENA earthquakes, PIE-only and tectonic-only events. Only 
earthquakes with minimum M of 3.0 were used. .................................................171 

Figure 5.52  Comparison of ϕS2S values obtained from mixed effects regressions using 
all CENA earthquakes, PIE-only and tectonic-only events. Earthquakes 
with M greater than 2.0 were used. ......................................................................172 

Figure 5.53  Magnitude and distance distribution of the Gulf region data at F = 4 Hz. ..........175 

Figure 5.54  Comparison of CENA τ models at M5.0 to τ values for the Gulf region. 
Dashed lines represent the 5th and 95th percentiles of the CENA models............175 

Figure 5.55  Comparison of CENA ϕSS models at M5.0 to ϕSS values for the Gulf 
region. Dashed lines represent the 5th and 95th percentiles of the CENA 
models. .................................................................................................................176 

Figure 5.56  Comparison of CENA ϕS2S model to ϕS2S values for the Gulf region. 
Dashed lines represent the 5th and 95th percentiles of the CENA ϕS2S 
model....................................................................................................................176 

 

 
  



 xx

 

 



1 

 

1 Introduction 

1.1 SCOPE 

Ground-motion models (GMMs) or ground-motion prediction equations (GMPEs) usually 
describe the distribution of ground motion in terms of a median and a logarithmic standard 
deviation for the average horizontal component of peak ground acceleration (PGA), peak ground 
velocity (PGV), and 5%-damped elastic pseudo-spectral acceleration response spectral ordinates 
(PSA) for a wide range of oscillator periods (e.g., often from 0.01 to 10 sec). The standard 
deviation models developed using a broad range of earthquakes, sites, and regions are typically 
used to analyze the hazard at a single site from a relatively small source region. Such practice is 
referred to as the ergodic assumption [Anderson and Brune 1999] and assumes that the ground-
motion variability at a single site-source combination is the same as the ground-motion 
variability observed in a global dataset. 

In recent years, the availability of well-recorded ground motions at single sites from 
multiple occurrences of earthquakes allowed researchers and practitioners to partially remove the 
ergodic assumption by estimating the repeatable site effects and removing them from the ground-
motion variability. This leads to a reduction in the aleatory ground-motion variability but 
requires using a site-specific median ground-motion model with increased epistemic uncertainty. 
This epistemic uncertainty is typically manifested by additional branches in the ground-motion 
logic tree. Models for single-station standard deviations have been developed and used on large 
projects such as the PEGASOS Refinement Project (PRP) [Renault et al. 2010]., BC Hydro 
Probabilistic Seismic Hazard Assessment Project [BC Hydro 2011], Thyspunt Nuclear Siting 
Project [Bommer et al. 2013], the Hanford Probabilistic Seismic Hazard Analysis Project 
[Coppersmith et al. 2014], and the Southwestern United States Ground-Motion Characterization 
Level 3 SSHAC Project [GeoPentech 2015]. 

A database of the ground motion recorded in Central and Eastern North America (CENA) 
was collected and processed by the NGA-East project [Goulet et al. 2014]. This database was 
used to analyze the different components of ground-motion variability in CENA. Moreover, the 
NGA-West2 project collected and processed the largest ground-motion database to date with 
repeatable recordings per earthquake and per station [Ancheta et al. 2014]. This study makes use 
of the NGA-West2 dataset to gain insight on the behavior of the ground-motion variability in 
magnitude, distance, and frequency ranges that are not well populated in the NGA-East database. 
Candidate models for ergodic  and single-station  are proposed for use in CENA and 
discussed herein. These models are applicable for magnitude 4.0 to 8.2, distance up to 1000 km, 
and for PGA, PGV, and PSA at periods of 0.01 to 10 sec (frequencies of 0.1 to 100 Hz). 
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1.2 BACKGROUND ON GROUND-MOTION VARIABILITY AND ITS 
COMPONENTS 

Probabilistic seismic hazard analyses (PSHA) typically aim to evaluate the hazard at a single-site 
from a relatively small source region. This requires characterizing the ground motion (median 
and variability) at a particular site due to the future occurrence of different earthquakes. Because 
repeated recordings at the site of interest are usually not available, the ergodic assumption 
[Anderson and Brune 1999] is adopted whereby the ground-motion variability over different 
sites and source regions is assumed applicable to an individual site. The availability of repeated 
recordings at individual stations in recent ground-motion databases allowed for the estimation of 
the site-to-site variability and for removing it from the ground-motion aleatory variability. This 
leads to a reduced aleatory variability, as observed in previous studies (e.g., Chen and Tsai 
[2002]; Atkinson [2006]; Morikawa et al. [2008]; Lin et al. [2011]; Rodriguez-Marek et al. 
[2011]; Chen and Faccioli [2013]; Rodriguez-Marek et al. [2013]; and Luzi et al. [2014]). 
Partially removing the ergodic assumption requires adjusting the median ground-motion models 
to be site-specific and the proper accounting for the increased epistemic uncertainty resulting 
from the limited knowledge of the site-specific adjustment factors. 

The use of single-station  allows for proper identification of the various components of 
ground-motion variability, where some of the apparent randomness can be transformed to 
epistemic uncertainty. With the acquisition of additional data, this epistemic uncertainty can—in 
theory—be removed or decreased. Moreover, the use of single-station  has the advantage of 
avoiding double counting of the uncertainty in cases where the site-to-site variability is part of 
the total , and where site-specific response analyses are carried out and the uncertainty in the 
site amplification factors is properly captured. The components of ground-motion variability are 
described in Al Atik et al. [2010] and a brief review of the components and notations relevant to 
this study is provided here. Table 1.1 summarizes the adopted notation following Al Atik et al. 
[2010] for the components of the ground-motion residuals and their respective standard 
deviations. 

The ground-motion residual (es) represents the difference (in natural log units) between 
observed ground motion and the median predicted by GMPEs. Total residuals can be separated 
into between-event residuals (Be) and within-event residuals (Wes): 

∆௘௦ൌ ௘ܤߜ ൅ ߜ ௘ܹ௦ (1.1) 

where subscripts e and s refer to earthquake and station, respectively. The between-event and 
within-event residuals have standard deviations denoted as  and , respectively, and are 
assumed to be uncorrelated. As a result, the total ergodic standard deviation  can be written as: 

ߪ ൌ ඥ߶ଶ ൅ ߬ଶ (1.2) 

In turn, the within-event residual can be separated into the site-to-site term S2Ss and the 
single-station within-event residual WSes: 

ߜ ௘ܹ௦ ൌ 2ܵ௦ܵߜ ൅  ௘௦ (1.3)ܹܵߜ
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where S2Ss represents the systematic deviation of the ground motion at site s from the median 
event-corrected ground motion predicted by the GMPE. WSes is the site-corrected and event-
corrected residual referred to as single-station within-event residual. The site-to-site term and the 
single-station within-event residuals have standard deviations denoted as S2S and SS, 
respectively. The total single-station standard deviation (single-station sigma, SS), sometimes 
referred to as the partially non-ergodic sigma and the ergodic standard deviation (), can be 
written as: 

ௌௌߪ ൌ ඥ߶ௌௌ
ଶ ൅ ߬ଶ (1.4) 

ߪ ൌ ඥ߶ௌଶௌ
ଶ ൅ ߶ௌௌ

ଶ ൅ ߬ଶ. (1.5) 

The use of single-station sigma in PSHA requires the estimation of the median site term 
(S2Ss) and its associated epistemic uncertainty. This is typically done through site response 
analyses or through the analysis of ground-motion data recorded at the site, if available. When 
ground-motion recordings are used to estimate the site term, epistemic uncertainty arises from 
the limited number of recordings available. As the number of recordings increases, the epistemic 
uncertainty on the value of the site term typically decreases. On the other hand, site response 
analyses have inherent uncertainties both in the input parameters and the modeling processes, 
and these lead to epistemic uncertainty in the estimated site term. Another requirement for the 
application of partially non-ergodic  is that the epistemic uncertainty in the single-station 
within-event standard deviation is estimated and accounted for in the ground-motion logic tree. 
This requirement arises from observations that there is non-negligible variability in the standard 
deviation of site- and event-corrected residuals at a single station (ϕSS,S) compared to the average 
ϕSS estimated over all the stations in the database [Rodriguez-Marek et al. 2013]. This 
uncertainty could be due to site-specific features such as topography or subsurface layering. 

Table 1.1 Summary of terminology for residual components and standard 
deviations (SD denotes standard deviation). 

Residual Component 
Residual 
Notation 

Standard Deviation 
Component 

Standard Deviation 
Notation 

Total residual Δ௘௦ Total or ergodic standard deviation ߪ 

Between-event residual (event 
term) ܤߜ௘ 

Between-event (inter-event) 
standard deviation () ߬ ൌ  ௘ሻܤߜሺܦܵ

Within-event residual (intra-
event residual; event-corrected 

residual) 
ߜ ௘ܹ௦ 

Within-event (intra-event) standard 
deviation () ߶ ൌ ߜሺܦܵ ௘ܹ௦ሻ 

Site-to-site residual (site term) 2ܵܵߜ௦ Site-to-site variability ߶ௌଶௌ ൌ  2ܵ௦ሻܵߜሺܦܵ

Single-station within-event 
residual (site- and event-

corrected residual) 
 ௘௦ܹܵߜ

Single-station within-event 
standard deviation (single-station ) 

߶ௌௌ ൌ  ௘௦ሻܹܵߜሺܦܵ
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1.3 APPROACH 

The goal of this study is to analyze the components of ground-motion variability in CENA and 
develop candidate standard deviation models applicable for the ground motion in CENA. The 
adopted approach consists of evaluating the individual components of ground-motion variability 
(τ, ϕ, ϕSS, and ϕS2S) in CENA and comparing them to the observed variability in other regions, 
particularly active tectonic regions, making use of the abundant NGA-West2 dataset. Comparing 
the ground-motion variability in CENA to the variability in other regions is necessary to inform 
the extrapolation of the standard deviation models for CENA beyond the magnitude range 
available in the NGA-East dataset, where the largest recorded magnitude is 6.8. 

Dividing the variability into its components allows a better understanding of the sources 
of variability. Moreover, such breakdown allows the use of single-station   for sites where site-
specific analyses are performed or ground-motion recordings are available, thus avoiding double-
counting of the site-to-site variability. Another advantage of this approach is that the value of the 
single-station within-event standard deviation (ϕSS) has been observed to be relatively constant 
across different regions and tectonic environments [Rodriguez-Marek et al. 2013]. The observed 
lack of regional dependence in ϕSS allows the use of global datasets for estimating CENA ϕSS, 
thus bypassing the data limitations in the NGA-East dataset. 

This report presents the results of the analysis of between-event, within-event, single-
station within-event, and site-to-site standard deviations for CENA, and compares them to the 
corresponding components of variability observed in the NGA-West2 dataset. Candidate models 
for τ, ϕSS, and ϕS2S are developed and presented. 

1.4 PAST STUDIES 

1.4.1 Ergodic  for CENA 

Previous CENA ground-motion studies developed ergodic standard deviation models. Aleatory 
variability models associated with exiting CENA GMPEs range from values of 0.55 to 0.62 
natural log units proposed by Atkinson and Boore [1995] based on empirical data to values of 
0.75 to 0.95 proposed by Silva et al. [2002] based on parametric variability and model misfit to 
empirical data. Toro et al. [1997] evaluated the modeling and parametric components of the 
aleatory variability based on the predictions of the stochastic ground-motion model, and their 
sigma values are magnitude, distance, and frequency-dependent ranging from around 0.53 to 
0.88 natural log units. The EPRI [2004] study developed a model for aleatory variability based 
on evaluating the range of  associated with the GMPEs available at the time of the study. An 
additional component of variability was added at small distances for the GMPEs using the RJB 
distance measure due to the range in the possible rupture distances for a given value of RJB. 
Atkinson and Boore [2006] evaluated the aleatory variability of ground motion based on the 
uncertainty in the simulation parameters to be equal to 0.3 in log10 units at all frequencies, 
magnitudes, and distances. 

Other ground-motion models for Eastern and North America (ENA) based their aleatory 
variability models on those of active tectonic regions. Campbell [2003] evaluated the aleatory 
variability of ground motion in ENA using the hybrid empirical approach. His  model is based 
on the aleatory variability of GMPEs in active tectonic regions, with a small additional 
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component to account for the fact that some of the host GMPE parameters are treated as random 
variables. His  values were magnitude- and frequency-dependent, ranging in values from 0.41 
in natural log units for magnitudes greater than 7.16 to 0.80 for magnitude 4.0. Tavakoli and 
Pezeshk [2005] based their aleatory variability model for ENA on an average of aleatory 
variability values from Western U.S. (WUS) GMPEs. Pezeshk et al. [2011] used an average of 
the aleatory variability published in NGA-West1 models to represent the aleatory variability in 
ENA ground motions. 

In 2006, EPRI performed an extensive evaluation of the between-event and the within-
event components of the aleatory variability in the Central and Eastern U.S. (CEUS) using a 
variety of datasets [EPRI 2006]. Their study concluded that the between-event variability for 
CEUS earthquakes is slightly larger than that for earthquakes in active tectonic regions; 
therefore, they increased τ by 0.03 natural log units. In addition, they found that the within-event 
variability for CEUS earthquakes is similar to or slightly smaller than that of earthquakes in 
active tectonic regions. Two branches were adopted to model ϕ: (1) a favored model with weight 
of 0.7 whereby ϕ in CEUS is similar to that in active tectonic regions; and (2) a ϕ model with a 
weight of 0.3 based on ϕ in active tectonic regions decreased by 0.03 natural log units. EPRI 
used the variability at 10 Hz for active tectonic regions to represent the variability in CEUS 
ground motion between 10 and 25 Hz based on the fact that CEUS ground motions have larger 
high-frequency energy than in the WUS. Finally, EPRI found no strong basis for increasing ϕ at 
small distances when the RJB distance measure is used. Their preferred model did not include an 
increase in ϕ at small RRUP values; however, two alternative models with combined weight of 0.4 
included additional variability for RJB values less than or equal to 10 km [EPRI 2006]. 

Based on the conclusion of the 2006 EPRI study that the aleatory variability of ground 
motions in CEUS is similar to that in active tectonic regions, in 2013 EPRI based their aleatory 
variability model on the average of preliminary aleatory variability values of four NGA-West2 
models (not including Idriss [2014]) [EPRI 2013]. This aleatory variability model has magnitude 
breaks in the magnitude dependence at M at 5.0, 6.0, and 7.0. Similar to the 2006 study, the 2013 
study increased τ by 0.03 natural log units to adjust the values derived for active tectonic regions 
for application in CEUS. In addition, the values of τ and ϕ between 10 Hz and PGA were set 
equal to the value at 10 Hz to account for the increase in high-frequency content of the CEUS 
ground motions. The 2013 study favored model (weight 0.6) shows no increase in the aleatory 
variability at small values of RJB; an alternative model includes an additional aleatory component 
with a maximum of 0.16 for RJB values less than 10 km. 

Recently, Atkinson [2013] evaluated empirical ground-motion data and also concluded 
that aleatory variability in CENA ground motions should be similar to that in active tectonic 
regions. Atkinson et al. [2012] have implemented this concept in proposed ground-motion 
models for use in updating the seismic hazard maps for Canada. 

1.4.2 Single-Station  

The development and use of single-station aleatory variability models has not been common 
practice in CEUS primarily due to data limitations and the insufficient number of repeated 
recordings at individual stations. Atkinson [2013] used ground-motion data from small-to-
moderate magnitude earthquakes recorded at six stations in the Charlevoix region of Canada to 
evaluate the aleatory variability in ENA ground motions. Atkinson [2013] estimated single-
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station  to be in the range of 0.23–0.28 in log10 units and concluded that single-station  in 
ENA is similar to that observed in California [Atkinson 2006]. 

Since single-station within-event standard deviation (ϕSS) models have been observed to 
be stable across regions and tectonic environment, it is worthwhile to summarize the existing ϕSS 
models outside of CENA. The concept of partially non-ergodic PSHA and the associated single-
station  was first formulated by Anderson and Brune [1999]. A recent increase in repeated 
ground-motion recordings at individual stations allowed the estimation of the site terms and 
removing them from the ground-motion variability, leading to the development of single-station 
 models (e.g., Chen and Tsai [2002]; Atkinson [2006]; Morikawa et al. [2008]; Lin et al. 
[2011]; Rodriguez-Marek et al. [2011]; Chen and Faccioli [2013]; Rodriguez-Marek et al. 
[2013]; and Luzi et al. [2014]). This review focuses on the recent ϕSS models that were developed 
from large datasets. 

Rodriguez-Marek et al. [2013] developed ϕSS models derived from a global dataset with 
M ≥ 4.5 and RRUP ≤ 200 km compiled as part of the PEGASOS Refinement Project (PRP) 
[Renault et al. 2010]. The PRP dataset consisted of residuals of ground-motion data from 
California (Chiou et al. [2010] model for small magnitude events and the Abrahamson and Silva 
[2008] model for larger magnitude events), Taiwan (Lin et al. [2011] data), Switzerland 
(Edwards and Fäh [2013]), Japan (Rodriguez-Marek et al. [2011]), and Turkey (Akkar et al. 
[2010]). A minimum of five recordings per earthquake and per station was imposed on the 
dataset for the residuals analysis. 

Rodriguez-Marek et al. [2013] observed that the value of ϕSS appears to be largely region-
independent. Moreover, ϕSS values obtained from this study were comparable to ϕSS values 
estimated in Lin et al. [2011] study using ground-motion data from Taiwan and Abrahamson et 
al. [2014b] using global data from subduction regions. Rodriguez-Marek et al. [2013] observed 
that an average ϕSS value of 0.45 (natural log units) seems to be a good fit to their results across 
all periods. Rodriguez-Marek et al. [2013] also observed that ϕSS shows a magnitude-dependent 
trend with values decreasing from a maximum at M5.0 to a minimum at M7.0, and a distance-
dependence for small magnitude events. As a result, three candidate models were adopted in the 
PRP (referred to as PRP models): constant ϕSS model (magnitude- and distance-independent; 
homoscedastic), distance-dependent ϕSS model, and magnitude- and distance-dependent ϕSS 
model. 

The Thyspunt Nuclear Siting Project (TNSP) in South Africa [Bommer et al. 2013; 
Rodriguez-Marek et al. 2014] developed ϕSS models based on the PRP data with M ≥ 5.0 (data 
from California, Japan, and Taiwan). The TNSP adopted two ϕSS models: a homoscedastic model 
with ϕSS = 0.45 and a magnitude-dependent model. The Hanford Probabilistic Seismic Hazard 
Analysis Project, referred to herein as the Hanford Project [Coppersmith et al. 2014], developed 
ϕSS models for crustal and subduction earthquakes. For crustal earthquakes, the Hanford Project 
used the PRP data with M ≥ 5.0 to develop a magnitude-dependent ϕSS model. For subduction 
earthquakes, the Hanford project used a global dataset of interface and intra-slab earthquakes 
(BC Hydro dataset augmented with data from Japan, Chile, and Central America) to develop a 
homoscedastic ϕSS model with ϕSS = 0.45 at all periods. 

The Southwestern United States Ground-Motion Characterization Level 3 SSHAC 
Project (SWUS) [GeoPentech 2015] used a global dataset consisting of the NGA-West2 data 
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[Ancheta et al. 2014] supplemented with the Lin et al. [2011] data from Taiwan as well as the 
European dataset of Akkar et al. [2014] to develop ϕSS models for the Diablo Canyon Power 
Plant (DCPP) and the Palo Verde Nuclear Generating Station (PVNGS) sites. A minimum of 
three recordings per station was used in the analysis of the within-event residuals. Five ϕSS 
models were developed for the SWUS project focusing on magnitude and distance ranges of 
importance to the hazard at DCPP and PVNGS. Two ϕSS models were developed using the global 
dataset (NGA-West2 and additional Taiwanese data). These global ϕSS models are homoscedastic 
and were derived using data with M ≥ 5.0 and RRUP less than 50 km and with M ≥ 5.5 and RRUP 
between 200 and 400 km, respectively. Two magnitude-dependent ϕSS models were derived 
using California NGA-West2 ground-motion data with RRUP less than 50 km. These models have 
magnitude breaks at M5.0 and 7.0, and M5.0 and 5.5, respectively. A homoscedastic ϕSS model 
was developed using the European dataset of Akkar et al. [2014] with M ≥ 5.0 and distance less 
than 50 km. 
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2 Datasets 

2.1 NGA-EAST 

The CENA dataset compiled and processed by the NGA-East project was used to evaluate 
ground-motion residuals and the components τ, ϕ, ϕSS, and ϕS2S of ground-motion variability in 
CENA [Goulet et al. 2014]. Recordings were excluded from the analysis if they satisfied one of 
the following criteria: 

 Recordings flagged for having data issues known to impact ground motions; 

 Recordings flagged for having residuals with respect to Atkinson and Boore [2006 
and 2011] that fall outside of +/-4 at PGA, PGV, and PSA (0.05 sec); 

 Recordings flagged for having the station, earthquake or both located outside of the 
CENA defined regions with the exception of the three recordings from the Nahanni 
earthquake kept for being the only event in the CENA flatfile with magnitude greater 
than 6.0; and 

 Ground-motion recordings from the Gulf Coast and Mississippi Embayment Region 
(GC). 

While the maximum distance in the NGA-East dataset is on the order of 3000 km, only 
ground-motion data with maximum distance of 500 km were considered reliable for use in this 
analysis. Earthquakes with a minimum of three recordings each were used to compute the 
within-event and between-event residuals at each spectral period. The analysis was performed 
for spectral periods of 0.03, 0.04, 0.05, 0.075, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.75, 1.0, 1.5, 
2.0, 3.0, 4.0, 5.0, 7.5, and 10.0 sec (frequencies of 30.33, 25, 20, 13.33, 10, 6.67, 5, 4, 3.33, 2.5, 
2, 1.33, 1, 0.67, 0.5, 0.33, 0.25, 0.2, 0.13, and 0.1 Hz), and PGV taking into the account the 
useable frequency bandwidth of the recordings. Note that the analysis could not be performed for 
frequencies greater than 30.33 Hz due to insufficient data at high frequencies resulting from the 
limited frequency bandwidth of the recordings. 

The magnitude and distance distribution of the ground-motion data used in the within-
event and between-event residuals analysis is shown in Figure 2.1 at a frequency F = 4 Hz. 
Figure 2.1 shows that CENA earthquakes range in magnitude from 2.57 to 6.76. The dataset 
consists of tectonic earthquakes and potentially-induced earthquakes (PIEs), as classified by the 
USGS. Table 2.1 lists the number of PIE and tectonic recordings, earthquakes, and stations in the 
dataset at F = 4 Hz. Figure 2.2 shows the magnitude and distance distribution of the CENA data 
by region whereby the regions are defined based on the source-to-site paths location as follows: 
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 Region 2 consists of paths contained within Central North America and has 1521 
recordings at F = 4 Hz; 

 Region 3 consists of paths contained within the Appalachian Province and has 117 
recordings at F = 4 Hz; 

 Region 4 consists of paths contained within the Atlantic Coastal Plain and has 13 
recordings at F = 4 Hz; 

 Region 5 consists of paths crossing at least two of the regions defined above and has 
191 recordings at F = 4 Hz. 

The magnitude and hypocentral depth distribution of the 62 CENA earthquakes used in 
the between-event and within-event residuals analysis is shown in Figure 2.3, with PIE having 
shallower average depth than the tectonic events. The CENA stations have VS30 ranging from 144 
to 2000 m/sec. Figure 2.4 shows the number of stations in different VS30 bins, and indicates that 
most of the stations in the dataset have VS30 ranging between 250 and 750 m/sec. A relatively 
small number of stations in the dataset (53 stations at F = 4 Hz) had measured VS30, and other 
proxies were used to assign VS30 at the station locations where measurements were unavailable. 
Codes were given to the stations to indicate the method used to assign “preferred” VS30 as follows 
(Chapter 5 of [Goulet et al. 2014]): 

 Code 0: VS30 is based on measurements; 

 Code 1: VS30 is based on known site conditions and geology based on measurements 
at a different location with the same geological condition. This assignment is only 
used based on a recommendation or site visit from a geologist; 

 Code 2: VS30 is based on the P-wave seismogram method [Kim et al. 2014] and only 
used for sites with estimated VS30 ≥ 760 m/sec; 

 Code 3: VS30 is based on hybrid slope-geology method [Thompson and Silva 2013]; 
only used for sites with estimated VS30 ≥ 760 m/sec; 

 Code 4: VS30 is weighted average of estimates from all available proxies; and 

 Code 5: VS30 is weighted average of estimates from all available proxies when 
estimates from the P-wave seismogram method are not available. 

 

Table 2.1 Number of recordings, earthquakes and stations at F = 4 Hz used in 
the within-event and between-event residuals analysis. 

 No. of Recordings No. of Earthquakes No. of Stations 

Tectonic 1122 53 345 

PIE 720 9 181 

Total 1842 62 447 
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Figure 2.1 Magnitude and distance distribution of the CENA ground-motion data 
used in the between-event and within-event residuals analysis at F = 4 
Hz. 

 

Figure 2.2 Magnitude and distance distribution of the CENA ground-motion data 
by region used in the between-event and within-event residuals 
analysis at F = 4 Hz. 
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Figure 2.3 Magnitude and hypocentral depth distribution of the CENA 
earthquakes used in the between-event and within-event residuals 
analysis at F = 4 Hz. 

 

Figure 2.4 Histogram of the number of stations in theVS30 bins for the dataset 
used in the between-event and within-event residuals analysis at F = 4 
Hz. 
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Figure 2.5 shows the number of stations and recordings in the dataset for the different 
VS30 codes at F = 4 Hz, indicating that only 53 stations have measured VS30 values and most of 
the stations are assigned to Code 5. Figure 2.6 shows the total number of recordings versus 
spectral periods, indicating that spectral periods outside 0.075 to 2.0 sec (frequency between 0.5 
and 13.33 Hz) cannot be reliably used to evaluate ground-motion variability due to the limited 
useable frequency bandwidth of the recordings. Figure 2.7 shows a histogram of the number of 
stations versus bins of number of recordings, indicating that the majority of the stations recorded 
less than three earthquakes each. 

 

 

Figure 2.5 Number of stations and recordings with different assigned VS30 codes 
used in the between-event and within-event residuals analysis at F = 4 
Hz. 
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Figure 2.6 Number of recordings versus spectral period for the dataset used in 
the between-event and within-event residuals analysis. 

 

Figure 2.7 Histogram of the number of stations versus bins of the number of 
recordings per station for the dataset used in the between-event and 
within-event residuals analysis at F = 4 Hz. 

 



 15

The single-station analysis was performed using a subset of the CENA dataset consisting 
of stations that recorded a minimum of three earthquakes each. This criterion was applied to 
obtain a reliable estimate of the site terms. Figure 2.8 shows the magnitude and distance 
distribution of the recordings, and Table 2.2 summarizes the number of recordings, earthquakes, 
and stations used in this analysis. Figure 2.9 shows the number of stations in different VS30 bins, 
indicating that most of the stations have VS30 values ranging from 250 to 750 m/sec. Figure 2.10 
shows the number of recordings versus spectral period used in the single-station analysis, 
indicating that spectral periods outside 0.075 to 2.0 sec (frequency between 0.5 and 13.33 Hz) 
cannot be reliably used to evaluate ϕSS and ϕS2S due to the frequency bandwidth limitations of the 
recordings. 

 

Table 2.2 Number of recordings, earthquakes and stations used in the single-
station analysis at F = 4 Hz. 

 No. of Recordings No. of Earthquakes No. of Stations 

Tectonic 927 51 189 

PIE 691 9 161 

Total 1618 60 275 

 

 

Figure 2.8 Magnitude and distance distribution of the CENA ground-motion data 
used in the single-station analysis at F = 4 Hz. 
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Figure 2.9 Histogram of the number of stations in different VS30 bins for the 
dataset used in the single-station analysis at F = 4 Hz. 

 

 

Figure 2.10 Number of recordings versus spectral period for the dataset used in 
the single-station analysis. 
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2.2 NGA-WEST2 

This study relies on comparisons of the components of ground-motion variability in CENA to 
those observed in WUS to inform the extrapolation of the aleatory variability in CENA to 
magnitude, distance, and frequency ranges not well covered in the CENA dataset. Four sets of 
NGA-West2 GMPE within-event and between-event residuals were used in this analysis: 
Abrahamson et al. [2014a] (ASK14), Boore et al. [2014] (BSSA14), Campbell and Bozorgnia 
[2014] (CB14), and Chiou and Youngs [2014] (CY14). Idriss [2014] residuals were not used 
because within-event and between-event residuals were not provided for this GMPE. These 
datasets consist of ground-motion data recorded primarily in California, with additional data 
from Taiwan, Japan, Italy, China, and other active tectonic regions. The data distributions of the 
four sets of NGA-West2 residuals are discussed in the Earthquake Spectra Special Issue on the 
NGA-West2 Project (see references for each of the models). Provided herein is an overview of 
the subsets of the four NGA-West2 datasets used in the single-station analysis. 

The NGA-West2 single-station analysis was performed using stations that recorded a 
minimum of three earthquakes each. Plots of the magnitude-distance distribution, VS30 
histograms, and number of recordings histograms are provided in Figures 2.11 to 2.14 for the 
four sets of residuals with stations with a minimum of three recordings each. A summary of the 
number of recordings, earthquakes, and stations is listed in Table 2.3 for the four GMPEs. 
Figures 2.11 to 2.15 show that the four NGA-West2 datasets consist of recordings with 
magnitude 3.0 to 8.0 and distances up to 400 km. CB14 performed their regression on ground-
motion data with distance less than 80 km and then applied an additional distance scaling term 
for distance greater than 80 km. Most of the recording stations have VS30 that fall in the range of 
200 to 600 m/sec. 

 

Table 2.3 Number of recordings, earthquakes, and stations in the NGA-West2 
datasets used in the single-station analysis. 

 No. of Recordings No. of Earthquakes No. of Stations 

ASK14 13,020 297 1227 

BSSA14 15,466 377 1344 

CB14 5285 244 535 

CY14 9197 269 798 
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Figure 2.11 Data distribution (magnitude-distance plot, VS30 histogram, and 
number of recordings histogram) for the ASK14 dataset used in the 
single-station analysis. 
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Figure 2.12 Data distribution (magnitude-distance plot, VS30 histogram, and 
number of recordings histogram) for the BSSA14 dataset used in the 
single-station analysis. 
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Figure 2.13 Data distribution (magnitude-distance plot, VS30 histogram, and 
number of recordings histogram) for the CB14 dataset used in the 
single-station analysis. 
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Figure 2.14 Data distribution (magnitude-distance plot, VS30 histogram, and 
number of recordings histogram) for the CY14 dataset used in the 
single-station analysis. 
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3 GMPE Functional Form and Residual Plots 

As described in Section 2.1, CENA ground-motion data were used to derive an empirical GMPE 
for CENA. This model was derived for the purpose of analyzing ground-motion variability and 
deriving standard deviation models for CENA; therefore, it is not intended for use in median 
ground-motion predictions. The functional form and modeling assumptions are closely related to 
those of the PEER Ground-motion model (GMM) documented in Chapter 11 of the PEER 
Report No. 2014/04 [2015a]. The model for the median ground motion has the following 
functional form: 
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 (3.1) 

where Hdep is hypocentral depth (km). The geometrical spreading term hinges at an RRUP distance 
of 50 km and its coefficient for distances greater than 50 km (c4h) is period-dependent 
determined based on SMSIM simulations [Boore 2005]. Coefficients of geometrical spreading 
within 50 km and anelastic attenuation, c4 and c7, distinguish between PIE and tectonic events, 
and have different values for earthquakes located in the Oklahoma-Arkansas region (mostly 
consisting of PIEs). Coefficient c6, commonly referred to as “fictitious depth,” was fixed to the 
same form used in ASK14: 

ܿ଺ ൌ ቐ
ۻ	ݎ݋݂														1 ൑ 4.0

ۻ3.5 െ 4.0	ݎ݋݂									13 ൏ ۻ ൑ 5.0
ۻ	ݎ݋݂															4.5 ൐ 5.0

 (3.2) 

The mixed-effects algorithm described in Abrahamson and Youngs [1992] was used for 
the regression analysis and the separation of the total residuals into between-event and within-
event residuals at each period assuming homoscedastic ϕ and τ (ϕ and τ are period-dependent). 
Coefficients c1, c2, c3, c4, c7, c8, and c9 were determined from the regression. Residuals from the 
regression analysis are plotted as function of the independent model parameters to allow an 
evaluation of the model. Residual plots are shown for spectral periods of 0.1, 0.25, 0.5, 0.75, 1, 
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and 2 sec (frequencies of 10, 4, 2, 1.33, 1, and 0.5 Hz). Plots are not shown for periods outside of 
0.1 to 2 sec due to the frequency bandwidth limitations of the recordings and the limited data 
available at periods outside of 0.1 to 2 sec leading to unreliable results (Figure 2.6). 

Between-event residuals are plotted as a function of magnitude and hypocentral depth 
and shown in Figures 3.1 to 3.6 for spectral periods of 0.1, 0.25, 0.5, 0.75, 1, and 2 sec, 
respectively. Potentially induced earthquakes and tectonic events are distinguished in the 
between-event residual plots. Figures 3.1 to 3.6 generally show no trend in the event terms with 
magnitude or hypocentral depth for the tectonic events. Within-event residuals are plotted as a 
function of RRUP for the PIE and tectonic events as shown in Figures 3.7 to 3.12 for spectral 
periods of 0.1, 0.25, 0.5, 0.75, 1, and 2 sec, respectively. Averages of the within-event residuals 
are shown in different RRUP bins with edges of 0, 50, 100, 200, 300, 400, and 500 km. No trend is 
generally observed in the within-event residuals versus distance for the PIE and tectonic events. 
Within-event residuals are plotted as a function of VS30 for the PIE and tectonic events, as shown 
in Figures 3.13 to 3.18 for spectral periods of 0.1, 0.25, 0.5, 0.75, 1, and 2 sec, respectively. 
Average within-event residuals in VS30 bins of unit width equal to 250 m/sec are shown in 
Figures 3.13 to 3.18; in general, they show no trend in the within-event residuals with VS30 in the 
bins with numerous recordings. Finally, within-event residuals are plotted as a function of RRUP 
by region as shown in Figure 3.19 to 3.24. 
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Figure 3.1 Event terms versus magnitude for F = 10 Hz. 
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Figure 3.2 Event terms versus magnitude for F = 4 Hz. 
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Figure 3.3 Event terms versus magnitude for F = 2 Hz. 
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Figure 3.4 Event terms versus magnitude for F = 1.33 Hz. 
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Figure 3.5 Event terms versus magnitude for F = 1 Hz. 
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Figure 3.6 Event terms versus magnitude for F = 0.5 Hz. 

  



 31

 
 
 
 

 

Figure 3.7 Within-event residuals versus RRUP for F = 10 Hz. 
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Figure 3.8 Within-event residuals versus RRUP for F = 4 Hz. 
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Figure 3.9 Within-event residuals versus RRUP for F = 2 Hz. 
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Figure 3.10 Within-event residuals versus RRUP for F = 1.33 Hz. 

  



 35

 
 
 
 

 

Figure 3.11 Within-event residuals versus RRUP for F = 1 Hz. 
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Figure 3.12 Within-event residuals versus RRUP for F = 0.5 Hz. 
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Figure 3.13 Within-event residuals versus VS30 for F = 10 Hz. 
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Figure 3.14 Within-event residuals versus VS30 for F = 4 Hz. 
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Figure 3.15 Within-event residuals versus VS30 for F = 2 Hz. 
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Figure 3.16 Within-event residuals versus VS30 for F = 1.33 Hz. 
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Figure 3.17 Within-event residuals versus VS30 for F = 1 Hz. 
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Figure 3.18 Within-event residuals versus VS30 for F = 0.5 Hz. 

  



 43

 

 

Figure 3.19 Within-event residuals (LN units) versus RRUP by region for F = 10 Hz. 
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Figure 3.20 Within-event residuals (LN units) versus RRUP by region for F = 4 Hz. 
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Figure 3.21 Within-event residuals (LN units) versus RRUP by region for F = 2 Hz. 
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Figure 3.22 Within-event residuals (LN units) versus RRUP by region for F = 1.33 Hz.
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Figure 3.23 Within-event residuals (LN units) versus RRUP by region for F = 1 Hz. 
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Figure 3.24 Within-event residuals (LN units) versus RRUP by region for F = 0.5 Hz.
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4 Analysis of the Components of Ground-
Motion Variability 

4.1 METHODOLOGY 

Between-event and within-event residuals obtained from the regression of the CENA data with 
respect to the GMPE described in Section 3 are used to analyze trends in the between-event and 
within-event standard deviations, τ and ϕ. Trends of CENA τ with magnitude and hypocentral 
depth are evaluated. Similarly, trends of CENA ϕ with magnitude, distance, and VS30 are 
evaluated. Dependence of the ϕ and τ results on the minimum number of recordings per 
earthquake used in the regression analysis is investigated. Results are presented separately for 
PIE and tectonic events. The CENA τ and ϕ results are then compared to WUS τ and ϕ obtained 
from the NGA-West2 models. The WUS τ and ϕ values used in the comparisons are either based 
on the predictions of the NGA-West2 standard deviation models or computed using the event 
terms and the within-event residuals of the four NGA-West2 models (ASK14, BSSA14, CB14, 
and CY14) in different magnitude and/or distance bins. Average τ in different magnitude and 
hypocentral depth bins is calculated as shown in the equation below. 

߬ ቀܯ௜, ௗ௘௣ೕቁܪ ൌ ඨ
∑ ா೔ೕ೐ఋ஻೐

మಿ೚೑ಶ೜ೖ
೐సభ

ቀ∑ ா೔ೕ೐
ಿ೚೑ಶ೜ೖ
೐సభ ቁିଵ

 (4.1) 

where NofEqk is the number of earthquakes in the dataset, and Eije is a dummy variable with a 
value of 1 if earthquake e falls into magnitude bin i and hypocentral distance bin j, and 0 
otherwise. Note that calculating τ in a magnitude bin only is done by setting the hypocentral 
depth bin to encompass all the earthquake depths in the dataset. Similarly, the equation used for 
calculating average ϕ in different magnitude, distance, and VS30 bins is shown below. 

߶ ቀܯ௜, ܴ௥௨௣ೕ, ௌܸଷ଴ೖቁ ൌ ඨ
∑ ∑ ா೔ೕೖ೐ೞ

ಿ೚೑ೄ೟ೌ೐
ೞసభ ఋௐ೐ೞ

మಿ೚೑ಶ೜ೖ
೐సభ

ቀ∑ ∑ ா೔ೕೖ೐ೞ
ಿ೚೑ೄ೟ೌ೐
ೞసభ

ಿ೚೑ಶ೜ೖ
೐సభ ቁିଵ

 (4.2) 

where NofStae is the number of recordings from earthquake e, and Eijkes is a dummy variable with 
a value of 1 if the recording at station s from earthquake e falls into magnitude bin i, RRUP 
distance bin j, and VS30 bin k, and equal to 0 otherwise. The standard errors of τ and ϕ in different 
bins are computed as shown in Equations (4.3) and (4.4) below. 
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ܧܵ ቂ߬ ቀܯ௜, ௗ௘௣ೕቁቃܪ ൌ
ఛቀெ೔,ு೏೐೛ೕቁ

ටଶ൬ቀ∑ ா೔ೕ೐
ಿ೚೑ಶ೜ೖ
೐సభ ቁିଵ൰

, (4.3) 

ܧܵ ቂ߶ ቀܯ௜, ܴ௥௨௣ೕ, ௌܸଷ଴ೖቁቃ ൌ
థቀெ೔,ோೝೠ೛ೕ,௏ೄయబೖቁ

ටଶ൬ቀ∑ ∑ ா೔ೕೖ೐ೞ
ಿ೚೑ೄ೟ೌ೐
ೞసభ

ಿ೚೑ಶ೜ೖ
೐సభ ቁିଵ൰

. (4.4) 

The mixed-effects algorithm described in Abrahamson and Youngs [1992] was used for 
the separation of the within-event residuals into site-to-site residuals and single-station within-
event residuals assuming constant standard deviations (homoscedastic). Single-station within-
event residuals are binned in different magnitude, distance, and VS30 bins to evaluate the trend in 
ϕSS with magnitude, distance, and VS30. These trends are evaluated for PIE and tectonic events 
separately. Similarly, site terms are grouped in different VS30 bins to evaluate the dependence of 
ϕS2S on site conditions. Other factors such as the dependence of the results on the minimum 
number of recordings per station used in the regression analysis are evaluated. CENA ϕSS and 
ϕS2S results are compared to WUS ϕSS and ϕS2S obtained for the four NGA-West2 models. The 
WUS single-station sigma analysis was performed on the within-event residuals of the four 
NGA-West2 models using the same methodology used for the CENA single-station analysis. 
The average ϕSS in different bins is calculated in Equation (4.5): 

߶ௌௌ ቀܯ௜, ܴ௥௨௣ೕ, ௌܸଷ଴ೖቁ ൌ ඨ
∑ ∑ ா೔ೕೖ೐ೞ

ಿ೚೑ಶ೜ೖೞ
೐సభ ఋௐௌ೐ೞ

మಿ೚೑ೄ೟ೌ
ೞసభ

ቀ∑ ∑ ா೔ೕೖ೐ೞ
ಿ೚೑ಶ೜ೖೞ
೐సభ

ಿ೚೑ೄ೟ೌ
ೞసభ ቁିଵ

 (4.5) 

where NofSta is the number of stations in the dataset that satisfy the minimum of recordings per 
station criterion used in the regression. Eijkes is a dummy variable with a value of 1 if the 
recording at station s from earthquake e falls into magnitude bin i, RRUP distance bin j, and VS30 
bin k, and equal to 0 otherwise. The standard error of ϕSS in different bins is calculated as shown 
below in Equation (4.6): 

ܧܵ ቂ߶ௌௌ ቀܯ௜, ܴோ௎௉ೕ, ௌܸଷ଴ೖቁቃ ൌ
థೄೄቀெ೔,ோೃೆುೕ,௏ೄయబೖቁ

ටଶ൬ቀ∑ ∑ ா೔ೕೖ೐ೞ
ಿ೚೑ಶ೜ೖೞ
೐సభ

ಿ೚೑ೄ೟ೌ
ೞసభ ቁିଵ൰

. (4.6) 

Similarly, ϕS2S and its standard error are calculated in different VS30 bins as follows, in 
Equation (4.7a) and (4.7b). 

߶ௌଶௌ൫ ௌܸଷ଴ೖ൯ ൌ ඨ
∑ ாೖೞఋௌଶௌೞ

మಿ೚೑ೄ೟ೌ
ೞసభ

ቀ∑ ாೖೞ
ಿ೚೑ೄ೟ೌ
ೄసభ ቁିଵ

 (4.7a) 

൫ൣܧܵ ௌܸଷ଴ೖ൯൧ ൌ
ቀ௏ೄయబೖቁ

ටଶ൬ቀ∑ ாೖೞ
ಿ೚೑ೄ೟ೌ
ೄసభ ቁିଵ൰

 (4.7b) 

where Eks is a dummy variable equal to 1 if stations falls into VS30 bin k. 
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4.2  

Figure 4.1 shows τ versus frequency for different minimum number of recordings per earthquake 
(1, 3, 5, and 10) used in the mixed effects regression. These τ values are the result of the 
regression that includes all earthquakes in the CENA dataset (PIE and tectonic for all 
magnitudes). Lines are added at 1 and 10 Hz in Figure 4.1 to show the frequency range with 
reliable results between 1 and 10 Hz resulting from bandwidth limitations of the recordings. 
Figure 4.1 show that τ values are generally similar between 1 and 10 Hz for a minimum of 1, 3, 
and 5 recordings per earthquake. For a minimum of 10 recordings per earthquake, τ appears to be 
smaller. Note that these criteria results in a total of 47, 59, 62, and 66 earthquakes for the 
minimum of 10, 5, 3, and 1 recordings per earthquake used in the regression at a frequency of 4 
Hz, respectively. For the rest of analysis, residuals obtained with a minimum of three recordings 
per earthquake are used in order to ensure a large enough dataset while obtaining reliable event 
terms. 

Figure 4.2 shows τ versus frequency for the PIE and tectonic earthquakes for all 
magnitudes as well as events with magnitude greater than or equal to 3.0. Figure 4.2 shows a 
difference in τ values for PIEs versus tectonic events with PIEs having smaller τ values. Figure 
4.3 shows a comparison of CENA τ to WUS τ values as predicted by the 4 NGA-West2 GMPEs 
(ASK14, BSSA14, CB14, and CY14) for an earthquake with magnitude 3.95 (average magnitude 
of all earthquakes in the CENA dataset) and magnitude 4.1 (average magnitude of the CENA 
earthquakes with M greater than or equal to 3.0). Figure 4.3 indicates than CENA τ appears to be 
smaller than average NGA-West2 τ in the frequency range of 1 to 10 Hz. 

 

 

Figure 4.1   versus frequency for different minimum number of recordings per 
earthquake (NRE) used in the regression. 
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Figure 4.2   versus frequency for PIE, tectonic and all earthquakes for minimum 
number (Nmin) of three recordings per earthquake and all magnitudes 
(left) and for earthquakes with a minimum M of 3.0 (right). 

 

Figure 4.3 Comparison of CENA  to NGA-West2  using all CENA earthquakes 
(left) and earthquakes with a minimum M of 3.0 (right). 

The CENA event terms were binned in magnitude bins of 0.5 unit width, and τ was 
computed in each magnitude bin to evaluate its magnitude dependence. Figures 4.4 to 4.6 show τ 
as a function of magnitude for spectral periods of 0.1, 0.25, 0.5, 0.75, 1, and 2 sec, respectively, 
compared to WUS τ. For WUS, τ values are shown as predicted by the four NGA-West2 
standard deviation models as well as calculated from the models’ event terms binned by 
magnitude, similar to the approach used for CENA. Figures 4.4 to 4.6 indicate that CENA data 
show no clear magnitude-dependence trend due to scarcity of data (large error bars), particularly 
for magnitude greater than 5.0. Moreover, these plots show that CENA τ appears to be generally 
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smaller than WUS τ for magnitude 3.0 to 5.0 for both the predicted NGA-West2 τ as well as τ 
computed from the event terms of the NGA-West2 models. 

Figure 4.7 shows CENA τ values computed from event terms binned in hypocentral depth 
bins of width equal to 5 km for all earthquakes as well as tectonic only earthquakes in the CENA 
dataset for spectral periods of 0.1, 0.25, 0.5, 0.75, 1, and 2 sec. These plots generally show no 
dependence of τ on hypocentral depth for both PIE and tectonic events. 

 

 

Figure 4.4   versus magnitude for CENA compared to WUS  predicted by NGA-
West2 models (left) and computed from NGA-West2 event terms (right) 
at F = 10 Hz. 
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Figure 4.5   versus magnitude for CENA compared to WUS  predicted by NGA-
West2 models (left) and computed from NGA-West2 event terms (right) 
at F = 4, 2, and 1.33 Hz. 
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Figure 4.6   versus magnitude for CENA compared to WUS  predicted by NGA-
West2 models (left) and computed from NGA-West2 event terms (right) 
at F = 1 and 0.5 Hz. 
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Figure 4.7   versus hypocentral depth for CENA at F = 10, 4, 2, 1.33, 1, and 0.5 
Hz. 
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4.3  

Figure 4.8 shows CENA ϕ as a function of frequency for different minimum number of 
recordings per earthquake (1, 3, 5, and 10) used in the mixed effects regression. These ϕ values 
are the result of the regression that includes all earthquakes in the CENA dataset (PIE and 
tectonic for all magnitudes). The total number of recordings used in the regression at F = 4 Hz is 
1848, 1842, 1831, and 1749 for a minimum of 1, 3, 5, and 10 recordings per earthquake, 
respectively. Figure 4.8 shows no significant difference in the resulting ϕ values. For the rest of 
analysis, within-event residuals obtained with a minimum of three recordings per earthquake are 
used. Figure 4.9 shows ϕ as a function of frequency for the PIE versus tectonic earthquakes for 
all magnitudes as well as earthquakes with magnitude greater than or equal to 3.0. Figure 4.9 
shows a significant difference in ϕ between the PIE and tectonic events. ϕ for tectonic events is 
slightly larger for magnitudes greater than 3.0 than for all magnitudes in the dataset (M greater 
than 2.0). 

Figure 4.10 shows a comparison of CENA ϕ to WUS ϕ values as predicted by the four 
NGA-West2 GMPEs (ASK14, BSSA14, CB14, and CY14) for an earthquake with magnitude 
4.0 (average magnitude of all recordings in the CENA dataset) and magnitude 4.14 (average 
magnitude of the CENA recordings with M greater than or equal to 3.0). Figure 4.10 shows that 
CENA ϕ for tectonic events is larger than average NGA-West2 ϕ in the frequency range of 1 to 
10 Hz. Figure 4.11 shows CENA ϕ for Regions 2, 3, and 5. Region 4 has only few recordings (13 
recordings at F = 4 Hz); therefore, ϕ is not shown for this region. Figure 4.11 shows that Region 
2 defined as having paths contained within Central North America has smaller ϕ values than 
Regions 3 (paths contained within the Appalachian Province) and 5 (paths crossing at least two 
of the defined regions). Note that the error bars on the ϕ values for Regions 3 and 5 are large due 
to the relatively small subsets of data in these regions compared to Region 2. 

 

Figure 4.8 ϕ versus frequency for different minimum number of recordings per 
earthquake (NRE) used in the regression. 
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Figure 4.9 ϕ versus frequency for PIE, tectonic and all earthquakes for minimum 
number (Nmin) of three recordings per earthquake and all magnitudes 
(left) and for earthquakes with a minimum M of 3.0 (right). 

 

 

Figure 4.10 Comparison of CENA ϕ to NGA-West2 ϕ using all CENA recordings 
(left) and recordings with a minimum M of 3.0 (right). 
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Figure 4.11 CENA ϕ by region using all recordings (left) and recordings with a 
minimum M of 3.0 (right). 

 

The CENA within-event residuals were binned in magnitude bins of 0.5 unit width and ϕ 
was computed in each magnitude bin to evaluate its magnitude dependence. Figures 4.12 and 
4.13 show ϕ as a function of magnitude for spectral periods of 0.1, 0.25, 0.5, 0.75, 1, and 2 sec, 
respectively, compared to WUS ϕ. For WUS, ϕ values are shown as predicted by the four NGA-
West2 standard deviation models as well as calculated from the models’ within-event residuals 
binned by magnitude similar to the approach used for CENA. The plots on the right of Figures 
4.12 and 4.13 show CENA ϕ calculated using residuals from recordings with a similar distance 
range to the WUS data (RRUP less than or equal to 350 km). Figures 4.12 and 4.13 show some 
trend of ϕ with magnitude similar to the one observed for the NGA-West2 ϕ values for similar 
distance ranges (plots on the right). However, these trends are difficult to extrapolate for 
magnitude greater than 5.0 due to limited number of recordings at large magnitudes. These 
figures also show that CENA ϕ for tectonic events appear to be generally larger than average 
WUS ϕ. 

The CENA within-event residuals were binned in RRUP distance bins of 50 km width and 
ϕ was calculated for each distance bin. Similarly, within-event residuals of the four NGA-West2 
models were binned by distance, and their resulting ϕ was compared to CENA ϕ in the same 
distance bins. Data with magnitude 3.0 to 6.0 were used to bin CENA and WUS residuals, and 
calculate their resulting ϕ values in order to have a comparable magnitude range for the WUS 
and CENA data. Figure 4.14 shows CENA ϕ as a function of RRUP for spectral periods of 0.1, 
0.25, 0.5, 0.75, 1, and 2 sec compared to WUS ϕ. Figure 4.14 does not show a clear trend of 
CENA ϕ with distance similar to WUS ϕ. 
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Figure 4.12   versus magnitude for CENA compared to WUS  predicted by NGA-
West2 models (left); and computed from NGA-West2 residuals (right) 
at F = 10, 4, and 2 Hz. 



 61

 

 

 

Figure 4.13   versus magnitude for CENA compared to WUS   predicted by NGA-
West2 models (left) and computed from NGA-West2 residuals (right) at 
F = 1.33, 1, and 0.5 Hz. 
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Figure 4.14   versus distance for CENA compared to WUS   at F = 10, 4, 2, 1.33, 1, 
and 0.5 Hz. 
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The CENA and NGA-West2 within-event residuals were binned by magnitude (3.0 to 
4.0, 4.0 to 5.0, and 5.0 to 6.0) and in RRUP distance bins of 50 km width to compute ϕ and 
evaluate its magnitude and distance dependence. Figures 4.15 to 4.20 show CENA and WUS ϕ 
as a function of distance in the three magnitude bins for spectral periods of 0.1, 0.25, 0.5, 0.75, 1, 
and 2 sec, respectively. Figures 4.15 to 4.20 do not show clear trends of the CENA ϕ primarily 
due to relatively small dataset available for magnitudes greater than 4.0. 

Figure 4.21 shows CENA ϕ as a function of VS30 computed by binning the within-event 
residuals in VS30 bins of 250 m/sec width. Figure 4.21 generally shows no clear trend of ϕ with 
VS30. CENA within-event residuals were binned by VS30 code in order to compare resulting ϕ 
values for the different VS30 codes (0 to 5) in the dataset. Figure 4.22 shows CENA ϕ as a 
function of frequency for the different VS30 codes, indicating that ϕ values calculated for the 
recordings with measured VS30 are not smaller than those calculated for recordings with VS30 
estimated based on different proxies. Moreover, ϕ values calculated for VS30 code 0 (measured 
VS30), 1 (known site conditions and geology based on measurements at a different location with 
the same geological condition) and 5 (VS30 based on weighted average of estimates from all 
available proxies when estimates from the P-wave seismogram method are not available) are all 
comparable. This plot indicates that the relatively large ϕ values observed for CENA are unlikely 
to be primarily the result of errors in VS30 assignment. 
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Figure 4.15 CENA  versus distance in three magnitude bins compared to WUS  
at F = 10 Hz. 
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Figure 4.16 CENA  versus distance in three magnitude bins compared to WUS  
at F = 4 Hz. 
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Figure 4.17 CENA  versus distance in three magnitude bins compared to WUS  
at F = 2 Hz. 
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Figure 4.18 CENA  versus distance in three magnitude bins compared to WUS  
at F = 1.33 Hz. 
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Figure 4.19 CENA  versus distance in three magnitude bins compared to WUS  
at F = 1 Hz. 
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Figure 4.20 CENA  versus distance in three magnitude bins compared to WUS  
at F = 0.5 Hz. 
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Figure 4.21 CENA  versus VS30 at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. 
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Figure 4.22 CENA  versus frequency for the different VS30 codes. 

4.4 SS 

Within-event residuals obtained from the CENA dataset with a minimum of three recordings per 
earthquake were used in the mixed effects regression [Abrahamson and Youngs 1992] to 
estimate ϕSS and ϕS2S and separate the site terms from the single-station within-event residuals. 
Figure 4.23 shows ϕSS as a function of frequency for different minimum number of recordings 
per station (1, 3, 5, and 10) used in the mixed effects regression. These ϕSS values are the result 
of the regression that includes all earthquakes in the CENA dataset (PIE and tectonic for all 
magnitudes). The total number of recordings used in the regression at F = 4 Hz is 1842, 1618, 
1245, and 327 for a minimum of 1, 3, 5, and 10 recordings per station, respectively. Figure 4.23 
shows that ϕSS values are comparable between 1 and 10 Hz for a minimum of 1, 3, and 5 
recordings per station used in the regression analysis. For a minimum of 10 recordings per 
station, ϕSS is higher likely due to the small number of recordings available for the regression. 
For the rest of the analysis, single-station within-event residuals obtained from the regression 
with a minimum of three recordings per station are used. 

Figure 4.24 shows ϕSS as a function of frequency for the PIE and tectonic events for all 
magnitudes as well as events with magnitude greater than or equal to 3.0. Figure 4.24 shows a 
small difference in ϕSS values for PIE versus tectonic events with tectonic events having slightly 
larger ϕSS values than PIEs. Figure 4.25 shows CENA ϕSS by region for Regions 2, 3, and 5 for all 
recordings as well as only those with magnitude greater than or equal to 3.0. Figure 4.25 shows 
that Region 5 (recordings with paths crossing at least two of the defined regions) has larger ϕSS 

values than Regions 2 and 3. Moreover, ϕSS values calculated using recordings with minimum M 
= 3.0 are similar to those calculated using recordings from all earthquakes in the dataset 



 72

(minimum M = 2.0). Figure 4.26 compares CENA and NGA-West2 ϕSS as a function of 
frequency, whereby ϕSS is calculated using subsets of the CENA and WUS data with minimum 
M = 3.0 and then with M between 3.0 and 6.0, and RRUP up to 300 km. Figure 4.26 shows that 
WUS ϕSS appears to be slightly larger than CENA ϕSS in the frequency range of 1 to 10 Hz even 
for the similar magnitude and distance ranges of the data (M between 3.0 and 6.0 and RRUP up to 
300 km). 

 

Figure 4.23 ϕSS versus frequency for different minimum number of recordings per 
station (NRS) used in the regression. 

 

Figure 4.24 ϕSS versus frequency for PIE, tectonic, and all earthquakes for 
minimum number (Nmin) of three recordings per station and all 
magnitudes (left) and for earthquakes with a minimum M of 3.0 (right). 
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Figure 4.25 CENA ϕSS by region using all recordings (left) and recordings with a 
minimum M of 3.0 (right). 

 

Figure 4.26 Comparison of CENA and NGA-West2 ϕSS versus frequency for the 
datasets with M ≥ 3.0 and all distances (left) and M between 3.0 and 6.0 
and RRUP distance up to 300 km (right). 

The CENA single-station within-event residuals were binned by magnitude in bins of 0.5 
magnitude unit width, and ϕSS was calculated in each bin. Figure 4.27 shows the resulting ϕSS 

versus magnitude for CENA for PIE, tectonic, and all events in the dataset for spectral periods of 
0.1, 0.25, 0.5, 0.75, 1, and 2 sec. Figure 4.27 shows that ϕSS is relatively constant for magnitude 
less than 5.0, and that CENA data cannot reliably inform the extrapolation of ϕSS for M < 5.0. 
Similarly, single-station within-event residuals for the four NGA-West2 GMPEs (ASK14, 
BSSA14, CB14, and CY14) were binned by magnitude, and the resulting ϕSS was calculated in 
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each magnitude bin. Figures 4.28 and 4.29 compare CENA and WUS ϕSS versus magnitude, 
whereby ϕSS was calculated using the entire CENA and WUS datasets as well as a subset of data 
with distance up to 300 km (common distance range in CENA and WUS datasets). Figures 4.28 
and 4.29 indicate that WUS ϕSS shows a trend with magnitude whereby ϕSS is relatively constant 
for M less than about 5.5 and then decreases as magnitude increases to become constant for M 
greater than about 6.5 or 7.0. For longer periods (T greater than 0.75 sec), the magnitude-
dependence of WUS ϕSS becomes less significant. Figures 4.28 and 4.29 also show that CENA 
ϕSS is generally comparable to WUS ϕSS for similar magnitude and distance ranges (RRUP less than 
300 km and M < 5.5). 

The CENA single-station within-event residuals were binned by RRUP distance in bins of 
50 km width, and ϕSS was calculated in each bin. Figure 4.30 shows the resulting ϕSS versus RRUP 
distance for CENA for PIE, tectonic, and all events in the dataset for spectral periods of 0.1, 
0.25, 0.5, 0.75, 1, and 2 sec. Figure 4.30 shows a trend of CENA ϕSS with distance whereby ϕSS 
decreases as RRUP increases, becoming relatively constant for RRUP larger than about 250 to 300 
km; this trend becomes weak at periods greater than 0.75 sec. Similarly, single-station within-
event residuals for the four NGA-West2 GMPEs (ASK14, BSSA14, CB14, and CY14) were 
binned by RRUP distance, and the resulting ϕSS was calculated in each distance bin. Figures 4.31 
and 4.32 compare CENA and WUS ϕSS as a function of RRUP distance, whereby ϕSS was 
calculated using the CENA and WUS datasets with M > 3.0 as well as a subset of data with M 
between 3.0 and 6.0 (similar magnitude range in CENA and WUS datasets). Figures 4.31 and 
4.32 indicate that WUS ϕSS appears to be distance-independent for data with M3.0 to about 7.9 as 
well as for M3.0 to 6.0. 

Figures 4.33 to 4.35 compare CENA and WUS ϕSS as a function of magnitude and 
distance for spectral periods of 0.1, 0.25, 0.5, 0.75, 1, and 2 sec. These figures indicate that WUS 
ϕSS appears to be generally distance-independent for distance up to 200 to 250 km in the three 
magnitude bins (M3.0 to 4.0, M4.0 to 5.0, and M5.0 to 6.0). At short periods, CENA ϕSS 

generally decreases as RRUP increases for M 3.0 to 4.0 and M 4.0 to 5.0. Not enough CENA data 
is available in the M5.0 to 6.0 bin. For periods greater than 0.75 sec, the distance-dependence of 
CENA ϕSS becomes weak. 

The CENA single-station within-event residuals were binned by VS30 in bins of 250 m/sec 
width, and ϕSS was calculated in each bin. Figure 4.36 shows the resulting ϕSS as a function of 
VS30 for CENA for PIE, tectonic, and all events in the dataset for spectral periods of 0.1, 0.25, 
0.5, 0.75, 1, and 2 sec. Figure 4.36 indicates no clear trend in ϕSS with VS30, which is expected 
since site effects have been removed from the calculation of single-station within-event 
residuals. Figure 4.37 compares ϕSS as a function of VS30 for CENA and WUS. Similarly, WUS 
ϕSS shows no clear trend with VS30. 
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Figure 4.27 ϕSS versus magnitude for CENA at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. 
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Figure 4.28 Comparison of CENA and WUS ϕSS versus magnitude for RRUP 
distance up to 500 km (left) and 300 km (right) at F = 10, 4, and 2 Hz. 
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Figure 4.29 Comparison of CENA and WUS ϕSS versus magnitude for RRUP 
distance up to 500 km (left) and 300 km (right) at F = 1.33, 1, and 0.5 Hz. 
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Figure 4.30 ϕSS versus RRUP distance for CENA at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. 
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Figure 4.31 Comparison of CENA and WUS ϕSS versus Rrup for M greater than 3.0 
(left) and M between 3.0 and 6.0 (right) at F = 10, 4, and 2 Hz. 
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Figure 4.32 Comparison of CENA and WUS ϕSS versus RRUP for M greater than 3.0 
(left) and M between 3.0 and 6.0 (right) at F = 1.33, 1, and 0.5 Hz. 
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Figure 4.33 Comparison of CENA and WUS ϕSS versus distance in three magnitude 
bins at F = 10 and 4 Hz. 
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Figure 4.34 Comparison of CENA and WUS ϕSS versus distance in three magnitude 
bins at F = 2 and 1.33 Hz. 
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Figure 4.35 Comparison of CENA and WUS ϕSS versus distance in three magnitude 
bins at F = 1 and 0.5 Hz. 
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Figure 4.36 ϕSS versus VS30 for CENA at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. 
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Figure 4.37 Comparison of CENA and WUS ϕSS versus VS30 at F = 10, 4, 2, 1.33, 1, 
and 0.5 Hz. 
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4.5 ΦS2S 

Figure 4.38 shows ϕS2S as a function of frequency for different minimum number of recordings 
per station (1, 3, 5, and 10) used in the mixed effects regression. The total number of stations 
used in the regression at F = 4 Hz is 447, 275, 167, and 22 for a minimum of 1, 3, 5, and 10 
recordings per station, respectively. Figure 4.38 shows that ϕS2S values are comparable in the 
frequency range of 1 to 10 Hz when using a minimum of 1, 3, and 5 recordings per station in the 
regression. For a minimum of ten recordings per station, the number of stations used in the 
regression is small, and ϕS2S values are larger. For the rest of the analysis, site-to-site residuals 
obtained from the regression with a minimum of three recordings per station are used. 

Figures 4.39 and 4.40 show the site-to-site residuals as a function of VS30. The average of 
the site-to-site residuals in VS30 bins of 250 m/sec width are shown on the plots. Figures 4.39 and 
4.40 generally show no trend of the site terms with VS30. Next, site terms were binned by the VS30 
code assigned to each stations, and ϕS2S was calculated in each bin to assess the impact of the 
errors in the VS30 estimates on the resulting ϕS2S values. Figure 4.41 shows ϕS2S as a function of 
frequency for the different VS30 codes (0 to 5). Note that for F = 4 Hz, there are 39 stations with 
VS30 code 0 (measured VS30), 46 stations with VS30 code 1, eight stations with VS30 code 2, 23 
stations with VS30 code 3, 11 stations with VS30 code 4, and 148 stations with VS30 code 5. Figure 
4.42 compares ϕS2S for stations with measured versus inferred VS30. Figures 4.41 and 4.42 
indicate that ϕS2S values are generally comparable for stations with measured and inferred VS30 

values. Therefore, errors in inferred VS30 estimates cannot explain the relatively large ϕS2S values 
for CENA. 

The impact of the type of events (PIE versus tectonic) on the resulting ϕS2S was explored 
by running the mixed effects regression with PIE events only, tectonic events only, and all 
events. A minimum of three recordings per event was used in all three regressions. Figure 4.43 
compares the resulting ϕS2S for PIE, tectonic, and all events, and indicates that ϕS2S for PIE is 
significantly smaller than that for tectonic events. Note that at F = 4 Hz, there are 275, 144, and 
141 stations for the regressions with all events, tectonic only, and PIEs only, respectively. Next, 
the site terms for the three cases (PIE only, tectonic only, and all events) were binned in VS30 bins 
of 250 m/sec unit width, and ϕS2S was calculated for each bin for the purpose of evaluating the 
VS30 ranges covered in each of the three cases and its potential impact on the resulting ϕS2S values. 
Figure 4.44 compares ϕS2S as a function of VS30 for PIE and tectonic events, indicating that both 
PIE and tectonic events generally cover a comparable VS30 range, and that the difference in ϕS2S 
cannot be attributed to sampling different VS30 ranges. Next, the stations locations for the PIE and 
tectonic events are plotted on a map for the regression at F = 4 Hz, as shown in Figure 4.45. 
Figure 4.45 indicates that the stations that recorded PIE are located in a much narrower region 
than the ones that recorded tectonic events. Based on Figure 4.45, the reduced ϕS2S values for PIE 
compared to tectonic events could be due to the clustering of the stations that recorded PIE and 
the presence of more similar geologic conditions than for the stations that recorded tectonic 
events spanning a much larger area. 

Figure 4.46 compares ϕS2S for CENA, WUS, and Japan. All earthquakes in the CENA 
dataset were used to calculate ϕS2S. The values of ϕS2S for Japan are based on a single-station 
sigma study by Dawood and Rodriguez-Marek [2015] using active crustal earthquakes recorded 
on the KiK-net stations. Their dataset consisted of 13,735 six-component (three at the surface 
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and three at the borehole) ground-motion recordings from 679 active crustal earthquakes 
recorded at 643 stations. The VS30 values calculated for the KiK-net stations are based on seismic 
velocity profiles from downhole PS logging. Dawood and Rodriguez-Marek [2015] used a 
GMPE functional form adopted from ASK14 for the regression. Figure 4.47 shows the metadata 
distribution for the Japanese ground motion. Figure 4.46 indicates that CENA ϕS2S has a similar 
shape and amplitude around the peak at 10 Hz compared to ϕS2S for Japan. On the other hand, 
NGA-West2 ϕS2S has a flatter shape with frequency and lower amplitude in the 1 to 10 Hz 
frequency range compared to CENA. This plot indicates that the relatively large ϕS2S values 
observed for CENA are comparable to the Japanese ϕS2S values, where site conditions are broadly 
similar to CENA consisting of shallow soil cover over rock. 

Site terms for CENA and NGA-West2 were binned in VS30 bins of 250 m/sec width and 
ϕS2S values were calculated in each bin. Figure 4.48 compares ϕS2S as a function of VS30 for 
CENA and NGA-West2 for spectral periods of 0.1, 0.25, 0.5, 0.75, 1, and 2 sec. Figure 4.48 
shows that ϕS2S appears to increase with VS30 up to around 1000 m/sec and decreases for VS30 
larger than 1000 m/sec for both CENA and WUS. These plots also show that CENA ϕS2S values 
are larger than those for WUS at high frequencies (greater than 4 Hz). At low frequencies, WUS 
ϕS2S values are larger than those for CENA. 

 

 

Figure 4.38 CENA ϕS2S versus frequency for different minimum number of 
recordings per station (NRS) used in the regression. 
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Figure 4.39 CENA site terms as a function of VS30 for F = 10, 4, and 2 Hz. 
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Figure 4.40 CENA site terms as a function of VS30 for F = 1.33, 1, and 0.5 Hz. 
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Figure 4.41 CENA ϕS2S versus frequency for the different VS30 codes. 

 

Figure 4.42 Comparison of ϕS2S for CENA stations with measured versus inferred 
VS30. 
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Figure 4.43 Comparison of CENA ϕS2S for PIE and tectonic events. 
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Figure 4.44 Comparison of CENA ϕS2S versus VS30 for tectonic, PIE, and all 
earthquakes at F = 10, 4, 2, 1.33, 1, and 0.5 Hz. 
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Figure 4.45 Location of the stations that recorded PIEs (red) and tectonic events 
(blue) for F = 4 Hz. 

 

Figure 4.46 Comparison of ϕS2S for CENA, NGA-West2, and Japan. 
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Figure 4.47 Metadata for Japan single-station sigma study. Mw and RRUP obtained 
from the F-net catalog (blue crosses) and previously published finite 
fault source models (red circles) (see Dawood and Rodriguez-Marek 
[2015]). 
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Figure 4.48 Comparison of CENA and WUS ϕS2S versus VS30 at F = 10, 4, 2, 1.33, 1, 
and 0.5 Hz. 
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4.6 OTHER EFFECTS 

Figure 4.49 summarizes τ, ϕ, ϕS2S, and ϕS2S for CENA as obtained from the mixed effects 
regression with a minimum of three recordings per event for τ and ϕ and three recordings per 
station for ϕSS and ϕS2S using all available earthquakes in the CENA dataset. Figure 4.48 indicates 
that τ is relatively small compared to ϕ, and that ϕS2S is relatively large. Potential trade-offs 
between τ and ϕ were investigated, particularly the impact of the regression approach on the 
results as well as regional clustering and trade-offs between τ and ϕS2S. 

4.6.1 Regression Approach 

The results presented up to this point in this study are based on performing two mixed-effects 
regressions [Abrahamson and Youngs 1992] whereby the event terms, within-event residuals, ϕ, 
and τ are estimated in the first regression. The second regression uses the within-event residuals 
to estimate the site terms, single-station within-event residuals, ϕSS, and ϕS2S. Other regression 
approaches whereby site terms and event terms are estimated simultaneously were explored to 
evaluate potential trade-offs between ϕ and τ. 

An iterative approach was used to estimate site terms and event terms and consists of the 
following steps: 

1. Event terms and model coefficients are solved. 

2. Site terms are computed from the within-event residuals. 

3. Event terms and model coefficients are recomputed from ground-motion data after 
removing the site terms computed in the previous step. 

4. Site terms are recomputed. 

5. Steps 3 and 4 are repeated until the change in the likelihood of the fit falls below a set 
threshold. 

To compare the ϕ and τ values estimated from the iterative approach to the two-
regression approach, the model coefficients in the iterative approach were fixed to be equal to 
those derived in the two-regression approach. Figure 4.50 presents a comparison of the resulting 
ϕ and τ values. 

A Bayesian mixed-effects regression was also used to simultaneously estimate site terms 
and event terms using the computer program “Stan” [PEER 2015b]. Due to computational 
demands, the full Bayesian regression was only run at T = 0.2 sec to estimate ϕ and τ; the results 
are shown in Figure 4.50, which indicates that the ϕ and τ values estimated using the Bayesian 
approach and the iterative approach are comparable. Moreover, while ϕ values estimated using a 
single-regression versus the iterative approach are comparable; τ values estimated using the 
iterative approach are slightly larger than those estimate using a single regression. The maximum 
difference in τ is on the order of 12%. Given the similarity in the ϕ and τ values estimated using 
the various approaches explored, we concluded that the regression approach does not have a 
significant impact on the obtained results, and that the two-regression approach can be used to 
estimate the components of the ground-motion variability. 
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Figure 4.49 CENA , ϕ, ϕSS, and ϕS2S using three recordings per earthquake for  
and ϕ, and three recordings per station for ϕSS and ϕS2S. 

 

 

Figure 4.50 Comparison of CENA ϕ (left) and  (right) using the two-regression, 
iterative, and Bayesian regression approaches. 
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4.6.2 Regional Effects 

Figure 4.51 shows the geographical distribution of the event terms at F = 4 Hz, whereby event 
terms are binned based on their amplitudes in four groups and plotted at the earthquake locations 
on the map. Similarly, site terms at F = 4 Hz are binned in six groups based on their amplitudes 
and plotted at the stations locations on the map, as shown in Figure 4.52. Because Figures 4.51 
and 4.52 show that both the event terms and the site terms are reasonably well distributed across 
the entire area covered by the earthquakes and the stations, there does not seem to be an obvious 
bias or trade-off in the event terms and the site terms. 

Moreover, ϕ and τ were calculated for tectonic ground-motion data from two small 
geographical areas in CENA and compared to the values obtained from the entire CENA dataset 
(tectonic events only) to evaluate the impact of the distribution of the data over a large 
geographical area on the results. Figure 4.53 shows the distribution of the ground-motion data 
used in the analysis. A minimum of three recordings per event was used in the mixed effects 
regression, resulting in 692 recordings from 35 earthquakes recorded at 153 stations, and 246 
recordings from 20 earthquakes recorded at 58 stations for areas 1 and 2, respectively. Figure 
4.54 shows a comparison of ϕ and τ obtained for the small areas shown in Figure 4.53 to those 
obtained for the entire dataset. Figure 4.54 indicates that both ϕ and τ for area 1 are slightly 
larger than those for all tectonic data in the CENA dataset, with a maximum difference in τ on 
the order of 10%. For area 2, ϕ and τ are larger than those for area 1 and for all tectonic data, 
primarily due to the small subset of data used in the regression for area 2. Therefore, we 
concluded that the amplitudes of ϕ and τ for the CENA dataset are not primarily the result of 
trade-offs due to the CENA data covering a large geographical area. 

 

Figure 4.51 Geographical distribution of event terms at F = 4 Hz. 
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Figure 4.52 Geographical distribution of site terms at F = 4 Hz. 

 

Figure 4.53 Geographical distribution of earthquakes and stations. 
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Figure 4.54 Comparison of ϕ (left) and τ (right) for all tectonic earthquakes and two 
subsets of tectonic earthquakes in the smaller regions. 
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5 CENA Standard Deviation Models 

5.1 GENERAL FRAMEWORK 

Two types of standard deviation models were developed for CENA: ergodic  and partially non-
ergodic (single-station)  models. The single-station  model provides a reduction in the aleatory 
variability of ground motion; however, it requires a careful characterization of the median site-
specific response and its uncertainty. When site-response characterization is not performed, 
ergodic  should be used. 

In building the ergodic and the single-station   models, the adopted approach consists of 
evaluating the individual components of ground-motion variability. Candidate models are 
evaluated for each of τ, ϕSS, and ϕS2S separately. For each candidate model, the best estimate 
(mean) and statistical variability are characterized. Candidate models for τ and ϕSS are combined 
to create candidate single-station   models. Similarly, candidate τ, ϕSS, and ϕS2S models are 
combined to create candidate ergodic   models for CENA. 

This chapter describes the candidate models for τ, ϕSS, and ϕS2S developed for CENA. The 
single-station  and ergodic  models are also described, and comparisons of the different 
components of the CENA models to existing models are provided to ensure that the CENA 
models cover the range of existing models where appropriate. 

5.1.1 -Square Distribution 

The -square distribution describes the distribution of the sum of squares of independent normal 
random variables. As a result, the sample variance of a normal distribution follows a scaled -
square distribution [Ang and Tang 2007]. The epistemic uncertainty of the ground-motion 
variability can therefore be represented by three discrete values at the 5th, 50th, and 95th 
percentiles of the continuous scaled -square distributions with weights of 0.185, 0.63, and 
0.185, respectively [Keefer and Bodily 1983]. The derivation of the mean variance and standard 
deviation of the variance is described in the following sections for each component of the 
ground-motion variability. 

For τ, the central estimate consists of the median of the scaled -square distribution with 
mean given by 2 and standard deviation given by SD[2]. The high and low estimates are 
obtained by first computing the 95th and 5th percentile of the scaled -square distribution and 
then taking the square root of these scaled values, respectively. This is expressed mathematically 
as follows: 
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߬஼௘௡௧௥௔௟ ൌ ටܿ߯ଶ,௞
ିଵሺ0.5ሻ,  (5.1) 

߬ு௜௚௛ ൌ ටܿ߯ଶ,௞
ିଵሺ0.95ሻ, (5.2) 

and 

߬௅௢௪ ൌ ටܿ߯ଶ,௞
ିଵሺ0.05ሻ, (5.3) 

where ߯ଶ,௞
ିଵሺݔሻ is the inverse of the chi-square distribution with k degrees of freedom, and c is a 

scaling parameter; c and k are given by: 

ܿ ൌ 	
ቀௌ஽൫ఛమ൯ቁ

మ

ଶఛమ
 (5.4) 

݇ ൌ 	 ଶఛర

൫ௌ஽ሺఛమሻ൯
మ (5.5) 

These central, high, and low values represent a three-point discrete approximation to a 
continuous distribution and have weights of 0.63 on the median model and 0.185 on the 5th and 
95th percentile models [Keefer and Bodily 1983]. Similarly, the central, high, and low values of 
ϕSS and ϕS2S are obtained by assuming that the variance of the site-corrected within-event 
residuals (ϕSS

2), and the variance of the site-to-site residuals (ϕSS
2) follow scaled -square 

distributions with means and standard deviations, as described in the following sections. 

5.2  

5.2.1 Candidate Models 

As discussed in Chapter 4, the CENA dataset covers a limited magnitude range and does not 
allow a reliable extrapolation of τ for magnitudes greater than 5.0. Moreover, CENA τ values at 
frequencies outside of 1 to 10 Hz range are not reliable due to the frequency bandwidth 
limitations of the recordings. As a result, three candidate models for τ are developed: 

 Global τ model based on the average of the four proposed NGA-West2 τ 
models (ASK14, BSSA14, CB14, and CY14); 

 CENA constant model (magnitude-independent; homoscedastic), and 

 CENA magnitude-dependent model. 

The derivation of the three candidate τ models (mean and SD[τ2]) is described below. 

5.2.1.1 Global   Model 

The global τ model is based on the average of the four NGA-West2 τ models (ASK14, BSSA14, 
CB14, and CY14). The NGA-West2 models were chosen because they are derived from a large 
and uniformly-processed global dataset, and are applicable to a large magnitude range (M3.0 to 
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8.0 or 8.5). All four NGA-West2 τ models are magnitude-dependent, and all models (except 
ASK14) are also period-dependent. 

The global model is based on averaging τ2 for the four NGA-West2 models. Because the 
individual models have different magnitude breaks, the resulting average has five magnitude 
breaks. Figures 5.1 and 5.2 show the four NGA-West2 τ models and their average at PGV and 
spectral periods of 0.01, 0.1, 0.2, 0.5, 1, 3, 5, 7.5, and 10 sec. The proposed global model is also 
shown in Figures 5.1 and 5.2. It follows closely the average NGA-West2 τ and has four 
magnitude breaks: 4.5, 5.0, 5.5, and 6.5. The global τ model has the following functional form: 

߬ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ܯ	ݎ݋݂																																																																							ଵ߬ۓ ൑ 4.5

߬ଵ ൅ ሺ߬ଶ െ ߬ଵሻ ∗
ሺெିସ.ହሻ

଴.ହ
ܯ	ݎ݋݂																															 ൑ 5.0

߬ଶ ൅ ሺ߬ଷ െ ߬ଶሻ ∗
ሺெିହ.଴ሻ

଴.ହ
ܯ	ݎ݋݂																															 ൑ 5.5

߬ଷ ൅ ሺ߬ସ െ ߬ଷሻ ∗
ሺெିହ.ହሻ

ଵ.଴
ܯ	ݎ݋݂																														 ൑ 6.5

߬ସ																																																																						݂ݎ݋	ܯ ൐ 6.5

			 (5.6) 

where the model coefficients τ1, τ2, τ3, and τ4 are the τ values at the magnitude breaks of 4.5, 5.0, 
5.5, and 6.5, respectively. 

Figure 5.3 shows the derived model coefficients as a function of frequency, indicating 
that the average τ at the magnitude breaks is not constant with frequency but fluctuates around 
constant values. An upward bump can be observed in the average τ at a frequency of around 10 
to 20 Hz. This bump can also be seen in some of the underlying models (BSSA14 and CB14), 
while the rest of the models smoothed through it (CY14 and ASK14). The origin of this bump 
has been investigated through point-source simulations as part of the Hanford Project 
[Coppersmith et al. 2014]. A first set of 250 point-source simulations were conducted with an 
average stress parameter of 50 bars and a logarithmic standard deviation of 0.5. Ground motions 
were computed at 50 sites per earthquake using a log-normal distribution of  with median of 
0.035 sec and a standard deviation of 0.3 (natural log units). WUS linear site amplification 
factors were used with a frequency-independent site factor that is log-normally distributed 
around zero with a standard deviation of 0.4 (natural log units). The resulting ϕ and τ values are 
shown in Figure 5.4, showing a bump in τ but not in ϕ. Other simulations with different 
distributions of  and with frequency-dependent site factors were performed with similar results. 

A second set of simulations was conducted allowing for correlation between earthquakes 
and  values. This correlation would result if there are regional  differences resulting in 
earthquakes sampling particular ranges of  values. The uncertainty in  was divided between a 
median value for each earthquake and a within-earthquake distribution, preserving the total 
variance of ; all other parameters were kept the same. The resulting standard deviations are 
presented in Figure 5.5 and show that the correlation between earthquakes and  values result in 
the bump occurring now in both  and . Based on this analysis, we concluded that the bump 
observed in  at around 10 to 20 Hz is likely to be an artifact of . We decided to smooth through 
it and adopt a constant  versus frequency, as shown with the dashed lines in Figure 5.3. 



 104

 

 

Figure 5.1 Global τ model versus magnitude at PGV and F = 100, 10, 5, 2, and 1 
Hz. 
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Figure 5.2 Global  model versus magnitude at F = 0.33, 0.2, 0.13, and 0.1 Hz. 
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Figure 5.3 Coefficients of the global  model versus frequency as derived (solid 
lines) and smoothed (dashed lines). 

 

Figure 5.4 Standard deviations computed using point-source stochastic 
simulations with random  values [Coppersmith et al. 2014]. 
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The standard deviation of 2 ሾܵܦሺ߬ଶሻሿ consists of two components: within-model 
ሾܵܦሺ߬ௐ

ଶ ሻሿ and between-model variability ሾܵܦሺ߬஻
ଶሻሿ  as shown below: 

ሺ߬ଶሻܦܵ ൌ ඥሾܵܦሺ߬ௐ
ଶ ሻଶሿ ൅ ሾܵܦሺ߬஻

ଶሻଶሿ (5.7) 

The between-model variability is the standard deviation of 2 for the four underlying 
GMPEs and is shown in Figure 5.6. The within-model variability calculated as part of the 
regressions conducted for the CY14 model (R.R. Youngs, personal communication) was used 
here—see Figure 5.7—and represents the statistical variability in their 2 estimates. The total 
variability in 2 is shown in Figures 5.8 at the magnitude breaks of 4.5, 5.0, 5.5, and 6.5, 
respectively. The standard deviations were smoothed with a constant across period similar to the 
mean model. Figure 5.8 shows that the total variability in 2 is largest at M4.5 and 5.0 and 
decreases as M increases from M5.5 to M6.5. Table 5.1 presents the mean τ and ሾܵܦሺ߬ଶሻሿ at the 
four magnitude breaks for the derived global τ model. 

 

 

Figure 5.5 Standard deviations computed using point-source stochastic 
simulations with correlated  values [Coppersmith et al. 2014]. 
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Figure 5.6 Between-model variability of global 2. 

 

 

Figure 5.7 Within-model variability of global 2. 



 109

 

Figure 5.8 Total variability of global 2. 

 

Table 5.1 Mean and standard deviation of the coefficients of the global  
model. 

Period 
(sec) 

Frequency 
(Hz) 

Mean 
1 

૚࣎൫ࡰࡿ
૛൯ 

Mean 
2 

૛࣎൫ࡰࡿ
૛൯ 

Mean 
3 

૜࣎൫ࡰࡿ
૛൯ 

Mean 
4 

૝࣎൫ࡰࡿ
૛൯ 

0.01 to 10 0.1 to 100 0.4518 0.0671 0.4270 0.0688 0.3863 0.0661 0.3508 0.0491 

PGV 0.3733 0.0558 0.3639 0.0554 0.3434 0.0477 0.3236 0.0449 

 

5.2.1.2 CENA Constant   Model 

The CENA tectonic data with M larger than or equal to 3.0 were used to construct a τ model. 
Since CENA data are limited in magnitude range to a maximum M of about 5.5, two alternative 
models (constant and magnitude-dependent) were developed using the CENA data to address the 
uncertainty in the extrapolation of τ to magnitudes larger than about 5.0 to 5.5. 

Figure 5.9 shows the constant CENA τ values as a function of frequency obtained by 
maximizing the likelihood function for the tectonic data with minimum M of 3.0. Because 
CENA data suffer from frequency bandwidth limitations, CENA τ values were averaged in the 
frequency range of 1 to 10 Hz to obtain the proposed CENA constant τ model (τ = 0.37 natural 
log units), which is magnitude-independent and period-independent. Figure 5.10 shows the 
standard deviation in τ2 obtained from the regression and represents the statistical variability in 
τ2. The standard deviation values were averaged between 1 and 10 Hz to obtain the proposed 
variability in τ2, which is equal to 0.0377. We note that this variability in τ2 is smaller than that 
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observed for the global τ2 model, which is based on a bigger dataset. As a result, we replace the 
variability in the constant CENA model with the variability in the global τ2 model at M = 5.0 
[SD(τ2) = 0.0688]. Table 5.2 presents the mean τ and SD(τ2) of the CENA constant τ model. 

 

Table 5.2 Mean and standard deviation of the CENA constant  model. 

Period (sec) Frequency (Hz) Mean  SD(τ2)  

0.01 to 10 0.1 to 100 0.3695 0.0688 

PGV 0.3441 0.0554 

 

5.2.1.3 CENA Magnitude-Dependent   Model 

Studies of between-event variability based on large datasets that cover a wide magnitude range 
generally note a magnitude-dependent trend of τ, whereby τ decreases as M increases and 
reaches a constant value at M6 to 7.5 (ex. NGA-West2 models). A CENA τ model was 
developed to incorporate the magnitude-dependence observed in the global τ models. This model 
is derived using CENA tectonic data with magnitude greater than or equal to 3.0. The model has 
the following form: 

߬ ൌ

ە
ۖ
۔

ۖ
ܯ	ݎ݋݂																																																																							ଵ߬ۓ ൑ 5.0

߬ଵ ൅ ሺ߬ଶ െ ߬ଵሻ ∗
ሺெିହ.଴ሻ

଴.ହ
ܯ	ݎ݋݂																															 ൑ 5.5

߬ଶ ൅ ሺ߬ଷ െ ߬ଶሻ ∗ ሺܯ െ 5.5ሻ																									݂ݎ݋	ܯ ൑ 6.5

߬ଷ																																																																						݂ݎ݋	ܯ ൐ 6.5

 (5.8) 

where the ratios τ2/τ1 and τ3/τ1 are obtained from the global model discussed above (τ2/τ1 = 0.9047 
and τ3/τ1 = 0.8215); therefore, CENA data were used to solve for τ1.  

Figure 5.11 shows the values of τ1 obtained from the regression as a function of 
frequency. The average of τ1 values in the frequency range of 1 to 10 Hz was used to smooth τ1 

versus frequency. Figure 5.11 also shows the resulting τ2 and τ3 as function of frequency. Figure 
5.12 shows the ܵܦሺ߬ଵ

ଶሻ	obtained from the regression. These values were again smoothed with a 
constant equal to the average of ܵܦሺ߬ଵ

ଶሻ	between frequencies of 1 and 10 Hz. Figure 5.12 also 
shows the SD(τ2) for the global model at the magnitude breaks M 4.5, 5.0 5.5, and 6.5. Figure 
5.12 indicates that the variability in the global τ2 model at all magnitudes is larger than that for 
the CENA magnitude-dependent model, which is based on a smaller dataset. As a result, values 
of SD(τ2) for CENA at M5.0, 5.5, and 6.5 were adopted from the global model. 

Figure 5.13 compares the three candidate τ models as a function of magnitude for CENA: 
CENA constant model, CENA magnitude-dependent model, and global model. All three models 
are period-independent. The solid lines show the median values for each model, and the dashed 
lines show the 5th and 95th percentile values for each model calculated, assuming τ2 follows a -
square distribution with mean and standard deviations calculated as discussed in the preceding 
sections. Figure 5.13 shows that CENA constant and magnitude-dependent models agree for M 
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less than 5.0. Both of the CENA τ models are smaller than the global model at M less than 5.0. 
At larger magnitudes, the CENA magnitude-dependent model follows the same magnitude-
dependent trend as the global model. The CENA constant model agrees with the global model at 
M greater than 6.0. Table 5.3 presents the mean τ and SD(τ2) at the three magnitude breaks for 
the CENA magnitude-dependent τ model. 

 

Table 5.3 Mean and standard deviation of the coefficients of the CENA 
magnitude-dependent  model. 

Period 
(sec) 

Frequency 
(Hz) 

Mean ૚ ࡰࡿ൫࣎૚
૛൯ Mean ૛ ࡰࡿ൫࣎૛

૛൯ Mean 3 ࡰࡿ൫࣎૜
૛൯ 

0.01 to 10 0.1 to 100 0.3730 0.0688 0.3375 0.0661 0.3064 0.0491 

PGV 0.3477 0.0554 0.3281 0.0477 0.3092 0.0449 

 
 

 

Figure 5.9 Constant CENA  model. 
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Figure 5.10 Variability in constant CENA 2 model. 

 

 

Figure 5.11 Coefficients of the CENA magnitude-dependent  model. 
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Figure 5.12 Variability in CENA magnitude-dependent 2 model compared to the 
global model. 

 

Figure 5.13 Comparison of candidate  models for CENA. Dashed lines represent 
the 5th and 95th percentiles of the models. 
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5.2.2 Comparison to Existing Models 

Tables 5.4 to 5.6 show the values of the coefficients of the global, CENA constant, and CENA 
magnitude-dependent τ models at PGV and spectral periods of 0.01 to 10 sec for the three 
candidate τ models for CENA. The low, central, and high τ estimates correspond to the 5th, 50th, 
and 95th percentile of the τ2 distribution calculated, assuming τ2  follows a -square distribution 
with mean and standard deviations calculated as discussed above. Figure 5.14 presents a 
comparison of the candidate τ models for CENA to the SWUS τ model (central, high and low 
branches). Because both the CENA and SWUS models are period-independent, they are shown 
versus magnitude. The SWUS τ model is based on the average of τ models for the four NGA-
West2 GMPEs and for Zhao et al. [2006], which has a magnitude-independent τ. At small 
magnitudes (M4.0 to 5.0), the SWUS τ model is lower than the global τ model and has larger 
uncertainty due to the inclusion of the Zhao et al. [2006] τ model in SWUS, which is different 
than the four NGA-West2 models at small magnitudes. At larger magnitudes, the SWUS and the 
global τ models are similar. 

Figure 5.15 shows a comparison of the candidate τ models for CENA to the Hanford τ 
model as a function of frequency for M5.0, 6.0, and 7.0. The Hanford τ model is based on the 
average of the four NGA-West2 τ models but adopted different magnitude breaks and smoothing 
with period (period-dependent) than the global τ model. Figure 5.15 shows that the Hanford and 
the global τ models are comparable in terms of their median values and uncertainty ranges. 

 

 

Figure 5.14 Comparison of the candidate  models for CENA to SWUS τ model. 
Dashed lines represent the 5th and 95th percentiles of the models. 
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Figure 5.15 Comparison of the candidate  models for CENA to the Hanford τ 
model at M5.0, 6.0, and 7.0. Dashed lines represent the 5th and 95th 
percentiles of the models. 

 

Table 5.4 Coefficients of the global  model. 

  τ1 τ2 τ3 τ4 

Central 
F 0.1 to 100 Hz 0.4436 0.4169 0.3736 0.3415 

PGV 0.3633 0.3532 0.3340 0.3136 

Low 
F 0.1 to 100 Hz 0.3280 0.2928 0.2439 0.2343 

PGV 0.2488 0.2370 0.2278 0.2081 

High 
F 0.1 to 100 Hz 0.5706 0.5551 0.5214 0.4618 

PGV 0.4919 0.4845 0.4535 0.4333 
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Table 5.5 Coefficients of the CENA constant  model. 

Period (sec) Frequency (Hz) Central High Low 

0.01 to 10  0.1 to 100 0.3538 0.5154 0.2149 

PGV 0.3315 0.4710 0.2101 

 

Table 5.6 Coefficients of the CENA magnitude-dependent  model. 

Period 
(sec) 

Frequency 
(Hz) 

Central High Low 

τ1 τ2 τ3 τ1 τ2 τ3 τ1 τ2 τ3 

0.01 to 10 0.1 to 100 0.3577 0.3185 0.2924 0.5177 0.4895 0.4317 0.2198 0.1755 0.1734 

PGV 0.3355 0.3174 0.2978 0.4734 0.4428 0.4235 0.2150 0.2072 0.1884 

 

5.3 SS 

5.3.1 Candidate Models 

The ϕSS analysis presented in Section 4.4 highlights the shortcomings of deriving ϕSS models 
using the CENA dataset. The main shortcoming is that the CENA dataset covers a limited 
magnitude range and does not allow a reliable extrapolation of ϕSS for magnitudes greater than 
about 5.0. Moreover, CENA ϕSS values at frequencies outside of 1 to 10 Hz range are not reliable 
due to the frequency bandwidth limitations of the recordings. As a result, we present three 
candidate models for ϕSS:  

 Global ϕSS model based on the average of the four NGA-West2 ϕSS 
(ASK14, BSSA14, CB14, and CY14); 

 CENA constant model (magnitude-independent; homoscedastic), and 

 CENA magnitude-dependent model. 

The derivation of the three candidate ϕSS models [mean and ܵܦሺ߬߶ௌௌ
ଶ ሻ] is described 

below. 

5.3.1.1 Global ϕSS Model 

Mean Model 

The global ϕSS model is based on the average of the four NGA-West2 ϕSS (ASK14, BSSA14, 
CB14, and CY14). The datasets used to run the mixed-effects regression and estimate the site 
terms, and the single-station within-event residuals were discussed in Section 2.2 for the four 
NGA-West2 models. Single-station within-event residuals were binned by magnitude in bins of 
0.5 magnitude unit width, and ϕSS was calculated in each bin as described in Chapter 4. Figures 
5.16 and 5.17 show the resulting four NGA-West2 ϕSS values as a function of magnitude at PGV 
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and spectral periods of 0.01, 0.1, 0.2, 0.5, 1, 3, 5, 10 sec. A clear trend of ϕSS with magnitude can 
be observed in these plots, particularly at short periods. At periods greater than 1 sec, the 
magnitude dependence becomes weaker, and ϕSS can be considered magnitude-independent. 

Values of ߶ௌௌ
ଶ

 in each magnitude bin were averaged for the four NGA-West2 models 
(averaging variances) to obtain the average WUS ߶ௌௌ

ଶ
 
 as a function of magnitude. The variability 

in the average ߶ௌௌ
ଶ

 ሾܵܦሺ߶ௌௌ
ଶ ሻሿ was also estimated in each bin based on the between-model 

variability (standard deviation of ߶ௌௌ
ଶ  for the four NGA-west2 models) and the average within-

model variability (standard error of the ߶ௌௌ
ଶ  estimates in each magnitude bin per GMPE). A 

weighted linear fit was applied to the average ϕSS
 values as a function of magnitude, with the 

magnitude breaks selected at M5.0 and 6.5. Figures 5.16 and 5.17 show the average ϕSS
 values 

and the fit results at each period. The global ϕSS model has the following form:  

߶ௌௌ ൌ ൞

	ܯ	ݎ݋݂																																																																								ܽ ൑ 5.0

ܽ ൅ ሺܯ െ 5.0ሻ ∗
ሺ௕ି௔ሻ

ଵ.ହ
	ܯ	ݎ݋݂																																 ൑ 	6.5

ܯ	ݎ݋݂																																																																								ܾ ൐ 6.5

 (5.9) 

where a and b are the ϕSS
 values at M5.0 and 6.5, respectively. Figure 5.18 shows the derived 

coefficients a and b versus frequency. These coefficients were smoothed while preserving their 
general trend as a function of frequency, as shown in Figure 5.18. 

  



 118

 

 

Figure 5.16 Global ϕSS model versus magnitude at PGV and F = 100, 10, 5, 2, and 1 
Hz. 
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Figure 5.17 Global ϕSS model versus magnitude at PGV and F = 0.33, 0.2, and 0.1 
Hz. 
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Figure 5.18 Coefficients of the global ϕSS model versus frequency. 

Uncertainty 

The uncertainty in the global ϕSS model has three components: (1) station-to-station variability in 
ϕSS; (2) statistical variability in ϕSS estimates; and (3) errors in the proposed model fit to the data. 
The station-to-station variability in ϕSS can be estimated across all sites in the dataset. It is a 
measure of variability in ϕSS from one site to another due to factors such as azimuthal 
dependency and topographic effects, as well as other unknown factors. As part of the SWUS 
project, the station-to-station variability in ϕSS was analyzed using the ASK14 dataset with M 
larger than or equal to 4.0. These results are adopted here, and their analysis is summarized 
below. 

The estimate of ϕSS at an individual station is denoted as ϕSS,S. The standard deviation of 
ϕSS,S [SD(ϕSS,S)] was estimated at all periods using the ASK14 dataset. The empirical estimates of 
ϕSS,S and their standard deviation are affected by a sampling error, however, that decreases as the 
number of recordings per site increases. Table 5.7 gives the SD(ϕSS,S) for the ASK14 model at 
PGA and periods of 0.1 and 1 sec using a minimum of 5 through 25 recordings per station. As 
shown in Table 5.7, SD(ϕSS,S) decreases as the minimum number of recordings per station 
increases due to the reduced sampling error. 

To quantify the sampling error, a statistical exercise was undertaken, whereby a large set 
of single-station within-event residuals was simulated per station for the same number of stations 
as in the ASK14 dataset such that the coefficient of variation of ϕSS,S [CV = SD(ϕSS,S)/mean ϕSS,S] 
is zero (all stations have the same ϕSS,S values), assuming a normal distribution. ϕSS,S values were 
then computed at each station using multiple realizations of the dataset (different number of 
recordings per station), and the corresponding CV of ϕSS,S was calculated for each realization. 
Figure 5.19 shows the CV values for the different number of realizations per site compared to the 
CV of ϕSS,S from the global dataset with different minimum numbers of recordings per station 
used in the regression for PGA and periods of 0.1 and 1.0 sec. The curve in Figure 5.19 
represents the effect of pure sampling error on the estimates of the SD(ϕSS,S), indicating that for 
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large numbers of recordings per station, the sampling error decreases and approaches zero. The 
difference between the blue curve and the CV of ϕSS,S estimated using the empirical data 
represents the true SD(ϕSS,S). 

The statistical exercise was then repeated with different CV values (0.05, 0.10, 0.15) 
assigned for the simulations of the large dataset; the resulting CV for different realizations of the 
data are shown in Figure 5.20. Figure 5.20 shows that the CV of SS,S for the empirical data fall 
between 0.10 and 0.15. A CV value of 0.12 was therefore adopted for calculating the station-to-
station variability in SS. It can be easily shown that for normally distributed residuals, the CV of 
the variance (߶ௌௌ

ଶ ) is twice the CV of the standard deviation (߶ௌௌ), hence, the standard deviation 
of ߶ௌௌ

ଶ  can be computed as: 

ሺ߶ௌௌܦܵ
ଶ ሻ 	ൌ 2߶ௌௌ

ଶ  (5.10) 

Figures 5.21 and 5.22 show the components of the ܵܦሺ߶ௌௌ
ଶ ሻ for coefficients a and b of 

the global ϕSS model corresponding to ϕSS at M5.0 and 6.5, respectively. For each coefficient, the 
variability of the variance consists of the site-to-site variability of ߶ௌௌ

ଶ  calculated as shown in 
Equation (5.10) as well as the standard error of the coefficient squared estimated from the 
weighted linear fit to the ϕSS values versus magnitude. The total ܵܦሺ߶ௌௌ

ଶ ሻ	is also shown in the 
figures. For coefficient a, the standard error of a2 is negligible compared to the site-to-site 
variability of ߶௦௦ଶ . For coefficient b, the standard deviation of b2 is not negligible due to bigger 
differences among the NGA-West2 ϕSS values at large magnitudes, as well as smaller datasets 
with M larger than 6.5. Table 5.8 presents the mean ϕSS and ܵܦሺ߶ௌௌ

ଶ ሻ	at the two magnitude 
breaks for the global ϕSS model. 

 

Table 5.7 Standard deviation of SS,S  using the ASK14 residuals at PGA and 
periods of 0.1 and 1 sec for a minimum number of recordings per 
station (Nmin) of 5 to 25. 

 
ࡿ,ࡿࡿሺࣘࡰࡿ

૛ ሻ 

  PGA T = 0.1 sec T = 1.0 sec 

Nmin 5 0.149 0.153 0.126 

Nmin 10 0.118 0.125 0.102 

Nmin 15 0.110 0.117 0.095 

Nmin 20 0.100 0.103 0.086 

Nmin 25 0.073 0.079 0.075 

 
  



 122

 

 

Figure 5.19 Coefficient of variation (CV) of SS at the stations in the ASK14 dataset 
for different number of recordings per station (N). The blue line 
represents the CV from a simulated ground-motion dataset where SS 
at all stations are equal, hence the blue line represents pure sampling 
error. 

 

 

Figure 5.20 Coefficient of variation (CV) for the ASK14 dataset for different number 
of recordings per station (N). The blue lines represent the CV of the 
realizations (N) of simulated datasets with different assigned CV. 

  



 123

 

Figure 5.21 Variability in the global ࣘࡿࡿ
૛  model at M = 5.0 (coefficient a). 

 

Figure 5.22 Variability in the global ࣘࡿࡿ
૛  model at M = 6.5 (coefficient b). 
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Table 5.8 Mean and standard deviation of the coefficients of the global 
magnitude-dependent ϕSS model. 

Period (sec) Frequency (Hz) Mean a SD(a2) Mean b SD(b2) 

0.01 100 0.5477 0.0731 0.3505 0.0412 

0.02 50 0.5464 0.0727 0.3505 0.0416 

0.03 33.33 0.5450 0.0723 0.3505 0.0419 

0.04 25 0.5436 0.0720 0.3505 0.0422 

0.05 20 0.5424 0.0716 0.3505 0.0425 

0.075 13.33 0.5392 0.0707 0.3505 0.0432 

0.1 10 0.5361 0.0699 0.3505 0.0439 

0.15 6.67 0.5299 0.0682 0.3543 0.0453 

0.2 5 0.5240 0.0666 0.3659 0.0465 

0.25 4 0.5183 0.0651 0.3765 0.0476 

0.3 3.33 0.5127 0.0637 0.3876 0.0486 

0.4 2.5 0.5022 0.0611 0.4066 0.0503 

0.5 2 0.4923 0.0586 0.4170 0.0515 

0.75 1.33 0.4704 0.0535 0.4277 0.0526 

1 1 0.4519 0.0495 0.4257 0.0508 

1.5 0.67 0.4231 0.0439 0.4142 0.0433 

2 0.5 0.4026 0.0405 0.4026 0.0396 

3 0.33 0.3775 0.0371 0.3775 0.0366 

4 0.25 0.3648 0.0358 0.3648 0.0358 

5 0.2 0.3583 0.0353 0.3583 0.0356 

7.5 0.13 0.3529 0.0350 0.3529 0.0355 

10 0.1 0.3519 0.0350 0.3519 0.0355 

PGV 0.5034 0.0609 0.3585 0.0316 

5.3.1.2 CENA Constant ϕSS Model 

The CENA tectonic data with minimum M of 3.0 and maximum RRUP distance of 300 km were 
used to construct ϕSS models. The distance limit of 300 km was used in order to limit the slightly 
smaller ϕSS values at large distances from biasing the average ϕSS at the different periods. Since 
the usable CENA data for these computations are limited in magnitude range to a maximum M 
of about 5.5, two alternative models (constant and magnitude-dependent) were developed using 
the CENA data to address the uncertainty in the extrapolation of ϕSS to magnitudes larger than 
about 5.5. 

Figure 5.23 shows the constant CENA ϕSS values as a function of frequency obtained by 
maximizing the likelihood function for the tectonic data with minimum M of 3.0 and maximum 
RRUP distance of 300 km. Because CENA data suffer from frequency bandwidth limitations, 
CENA ϕSS values were averaged in the frequency range of 1 to 10 Hz to obtain the proposed 
CENA constant ϕSS model (ϕSS = 0.51 natural log units), which is magnitude-independent and 
period-independent. 
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Figure 5.24 shows the standard deviation in ߶ௌௌ
ଶ  consisting of the site-to-site variability 

obtained using CV	ሺ߶ௌௌ
ଶ ሻ =2*0.12 and the statistical variability in the ߶ௌௌ

ଶ  estimates obtained from 
the regression. The standard deviation values were averaged between 1 and 10 Hz to obtain the 
proposed variability in ߶ௌௌ

ଶ , which is equal to 0.06755. Table 5.9 presents the mean ϕSS and 
ሺ߶ௌௌܦܵ

ଶ ሻ for the CENA constant ϕSS model. 

 

Figure 5.23 Constant CENA SS model. 

 

Figure 5.24 Variability in constant CENA ࣘࡿࡿ
૛  model. 
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Table 5.9 Mean and standard deviation of the CENA constant SS model. 

Period (sec) Frequency (Hz) Mean ϕSS ࡰࡿ൫ࣘࡿࡿ
૛ ൯ 

0.01 to 10 0.1 to 100 0.5132 0.0675 

PGV 0.5507 0.0678 

5.3.1.3 CENA Magnitude-Dependent ϕSS Model 

Previous single-station within-event standard deviation studies based on large global datasets 
that cover a wide magnitude range observed a magnitude-dependent trend of ϕSS whereby ϕSS 
decreases as M increases and reaches a constant value at M6 to 7.5 (ex. PRP, TNSP, Hanford, 
and SWUS Projects). As a result, a CENA ϕSS model was developed to incorporate the 
magnitude-dependence observed in the global ϕSS model. This model is derived using CENA 
tectonic data with magnitude greater than or equal to 3.0 and RRUP distance less than or equal to 
300 km. The model has the following form: 

߶ௌௌ ൌ ൞

	ܯ	ݎ݋݂																																																																								ܽ ൑ 5.0

ܽ ൅ ሺܯ െ 5.0ሻ ∗
ሺ௕ି௔ሻ

ଵ.ହ
	ܯ	ݎ݋݂																																 ൑ 	6.5

ܯ	ݎ݋݂																																																																								ܾ ൐ 6.5

 (5.11) 

where the ratios of b/a at all frequencies are constrained to those from the global ϕSS model; 
therefore, CENA data were used to solve for coefficient a. Figure 5.25 shows the a values 
obtained from the regression as a function of frequency. The average of a values in the frequency 
range of 1 to 10 Hz was used to smooth a versus frequency. Figure 5.25 also shows the resulting 
coefficient b as function of frequency. 

Figure 5.26 shows the statistical variability obtained from the regression and the site-to-
site variability of ߶ௌௌ

ଶ  at M5.0 (a2). These values of the statistical variability were again 
smoothed using the average of the values between frequencies of 1 and 10 Hz. The total SD(a2) 
is also shown on the plot. Similarly, Figure 5.27 shows the components of the total variability in 
߶ௌௌ
ଶ  at M6.5 (b2). The statistical variability in a2 obtained from the regression is assumed to apply 

to b2. 

Figures 5.28 and 5.29 compare the three candidate ϕSS models for CENA as a function of 
magnitude: CENA constant model, CENA magnitude-dependent model, and global model at 
PGV and spectral periods of 0.01, 0.1, 0.2, 0.5, 1, 3, 5, 10 sec. The solid lines show the median 
branches for each model and the dashed lines show the 5th and 95th percentile branches for each 
model calculated assuming ߶ௌௌ

ଶ  follows a -square distribution with mean and standard 
deviations calculated as discussed in the preceding sections. Both the global and the CENA 
magnitude-dependent ϕSS models are period-dependent, while the constant CENA model is 
period-independent. Figure 5.30 presents a comparison of the three candidate models as a 
function of frequency at M5.0, 6.0, and 7.0. Figures 5.28 and 5.29 show that for periods less than 
1 sec, both CENA ϕSS models agree for magnitude less than or equal to 5.0. For longer periods, 
all three candidate models become magnitude-independent with the two CENA ϕSS models 
having comparable values. Moreover, the CENA magnitude-dependent and the global ϕSS model 
are comparable at periods less than 1 sec. At longer periods, the CENA magnitude dependent ϕSS 
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model becomes larger than the global ϕSS model because the CENA magnitude-dependent 
coefficient at M5.0 is constant while the global coefficient at M5.0 decreases as the period 
increases. Figure 5.30 shows that for M5.0, all three models have comparable ϕSS values at high 
frequencies. As magnitude increases, the two magnitude-dependent models stay comparable at 
high frequencies, while the constant CENA model overestimate the ϕSS values predicted by the 
magnitude-dependent models. Table 5.10 presents the mean ϕSS and ܵܦሺ߶ௌௌ

ଶ ሻ at the two 
magnitude breaks for the CENA magnitude-dependent ϕSS model. 

 

 

Figure 5.25 Coefficients of magnitude-dependent CENA ϕSS model. 
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Figure 5.26 Variability in the magnitude-dependent CENA ࣘࡿࡿ
૛  at M = 5.0 

(coefficient a). 

 

Figure 5.27 Variability in the magnitude-dependent CENA ࣘࡿࡿ
૛  model at M = 6.5 

(coefficient b). 
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Figure 5.28 Comparison of candidate ϕSS models for CENA versus magnitude at 
PGV and F = 100, 10, 5, 1, and 1 Hz. Dashed lines represent the 5th and 
95th percentiles of the models. 
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Figure 5.29 Comparison of candidate ϕSS models for CENA versus magnitude at F 
= 0.33, 0.2, and 0.1 Hz. Dashed lines represent the 5th and 95th 
percentiles of the models. 
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Figure 5.30 Comparison of candidate ϕSS models for CENA versus frequency for 
M = 5.0, 6.0, and 7.0. Dashed lines represent the 5th and 95th percentiles 
of the models. 
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Table 5.10  Mean and standard deviation of the coefficients of the CENA 
magnitude-dependent ϕSS model. 

Period (sec) Frequency (Hz) Mean a SD(a2) Mean b SD(b2) 

0.01 100 0.5192 0.0693 0.3323 0.0364 

0.02 50 0.5192 0.0693 0.3331 0.0365 

0.03 33.33 0.5192 0.0693 0.3339 0.0365 

0.04 25 0.5192 0.0693 0.3348 0.0367 

0.05 20 0.5192 0.0693 0.3355 0.0367 

0.075 13.33 0.5192 0.0693 0.3375 0.0370 

0.1 10 0.5192 0.0693 0.3395 0.0372 

0.15 6.67 0.5192 0.0693 0.3471 0.0382 

0.2 5 0.5192 0.0693 0.3625 0.0402 

0.25 4 0.5192 0.0693 0.3772 0.0423 

0.3 3.33 0.5192 0.0693 0.3925 0.0446 

0.4 2.5 0.5192 0.0693 0.4204 0.0492 

0.5 2 0.5192 0.0693 0.4398 0.0527 

0.75 1.33 0.5192 0.0693 0.4721 0.0590 

1 1 0.5192 0.0693 0.4892 0.0626 

1.5 0.67 0.5192 0.0693 0.5082 0.0668 

2 0.5 0.5192 0.0693 0.5192 0.0693 

3 0.33 0.5192 0.0693 0.5192 0.0693 

4 0.25 0.5192 0.0693 0.5192 0.0693 

5 0.2 0.5192 0.0693 0.5192 0.0693 

7.5 0.13 0.5192 0.0693 0.5192 0.0693 

10 0.1 0.5192 0.0693 0.5192 0.0693 

PGV 0.5636 0.0807 0.4013 0.0468 

5.3.2 Comparison to Existing Models 

Tables 5.11, 5.12, and 5.13 show the values of the coefficients of the three candidate ϕSS models 
at PGV and spectral periods of 0.01 to 10 sec. The low, central, and high ϕSS estimates 
correspond to the 5th, 50th, and 95th percentile of the ߶ௌௌ

ଶ   distribution calculated, assuming ߶ௌௌ
ଶ  

follows a -square distribution with mean and standard deviations calculated as discussed above. 

Figure 5.31 compares the three candidate ϕSS models for CENA to the Hanford ϕSS model 
(central, high and low branches) at spectral periods of 0.01 and 1 sec. Recall that the Hanford 
model is based on the PRP data and is magnitude-dependent. Figure 5.31 shows that the Hanford 
ϕSS model (central, high, and low branches) is captured by the global ϕSS model. The uncertainty 
range of the Hanford model is smaller than that of the CENA models because the Hanford model 
used a coefficient of variation of ϕSS equal to 0.1 in calculating the site-to-site variability. 

Figure 5.32 compares the three candidate ϕSS models for CENA to one of the SWUS ϕSS 
models at spectral periods of 0.01 and 1 sec. As discussed in Section 1.4.2, the SWUS project 
developed several ϕSS models based on the controlling sources (magnitude and distance) in their 
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hazard results. The model presented in Figure 5.32 is magnitude-dependent with magnitude 
breaks at M5.0 and 7.0 and is derived based on the California NGA-West2 data with magnitude 
greater than or equal to 5.0 and distance up to 50 km. Figure 5.32 shows that all three branches 
of the SWUS ϕSS model are captured by the global model. The uncertainty in the SWUS model is 
smaller than that of the global model because the SWUS model did not include the uncertainty in 
the magnitude-dependent model fit to the data. This uncertainty was negligible for SWUS 
because the ϕSS values versus magnitude were similar for the four NGA-West2 models in the 
magnitude and distance range used to build their model. 

 

Table 5.11 Coefficients of the global ϕSS model. 

Period (sec) Frequency (Hz) 
Central High Low 

a b a b a b 

0.01 100 0.5423 0.3439 0.6553 0.4446 0.4367 0.2525 

0.02 50 0.5410 0.3438 0.6537 0.4452 0.4357 0.2518 

0.03 33.33 0.5397 0.3437 0.6521 0.4459 0.4347 0.2510 

0.04 25 0.5382 0.3436 0.6503 0.4466 0.4334 0.2503 

0.05 20 0.5371 0.3435 0.6489 0.4473 0.4326 0.2496 

0.075 13.33 0.5339 0.3433 0.6450 0.4489 0.4301 0.2478 

0.1 10 0.5308 0.3431 0.6412 0.4505 0.4277 0.2461 

0.15 6.67 0.5247 0.3466 0.6338 0.4561 0.4229 0.2478 

0.2 5 0.5189 0.3585 0.6266 0.4673 0.4182 0.2600 

0.25 4 0.5132 0.3694 0.6196 0.4776 0.4137 0.2712 

0.3 3.33 0.5077 0.3808 0.6129 0.4879 0.4093 0.2831 

0.4 2.5 0.4973 0.4004 0.6002 0.5057 0.4010 0.3037 

0.5 2 0.4875 0.4109 0.5884 0.5161 0.3932 0.3142 

0.75 1.33 0.4658 0.4218 0.5622 0.5264 0.3757 0.3253 

1 1 0.4475 0.4201 0.5403 0.5217 0.3607 0.3263 

1.5 0.67 0.4188 0.4097 0.5068 0.4985 0.3367 0.3271 

2 0.5 0.3984 0.3986 0.4836 0.4818 0.3189 0.3208 

3 0.33 0.3733 0.3734 0.4565 0.4556 0.2958 0.2969 

4 0.25 0.3604 0.3604 0.4436 0.4437 0.2832 0.2831 

5 0.2 0.3538 0.3537 0.4374 0.4381 0.2764 0.2757 

7.5 0.13 0.3482 0.3481 0.4325 0.4337 0.2703 0.2691 

10 0.1 0.3472 0.3471 0.4317 0.4329 0.2692 0.2679 

PGV 0.4985 0.3548 0.6010 0.4296 0.4027 0.2850 
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Table 5.12 Coefficients of the CENA constant ϕSS model. 

Period (sec) Frequency (Hz) Central High Low 

0.01 to 10 0.1 to 100 0.5076 0.6192 0.4037 

PGV 0.5461 0.6502 0.4483 

 

 

Table 5.13 Coefficients of the CENA magnitude-dependent ϕSS model. 

Period (sec) Frequency (Hz) 
Central High Low 

a b a b a b 

0.01 100 0.5135 0.3263 0.6267 0.4198 0.4081 0.2412 

0.02 50 0.5135 0.3271 0.6267 0.4206 0.4081 0.2420 

0.03 33.33 0.5135 0.3279 0.6267 0.4215 0.4081 0.2427 

0.04 25 0.5135 0.3288 0.6267 0.4224 0.4081 0.2436 

0.05 20 0.5135 0.3296 0.6267 0.4231 0.4081 0.2443 

0.075 13.33 0.5135 0.3316 0.6267 0.4252 0.4081 0.2463 

0.1 10 0.5135 0.3336 0.6267 0.4272 0.4081 0.2482 

0.15 6.67 0.5135 0.3413 0.6267 0.4351 0.4081 0.2555 

0.2 5 0.5135 0.3569 0.6267 0.4514 0.4081 0.2702 

0.25 4 0.5135 0.3717 0.6267 0.4671 0.4081 0.2839 

0.3 3.33 0.5135 0.3870 0.6267 0.4837 0.4081 0.2979 

0.4 2.5 0.5135 0.4150 0.6267 0.5145 0.4081 0.3230 

0.5 2 0.5135 0.4344 0.6267 0.5362 0.4081 0.3401 

0.75 1.33 0.5135 0.4665 0.6267 0.5726 0.4081 0.3680 

1 1 0.5135 0.4836 0.6267 0.5922 0.4081 0.3827 

1.5 0.67 0.5135 0.5026 0.6267 0.6141 0.4081 0.3988 

2 0.5 0.5135 0.5135 0.6267 0.6267 0.4081 0.4081 

3 0.33 0.5135 0.5135 0.6267 0.6267 0.4081 0.4081 

4 0.25 0.5135 0.5135 0.6267 0.6267 0.4081 0.4081 

5 0.2 0.5135 0.5135 0.6267 0.6267 0.4081 0.4081 

7.5 0.13 0.5135 0.5135 0.6267 0.6267 0.4081 0.4081 

10 0.1 0.5135 0.5135 0.6267 0.6267 0.4081 0.4081 

PGV 0.5575 0.3957 0.6789 0.4950 0.4445 0.3041 
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Figure 5.31 Comparison of the CENA ϕSS models to the Hanford model at F = 100 
and 1 Hz. Dashed lines represent the 5th and 95th percentiles of the 
models. 
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Figure 5.32 Comparison of the CENA ϕSS models to one the SWUS magnitude-
dependent ϕSS models derived from California data at F = 100 and 1 
Hz. Dashed lines represent the 5th and 95th percentiles of the models. 
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5.4 ΦS2S 

The ϕS2S values obtained from the analysis of the CENA data are relatively large compared to the 
corresponding values for WUS. Section 4.5 compared the CENA ϕS2S values to those for the 
NGA-West2 GMPEs as well as for Japanese data [Dawood and Rodriguez-Marek 2015]. These 
comparisons indicated that CENA ϕS2S values are comparable to Japanese ϕS2S, both in terms of 
amplitude as well as general spectral shape. Recall that Sections 4.5 and 4.6 discussed the 
analyses performed to investigate factors such as regression approach, PIE/tectonic events, and 
regional impact that could have influenced the ϕS2S results for CENA. These analyses indicated 
that the investigated issues are unlikely to have controlled the CENA ϕS2S results. Based on the 
similarity of ϕS2S for CENA and Japan, it appears that for site conditions with relatively shallow 
soil cover over hard rock, VS30 may not a good parameter for capturing the site response. This is 
reflected in the relatively large ϕS2S values for CENA and Japan. 

Based on these factors, we propose a ϕS2S model derived from the CENA data. Models of 
from other regions are not adopted because the variability in the site terms is not constant across 
regions. Values of ϕS2S obtained from the regression analysis of all the CENA data (PIE and 
tectonic events) with a minimum of three recordings per station were used to derive a CENA ϕS2S 

model at PGV and for frequencies between 1 and 10 Hz. For frequencies less than 1 Hz, the 
CENA ϕS2S values were replaced by those obtained from assuming that the ratios of ϕS2S at 
frequencies less than 1 Hz to ϕS2S at 1 Hz observed for the Japanese data apply to CENA. 
Similarly, the ratios of Japanese ϕS2S at frequencies greater than 10 Hz to that at 10 Hz are used to 
scale the CENA ϕS2S values for frequencies greater than 10 Hz. Figure 5.33 shows the CENA ϕS2S 

values versus frequency between 1 and 10 Hz, the extrapolated values outside of this frequency 
range, as well as the smoothed ϕS2S model.  

Figure 5.34 shows the variability of ߶ௌଶௌ
ଶ

ሺ߶ௌଶௌܦܵ ,
ଶ ሻ, obtained from the regression for 

CENA and compared to the corresponding values for Japan. Similar to the mean ϕS2S values, the 
CENA ܵܦሺ߶ௌଶௌ

ଶ ሻ, were used at PGV and for frequencies between 1 and 10 Hz. Outside of this 
frequency range, the ܵܦሺ߶ௌଶௌ

ଶ ሻ were extrapolated based on the shape of ܵܦሺ߶ௌଶௌ
ଶ ሻ values for 

Japan. Table 5.14 presents the mean ϕS2S and ܵܦሺ߶ௌଶௌ
ଶ ሻ for the CENA ϕS2S model. Table 5.15 

presents the values of the proposed ϕS2S model for CENA whereby the central, high, and low 
branches are obtained by assuming that ߶ௌଶௌ

ଶ  follows a scaled -square distribution with mean 
and standard deviation values shown in Figures 5.33 and 5.34. 
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Figure 5.33 ϕS2S mean model for CENA. 

 

Figure 5.34 Variability of CENA ࣘࡿ૛ࡿ
૛ . 
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Table 5.14 Mean and standard deviation of the CENA ϕS2S model. 

Period (sec) Frequency (Hz) Mean ࡰࡿ൫ࣘࡿ૛ࡿ
૛ ൯ 

0.01 100 0.4608 0.0238 

0.02 50 0.4617 0.0238 

0.03 33.33 0.4700 0.0240 

0.04 25 0.4871 0.0260 

0.05 20 0.5250 0.0290 

0.075 13.33 0.5800 0.0335 

0.1 10 0.5930 0.0350 

0.15 6.67 0.5714 0.0325 

0.2 5 0.5368 0.0296 

0.25 4 0.5058 0.0272 

0.3 3.33 0.4805 0.0250 

0.4 2.5 0.4440 0.0212 

0.5 2 0.4197 0.0182 

0.75 1.33 0.3849 0.0139 

1 1 0.3667 0.0135 

1.5 0.67 0.3481 0.0157 

2 0.5 0.3387 0.0173 

3 0.33 0.3292 0.0195 

4 0.25 0.3245 0.0211 

5 0.2 0.3216 0.0224 

7.5 0.13 0.3178 0.0240 

10 0.1 0.3159 0.0240 

PGV 0.4344 0.0200 
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Table 5.15 Central, high, and low values of the CENA ϕS2S model. 

Period (sec) Frequency (Hz) Central High Low 

0.01 100 0.4598 0.5030 0.4180 

0.02 50 0.4607 0.5038 0.4190 

0.03 33.33 0.4691 0.5117 0.4278 

0.04 25 0.4861 0.5306 0.4429 

0.05 20 0.5240 0.5701 0.4793 

0.075 13.33 0.5790 0.6272 0.5322 

0.1 10 0.5920 0.6412 0.5441 

0.15 6.67 0.5705 0.6178 0.5244 

0.2 5 0.5359 0.5818 0.4913 

0.25 4 0.5048 0.5497 0.4613 

0.3 3.33 0.4796 0.5230 0.4375 

0.4 2.5 0.4431 0.4830 0.4045 

0.5 2 0.4189 0.4550 0.3839 

0.75 1.33 0.3843 0.4143 0.3551 

1 1 0.3661 0.3968 0.3363 

1.5 0.67 0.3471 0.3849 0.3107 

2 0.5 0.3374 0.3803 0.2963 

3 0.33 0.3275 0.3774 0.2800 

4 0.25 0.3223 0.3772 0.2704 

5 0.2 0.3191 0.3778 0.2638 

7.5 0.13 0.3148 0.3787 0.2550 

10 0.1 0.3128 0.3772 0.2527 

PGV 0.4336 0.4720 0.3963 

5.5  

The candidate models for CENA ϕ are derived by combining the models for ϕSS and ϕS2S. Since 
the computed covariance of ߶ௌௌ

ଶ  and ߶ௌଶௌ
ଶ is close to zero at all frequencies, ϕ2 and SD(ϕ2) can be 

derived as follows: 

߶ଶ ൌ ߶ௌௌ
ଶ ൅ ߶ௌଶௌ

ଶ ,  (5.12) 

ሾ߶ଶሿܦܵ ൌ ඥሺܵܦሾ߶ௌௌ
ଶ ሿሻଶ ൅ ሺܵܦሾ߶ௌଶௌ

ଶ ሿሻଶ (5.13) 

where the mean and standard deviations of the ߶ௌௌ
ଶ  and ߶ௌଶௌ

ଶ  are discussed in Sections 5.3 and 
5.4, respectively. 

Three candidate ϕ models are developed for CENA: (1) a global ϕ model derived by 
combining the CENA ϕS2S model and the global ϕSS model; (2) a CENA constant ϕ model 
derived by combining the CENA ϕS2S model and the CENA constant ϕSS model; and (3) a CENA 
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magnitude-dependent ϕ model derived by combining the CENA ϕS2S model and the CENA 
magnitude-dependent ϕSS model. The magnitude-dependent global and CENA ϕ models have the 
following form: 

߶ ൌ ൞

	ܯ	ݎ݋݂																																																																								ܽ ൑ 5.0

ܽ ൅ ሺܯ െ 5.0ሻ ∗
ሺ௕ି௔ሻ

ଵ.ହ
	ܯ	ݎ݋݂																																 ൑ 	6.5

ܯ	ݎ݋݂																																																																								ܾ ൐ 6.5

 (5.14) 

where coefficients a and b for the central, high, and low branches of the global model, and the 
CENA magnitude-dependent models are given in Tables 5.16 and 5.17, respectively. The values 
of the CENA constant ϕ model are given in Table 5.18. 

Figures 5.35 and 5.36 show the three candidate ϕ models for CENA as a function of 
magnitude: CENA constant model, CENA magnitude-dependent model, and global model at 
PGV and spectral periods of 0.01, 0.1, 0.2, 0.5, 1, 3, 5, 10 sec. The solid lines show the median 
branches for each model, and the dashed lines show the 5th and 95th percentile branches for each 
model calculated, assuming ϕ2 follows a -square distribution with mean and standard deviations 
calculated as discussed above. Similar to the observations made for the ϕSS models, Figures 5.35 
and 5.36 show that the CENA constant and magnitude-dependent models are similar for M < 5.0. 
For larger magnitudes, the CENA constant model is larger than the two magnitude-dependent 
models. For periods longer than 1 sec, all models are magnitude-independent. Figure 5.37 shows 
the three candidate ϕ models for CENA versus frequency for M5.0, 6.0, and 7.0. For M5.0, the 
two CENA models are comparable. For M > 5.0, the two CENA models are similar at low 
frequencies, while the two magnitude-dependent models are comparable at high frequencies. 
Figure 5.38 compares the three candidate ϕ models for CENA as a function of frequency to the 
NGA-West2 ϕ models for M5.0, 6.0, and 7.0. For the global ϕ model and the NGA-West2 ϕ 
models, the main difference lies in the difference in ϕS2S between CENA and WUS. Therefore, 
Figure 5.38 shows that NGA-West2 ϕ values are larger than the global CENA ϕ values at low 
frequencies because WUS ϕS2S is larger than CENA ϕS2S at low frequencies, as shown in Figure 
4.46. At high frequencies, the opposite trend is observed. 
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Table 5.16 Coefficients of the global ϕ model. 

Period (sec) Frequency (Hz) 
Central High Low 

a b a b a b 

0.01 100 0.7131 0.5770 0.8031 0.6459 0.6267 0.5108 

0.02 50 0.7126 0.5777 0.8023 0.6469 0.6266 0.5112 

0.03 33.33 0.7171 0.5844 0.8059 0.6533 0.6320 0.5181 

0.04 25 0.7274 0.5982 0.8152 0.6673 0.6430 0.5317 

0.05 20 0.7526 0.6295 0.8382 0.6976 0.6701 0.5638 

0.075 13.33 0.7899 0.6761 0.8725 0.7435 0.7101 0.6109 

0.1 10 0.7974 0.6872 0.8791 0.7553 0.7184 0.6213 

0.15 6.67 0.7773 0.6706 0.8583 0.7399 0.6990 0.6037 

0.2 5 0.7481 0.6478 0.8294 0.7187 0.6697 0.5794 

0.25 4 0.7220 0.6286 0.8036 0.7013 0.6434 0.5585 

0.3 3.33 0.7005 0.6152 0.7820 0.6894 0.6220 0.5440 

0.4 2.5 0.6680 0.5998 0.7488 0.6758 0.5904 0.5269 

0.5 2 0.6446 0.5893 0.7241 0.6666 0.5682 0.5151 

0.75 1.33 0.6055 0.5728 0.6818 0.6521 0.5324 0.4970 

1 1 0.5797 0.5593 0.6537 0.6379 0.5088 0.4842 

1.5 0.67 0.5457 0.5388 0.6171 0.6103 0.4773 0.4703 

2 0.5 0.5239 0.5240 0.5941 0.5928 0.4567 0.4580 

3 0.33 0.4986 0.4986 0.5688 0.5682 0.4315 0.4322 

4 0.25 0.4857 0.4857 0.5572 0.5573 0.4176 0.4176 

5 0.2 0.4789 0.4789 0.5518 0.5523 0.4095 0.4091 

7.5 0.13 0.4721 0.4720 0.5473 0.5480 0.4007 0.3999 

10 0.1 0.4700 0.4700 0.5455 0.5463 0.3984 0.3976 

PGV 0.6626 0.5619 0.7434 0.6174 0.5850 0.5082 
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Table 5.17 Coefficients of the CENA magnitude-dependent ϕ model. 

Period (sec) Frequency (Hz) 
Central High Low 

a b a b a a 

0.01 100 0.6915 0.5664 0.7800 0.6304 0.6066 0.5047 

0.02 50 0.6921 0.5676 0.7806 0.6316 0.6073 0.5059 

0.03 33.33 0.6978 0.5749 0.7856 0.6383 0.6135 0.5138 

0.04 25 0.7094 0.5894 0.7965 0.6530 0.6257 0.5281 

0.05 20 0.7360 0.6216 0.8212 0.6843 0.6540 0.5609 

0.075 13.33 0.7764 0.6697 0.8590 0.7317 0.6965 0.6095 

0.1 10 0.7861 0.6819 0.8684 0.7443 0.7066 0.6214 

0.15 6.67 0.7699 0.6672 0.8529 0.7297 0.6899 0.6065 

0.2 5 0.7446 0.6463 0.8290 0.7106 0.6632 0.5840 

0.25 4 0.7224 0.6293 0.8085 0.6959 0.6397 0.5650 

0.3 3.33 0.7049 0.6186 0.7922 0.6875 0.6211 0.5522 

0.4 2.5 0.6804 0.6094 0.7694 0.6828 0.5952 0.5389 

0.5 2 0.6647 0.6056 0.7548 0.6825 0.5786 0.5319 

0.75 1.33 0.6432 0.6064 0.7351 0.6899 0.5556 0.5266 

1 1 0.6324 0.6084 0.7258 0.6964 0.5434 0.5244 

1.5 0.67 0.6217 0.6127 0.7173 0.7064 0.5307 0.5235 

2 0.5 0.6164 0.6164 0.7134 0.7134 0.5242 0.5242 

3 0.33 0.6111 0.6111 0.7097 0.7097 0.5175 0.5175 

4 0.25 0.6084 0.6084 0.7082 0.7082 0.5140 0.5139 

5 0.2 0.6069 0.6069 0.7074 0.7074 0.5117 0.5117 

7.5 0.13 0.6048 0.6048 0.7063 0.7063 0.5086 0.5086 

10 0.1 0.6037 0.6037 0.7055 0.7055 0.5075 0.5075 

PGV 0.7084 0.5893 0.8065 0.6615 0.6146 0.5200 
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Table 5.18 Coefficients of the CENA constant ϕ model. 

Period (sec) Frequency (Hz) Central High Low 

0.01 100 0.6871 0.7742 0.6036 

0.02 50 0.6877 0.7747 0.6043 

0.03 33.33 0.6934 0.7797 0.6105 

0.04 25 0.7051 0.7908 0.6227 

0.05 20 0.7319 0.8157 0.6512 

0.075 13.33 0.7724 0.8538 0.6938 

0.1 10 0.7822 0.8633 0.7039 

0.15 6.67 0.7660 0.8476 0.6872 

0.2 5 0.7405 0.8235 0.6604 

0.25 4 0.7182 0.8028 0.6368 

0.3 3.33 0.7006 0.7864 0.6181 

0.4 2.5 0.6759 0.7634 0.5921 

0.5 2 0.6601 0.7487 0.5754 

0.75 1.33 0.6385 0.7288 0.5523 

1 1 0.6276 0.7194 0.5401 

1.5 0.67 0.6168 0.7108 0.5273 

2 0.5 0.6114 0.7068 0.5207 

3 0.33 0.6061 0.7032 0.5140 

4 0.25 0.6034 0.7016 0.5104 

5 0.2 0.6018 0.7008 0.5081 

7.5 0.13 0.5997 0.6998 0.5050 

10 0.1 0.5987 0.6990 0.5038 

PGV 0.6990 0.7834 0.6179 
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Figure 5.35 Comparison of ϕ models for CENA versus magnitude at PGV and F = 
100, 10, 5, 2, and 1 Hz. Dashed lines represent the 5th and 95th 
percentiles of the models. 
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Figure 5.36 Comparison of ϕ models for CENA versus magnitude at F = 0.33, 0.2, 
and 0.1 Hz. Dashed lines represent the 5th and 95th percentiles of the 
models. 
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Figure 5.37 Comparison of ϕ models for CENA versus frequency for M = 5.0, 6.0, 
and 7.0. Dashed lines represent the 5th and 95th percentiles of the 
models. 
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Figure 5.38 Comparison of ϕ models for CENA and NGA-West2 versus frequency 
for M = 5.0, 6.0, and 7.0. Dashed lines represent the 5th and 95th 
percentiles of the CENA models. 
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5.6 SINGLE-STATION  

The models for CENA σSS are derived by combining the models for ϕSS and τ, whereby the mean 
σSS

2 and SD(σSS
2) are derived as follows: 

ௌௌߪ
ଶ ൌ ߶ௌௌ

ଶ ൅ ߬ଶ,  (5.15) 

ௌௌߪሾܦܵ
ଶ ሿ ൌ ඥሺܵܦሾ߶ௌௌ

ଶ ሿሻଶ ൅ ሺܵܦሾ߬ଶሿሻଶ (5.16) 

The equations above are based on the assumption that ϕSS and τ are statistically 
independent, which is justified based on the regression results that show very weak to no 
correlation between ϕ and τ and between ϕSS and ϕS2S. The mean and standard deviations of the 
ϕSS

2 and τ2 are discussed in Sections 5.3 and 5.2, respectively. 

Combining the three candidate τ and ϕSS models results in nine candidate σSS models. One 
of the candidate σSS models is magnitude-independent resulting from combining the CENA 
constant τ model with the CENA constant ϕSS model, while the rest of the models are magnitude-
dependent with two to four magnitude breaks. Values of all nine candidate σSS models are not 
presented here but can be easily obtained by the reader. The mean and standard deviation values 
of the nine candidate σSS models can be obtained using Equations (5.15) and (5.16) along with 
the mean and standard deviations of ϕSS

2 and τ
2 given in the tables in Sections 5.3 and 5.2. 

Moreover, the central, high and low estimates of the nine candidate σSS models can be obtained 
by assuming that σSS

2
 follows a scaled -square distribution, as described in Section 5.1.1. 

Three candidate σSS models are presented here as an example: (1) global σSS model 
derived by combining the global ϕSS model and the global τ model; (2) CENA σSS model-1 
derived by combining the CENA constant ϕSS model and the global τ model; and (3) CENA σSS 
model-2 resulting from combining the CENA magnitude-dependent ϕSS model and the global τ 
model. Because the global τ model is magnitude-dependent with four magnitude breaks, all three 
σSS models are also magnitude-dependent and have the following form: 

ௌௌߪ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ܯ	ݎ݋݂																																																																																						ௌௌଵߪۓ ൑ 4.5

ௌௌଵߪ ൅ ൫ߪௌௌଶ െ ௌௌଵ൯ߪ ∗
ሺெିସ.ହሻ

଴.ହ
ܯ	ݎ݋݂																																					 ൑ 5.0

ௌௌଶߪ ൅ ൫ߪௌௌଷ െ ௌௌଶ൯ߪ ∗
ሺெିହ.଴ሻ

଴.ହ
ܯ	ݎ݋݂																																					 ൑ 5.5

ௌௌଷߪ ൅ ൫ߪௌௌସ െ ௌௌଷ൯ߪ ∗
ሺெିହ.ହሻ

ଵ.଴
ܯ	ݎ݋݂																																					 ൑ 6.5

ܯ	ݎ݋݂																																																																																					ௌௌସߪ ൐ 6.5

			(5.17) 

The four coefficients for the central, high, and low branches of these three candidate σSS 
models are given in Tables 5.19, 5.20, and 5.21 for the global model, CENA model-1and CENA 
model-2, respectively. Figures 5.39 and 5.40 show the three candidate σSS models for CENA as a 
function of magnitude at PGV and spectral periods of 0.01, 0.1, 0.2, 0.5, 1, 3, 5, 10 sec. The solid 
lines show the median branches for each model, and the dashed lines show the 5th and 95th 
percentile branches for each model calculated, assuming σSS

2 follows a -square distribution with 
mean and standard deviations calculated, as discussed above. Figure 5.41 shows the three σSS 
models for CENA as a function of frequency for M5.0, 6.0, and 7.0. 
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Figures 5.39 through 5.41 indicate that at M5.0, the two CENA models are comparable. 
At larger magnitudes, the two CENA models are only comparable at low frequencies. At high 
frequencies, the CENA model-2 σSS agrees with the global σSS and smaller than σSS for the CENA 
model-1. Figure 5.42 compares the three σSS models for CENA to the Hanford σSS model (central, 
high, and low branches) versus frequency for M5.0, 6.0, and 7.0. Figure 5.42 shows that the 
Hanford model falls within the range of the three candidate σSS models for CENA. 
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Table 5.19 Coefficients of the global single-station  model resulting from combining the global ϕSS model and the 
global τ model. 

Period 
(sec) 

Frequency 
(Hz) 

Central High Low 

σSS1 σSS2 σSS3 σSS4 σSS1 σSS2 σSS3 σSS4 σSS1 σSS2 σSS3 σSS4 

0.01 100 0.7054 0.6895 0.6122 0.4903 0.8232 0.8114 0.7322 0.6000 0.5939 0.5744 0.4998 0.3884 

0.02 50 0.7044 0.6884 0.6115 0.4903 0.8220 0.8102 0.7315 0.6003 0.5930 0.5735 0.4990 0.3880 

0.03 33.33 0.7034 0.6874 0.6109 0.4902 0.8208 0.8090 0.7309 0.6006 0.5922 0.5726 0.4983 0.3877 

0.04 25 0.7023 0.6862 0.6101 0.4902 0.8196 0.8077 0.7301 0.6009 0.5912 0.5716 0.4975 0.3873 

0.05 20 0.7014 0.6853 0.6095 0.4902 0.8185 0.8067 0.7296 0.6013 0.5905 0.5708 0.4969 0.3870 

0.075 13.33 0.6989 0.6828 0.6078 0.4901 0.8157 0.8039 0.7280 0.6020 0.5884 0.5687 0.4951 0.3862 

0.1 10 0.6965 0.6804 0.6061 0.4900 0.8130 0.8011 0.7265 0.6028 0.5863 0.5665 0.4934 0.3854 

0.15 6.67 0.6919 0.6756 0.6039 0.4926 0.8077 0.7957 0.7244 0.6063 0.5822 0.5623 0.4911 0.3871 

0.2 5 0.6874 0.6710 0.6038 0.5010 0.8026 0.7906 0.7243 0.6142 0.5783 0.5582 0.4910 0.3959 

0.25 4 0.6831 0.6666 0.6036 0.5089 0.7977 0.7856 0.7241 0.6216 0.5745 0.5543 0.4908 0.4041 

0.3 3.33 0.6789 0.6623 0.6036 0.5172 0.7930 0.7809 0.7241 0.6292 0.5709 0.5505 0.4908 0.4128 

0.4 2.5 0.6710 0.6542 0.6031 0.5317 0.7843 0.7720 0.7236 0.6425 0.5639 0.5432 0.4902 0.4282 

0.5 2 0.6638 0.6468 0.6006 0.5398 0.7762 0.7638 0.7213 0.6503 0.5574 0.5364 0.4877 0.4364 

0.75 1.33 0.6478 0.6304 0.5920 0.5480 0.7588 0.7462 0.7133 0.6581 0.5429 0.5213 0.4787 0.4450 

1 1 0.6346 0.6167 0.5820 0.5467 0.7447 0.7319 0.7040 0.6551 0.5305 0.5084 0.4682 0.4451 

1.5 0.67 0.6145 0.5960 0.5646 0.5383 0.7238 0.7108 0.6878 0.6402 0.5113 0.4883 0.4498 0.4425 

2 0.5 0.6005 0.5816 0.5515 0.5296 0.7099 0.6966 0.6758 0.6294 0.4975 0.4738 0.4361 0.4358 

3 0.33 0.5840 0.5645 0.5334 0.5108 0.6940 0.6805 0.6592 0.6112 0.4805 0.4560 0.4169 0.4166 

4 0.25 0.5758 0.5559 0.5244 0.5013 0.6865 0.6729 0.6510 0.6029 0.4718 0.4468 0.4074 0.4063 

5 0.2 0.5716 0.5517 0.5198 0.4966 0.6828 0.6692 0.6469 0.5989 0.4673 0.4421 0.4026 0.4009 

7.5 0.13 0.5682 0.5481 0.5161 0.4926 0.6799 0.6662 0.6435 0.5957 0.4635 0.4381 0.3986 0.3963 

10 0.1 0.5676 0.5474 0.5154 0.4919 0.6794 0.6656 0.6428 0.5952 0.4628 0.4373 0.3978 0.3955 

PGV 0.6221 0.6164 0.5654 0.4785 0.7333 0.7284 0.6725 0.5747 0.5171 0.5109 0.4648 0.3883 
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Table 5.20 Coefficients of the CENA single-station   model-1 resulting from combining the CENA constant ϕSS model 
and the global τ model. 

Period 
(sec) 

Frequency 
(Hz) 

Central High Low 

σSS1 σSS 2 σSS 3 σSS 4 σSS1 σSS 2 σSS 3 σSS 4 σSS1 σSS 2 σSS 3 σSS 4 

0.01 to 10  0.1 to 100 0.6790 0.6624 0.6367 0.6168 0.7965 0.7843 0.7611 0.7302 0.5680 0.5476 0.5200 0.5100 

PGV 0.6609 0.6556 0.6448 0.6345 0.7722 0.7675 0.7524 0.7418 0.5556 0.5498 0.5429 0.5330 
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Table 5.21 Coefficients of the CENA single-station  model-2 resulting from combining the CENA magnitude-
dependent ϕSS model and the global τ model. 

Period 
(sec) 

Frequency 
(Hz) 

Central High Low 

σSS1 σSS 2 σSS 3 σSS 4 σSS1 σSS 2 σSS 3 σSS 4 σSS1 σSS 2 σSS 3 σSS 4 

0.01 100 0.6835 0.6670 0.5922 0.4777 0.8017 0.7897 0.7182 0.5850 0.5718 0.5515 0.4746 0.3780 

0.02 50 0.6835 0.6670 0.5924 0.4783 0.8017 0.7897 0.7184 0.5855 0.5718 0.5515 0.4748 0.3786 

0.03 33.33 0.6835 0.6670 0.5926 0.4788 0.8017 0.7897 0.7186 0.5860 0.5718 0.5515 0.4750 0.3792 

0.04 25 0.6835 0.6670 0.5928 0.4795 0.8017 0.7897 0.7188 0.5866 0.5718 0.5515 0.4753 0.3798 

0.05 20 0.6835 0.6670 0.5930 0.4799 0.8017 0.7897 0.7190 0.5871 0.5718 0.5515 0.4755 0.3803 

0.075 13.33 0.6835 0.6670 0.5935 0.4813 0.8017 0.7897 0.7195 0.5884 0.5718 0.5515 0.4760 0.3818 

0.1 10 0.6835 0.6670 0.5940 0.4827 0.8017 0.7897 0.7199 0.5898 0.5718 0.5515 0.4765 0.3832 

0.15 6.67 0.6835 0.6670 0.5960 0.4881 0.8017 0.7897 0.7218 0.5950 0.5718 0.5515 0.4786 0.3887 

0.2 5 0.6835 0.6670 0.6000 0.4992 0.8017 0.7897 0.7256 0.6058 0.5718 0.5515 0.4827 0.3999 

0.25 4 0.6835 0.6670 0.6038 0.5100 0.8017 0.7897 0.7292 0.6165 0.5718 0.5515 0.4867 0.4105 

0.3 3.33 0.6835 0.6670 0.6078 0.5214 0.8017 0.7897 0.7330 0.6280 0.5718 0.5515 0.4908 0.4217 

0.4 2.5 0.6835 0.6670 0.6152 0.5427 0.8017 0.7897 0.7400 0.6500 0.5718 0.5515 0.4984 0.4420 

0.5 2 0.6835 0.6670 0.6204 0.5577 0.8017 0.7897 0.7449 0.6660 0.5718 0.5515 0.5037 0.4562 

0.75 1.33 0.6835 0.6670 0.6289 0.5833 0.8017 0.7897 0.7531 0.6936 0.5718 0.5515 0.5125 0.4797 

1 1 0.6835 0.6670 0.6335 0.5971 0.8017 0.7897 0.7575 0.7087 0.5718 0.5515 0.5173 0.4921 

1.5 0.67 0.6835 0.6670 0.6387 0.6127 0.8017 0.7897 0.7624 0.7261 0.5718 0.5515 0.5226 0.5060 

2 0.5 0.6835 0.6670 0.6416 0.6217 0.8017 0.7897 0.7652 0.7362 0.5718 0.5515 0.5256 0.5139 

3 0.33 0.6835 0.6670 0.6416 0.6217 0.8017 0.7897 0.7652 0.7362 0.5718 0.5515 0.5256 0.5139 

4 0.25 0.6835 0.6670 0.6416 0.6217 0.8017 0.7897 0.7652 0.7362 0.5718 0.5515 0.5256 0.5139 

5 0.2 0.6835 0.6670 0.6416 0.6217 0.8017 0.7897 0.7652 0.7362 0.5718 0.5515 0.5256 0.5139 

7.5 0.13 0.6835 0.6670 0.6416 0.6217 0.8017 0.7897 0.7652 0.7362 0.5718 0.5515 0.5256 0.5139 

10 0.1 0.6835 0.6670 0.6416 0.6217 0.8017 0.7897 0.7652 0.7362 0.5718 0.5515 0.5256 0.5139 

PGV 0.6708 0.6656 0.6096 0.5104 0.7934 0.7888 0.7220 0.6170 0.5554 0.5496 0.5038 0.4109 
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Figure 5.39 Comparison of three candidate single-station  models for CENA 
versus magnitude at PGV and F = 100, 10, 5, 2, and 1 Hz. Dashed lines 
represent the 5th and 95th percentiles of the models. 
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Figure 5.40 Comparison of three candidate single-station  models for CENA 
versus magnitude at PGV and F = 0.33, 0.2, and 0.1 Hz. Dashed lines 
represent the 5th and 95th percentiles of the models. 



 156

 

Figure 5.41 Comparison of three candidate single-station  models for CENA 
versus frequency for M = 5.0, 6.0, and 7.0. Dashed lines represent the 
5th and 95th percentiles of the models. 
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Figure 5.42 Comparison of three candidate single-station  models for CENA and 
Hanford versus frequency for M = 5.0, 6.0, and 7.0. Dashed lines 
represent the 5th and 95th percentiles of the models. 
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5.7 ERGODIC  

The models for ergodic σ for CENA are derived by combining the models for ϕSS, ϕS2S, and τ, 
whereby the mean σ2 and SD(σ2) are derived as follows: 

ଶߪ ൌ ߶ௌௌ
ଶ ൅ ߶ௌଶௌ

ଶ ൅ ߬ଶ (5.18) 

ଶሿߪሾܦܵ ൌ ඥሺܵܦሾ߶ௌௌ
ଶ ሿሻଶ ൅ ሺܵܦሾ߶ௌଶௌ

ଶ ሿሻଶ ൅ ሺܵܦሾ߬ଶሿሻଶ (5.19) 

The equation for SD(σ2) is based on the assumption that ϕSS, ϕS2S, and τ are statistically 
independent, which is justified based on the regression results that show very weak to no 
correlation between ϕ and τ and between ϕSS and ϕS2S. The mean and standard deviations of ϕSS

2, 
ϕS2S 

2, and τ2 are discussed in Sections 5.3, 5.4, and 5.2, respectively. 

Combining all candidate τ, ϕSS, and ϕS2S models results in nine candidate σ models for 
CENA. One of the candidate σ models is magnitude-independent resulting from combining the 
CENA constant τ model with the CENA constant ϕSS model and the CENA ϕS2S model, while the 
rest of the models are magnitude-dependent with two to four magnitude breaks. Values of all 
nine candidate σ models are not presented here but can be easily obtained by the reader by using 
Equations (5.18) and (5.19), along with the values of the variability components (mean and 
standard deviations) given in the tables in Sections 5.2, 5.3, and 5.4. 

Three candidate σ models are presented here as an example: (1) global σ model derived 
by combining the global ϕSS and τ models with the CENA ϕS2S model; (2) CENA σ model-1 
derived by combining the CENA constant ϕSS model with the CENA ϕS2S model and the global τ 
model; and (3) CENA σ model-2 resulting from combining the CENA magnitude-dependent ϕSS 
model with the CENA ϕS2S model and the global τ model. Because the global τ model is 
magnitude-dependent with four magnitude breaks, the three candidate σ models are also 
magnitude-dependent and have the following form: 

ߪ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ܯ	ݎ݋݂																																																																														σଵۓ ൑ 4.5

σଵ ൅ ሺσଶ െ σଵሻ ∗
ሺெିସ.ହሻ

଴.ହ
ܯ	ݎ݋݂																																					 ൑ 5.0

σଶ ൅ ሺσଷ െ σଶሻ ∗
ሺெିହ.଴ሻ

଴.ହ
ܯ	ݎ݋݂																																					 ൑ 5.5

σଷ ൅ ሺσସ െ σଷሻ ∗
ሺெିହ.ହሻ

ଵ.଴
ܯ	ݎ݋݂																																					 ൑ 6.5

σସ																																																																														݂ݎ݋	ܯ ൐ 6.5

			 (5.20) 

The four coefficients for the central, high, and low branches are given in Tables 5.22, 
5.23, and 5.24 for the global model, CENA model-1and CENA model-2, respectively. Figures 
5.43 and 5.44 show the three candidate σ models for CENA as a function of magnitude at PGV 
and spectral periods of 0.01, 0.1, 0.2, 0.5, 1, 3, 5, 10 sec. The solid lines show the median 
branches for each model and the dashed lines show the 5th and 95th percentile branches for each 
model calculated assuming σ2 follows a -square distribution with mean and standard deviations 
calculated as discussed above. Figure 5.45 shows the three σ models for CENA as a function of 
frequency for M5.0, 6.0, and 7.0. Figures 5.43 through 5.45 indicate that for M5.0, the two 
CENA models are similar. At frequencies greater than 2 Hz, the three σ models are similar for M 
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5.0 with the global model resulting in lower σ values at low frequencies. At M6.0 and 7.0, the 
two CENA models are only similar at low frequencies. At high frequencies, the CENA model-2 
σ is comparable to the global σ.  

Figures 5.46 to 5.48 compare the three candidate ergodic σ models for CENA to the 
NGA-West2 σ models versus frequency for M5.0, 6.0, and 7.0. The main difference between the 
global and NGAWest2 σ models is the ϕS2S component. Figure 5.46 shows that the global σ 
model is lower at low frequencies than the NGA-West2 σ models and vice-versa at high 
frequencies, mirroring the difference between the CENA and WUS ϕS2S values. The NGA-West2 
σ values are contained within the range of the CENA σ models at low frequencies but are 
generally below the CENA models at high frequencies. Figure 5.49 presents a comparison of the 
three candidate ergodic σ models for CENA to the EPRI [2013] σ model for CEUS and the 
Atkinson et al. [2012] σ model used in the seismic hazard maps for Canada for M5.0, 6.0, and 
7.0. Figure 5.49 shows that the CENA σ models are larger than the EPRI 2013 and the Atkinson 
et al. [2012] models, particularly at frequencies greater than 1 to 2 Hz.  
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Table 5.22 Coefficients of the global ergodic σ model resulting from combining the global ϕSS model, the global τ 
model, and the CENA ϕS2S model. 

Period 
(sec) 

Frequency 
(Hz) 

Central High Low 

σ1 σ2 σ3 σ4 σ1 σ2 σ3 σ4 σ1 σ2 σ3 σ4 

0.01 100 0.8435 0.8304 0.7676 0.6744 0.9445 0.9341 0.8664 0.7591 0.7465 0.7308 0.6729 0.5932 

0.02 50 0.8432 0.8300 0.7676 0.6751 0.9439 0.9335 0.8663 0.7599 0.7463 0.7307 0.6730 0.5937 

0.03 33.33 0.8470 0.8339 0.7722 0.6808 0.9470 0.9366 0.8702 0.7652 0.7507 0.7352 0.6781 0.5998 

0.04 25 0.8557 0.8427 0.7821 0.6927 0.9549 0.9446 0.8794 0.7767 0.7601 0.7448 0.6887 0.6120 

0.05 20 0.8772 0.8646 0.8059 0.7200 0.9745 0.9644 0.9012 0.8023 0.7834 0.7685 0.7143 0.6406 

0.075 13.33 0.9094 0.8972 0.8417 0.7611 1.0039 0.9940 0.9342 0.8416 0.8181 0.8038 0.7525 0.6834 

0.1 10 0.9159 0.9039 0.8495 0.7710 1.0097 0.9999 0.9416 0.8516 0.8253 0.8111 0.7607 0.6931 

0.15 6.67 0.8985 0.8862 0.8330 0.7562 0.9922 0.9823 0.9257 0.8381 0.8079 0.7934 0.7436 0.6772 

0.2 5 0.8733 0.8606 0.8095 0.7361 0.9679 0.9577 0.9040 0.8197 0.7820 0.7670 0.7186 0.6555 

0.25 4 0.8510 0.8380 0.7890 0.7192 0.9465 0.9361 0.8852 0.8046 0.7590 0.7435 0.6966 0.6371 

0.3 3.33 0.8328 0.8194 0.7730 0.7076 0.9288 0.9183 0.8705 0.7942 0.7403 0.7245 0.6794 0.6243 

0.4 2.5 0.8056 0.7918 0.7503 0.6942 0.9021 0.8913 0.8496 0.7824 0.7128 0.6963 0.6551 0.6095 

0.5 2 0.7863 0.7721 0.7341 0.6851 0.8828 0.8718 0.8346 0.7746 0.6935 0.6765 0.6380 0.5993 

0.75 1.33 0.7544 0.7396 0.7075 0.6710 0.8507 0.8393 0.8099 0.7622 0.6621 0.6443 0.6097 0.5837 

1 1 0.7338 0.7186 0.6892 0.6594 0.8300 0.8184 0.7932 0.7506 0.6416 0.6232 0.5903 0.5723 

1.5 0.67 0.7070 0.6912 0.6645 0.6420 0.8037 0.7917 0.7708 0.7296 0.6147 0.5954 0.5637 0.5582 

2 0.5 0.6903 0.6740 0.6485 0.6295 0.7875 0.7753 0.7563 0.7163 0.5974 0.5776 0.5464 0.5466 

3 0.33 0.6712 0.6544 0.6281 0.6085 0.7697 0.7574 0.7379 0.6968 0.5772 0.5566 0.5245 0.5243 

4 0.25 0.6617 0.6447 0.6179 0.5980 0.7614 0.7490 0.7289 0.6880 0.5667 0.5458 0.5133 0.5124 

5 0.2 0.6567 0.6395 0.6126 0.5924 0.7574 0.7448 0.7244 0.6837 0.5609 0.5397 0.5072 0.5057 

7.5 0.13 0.6517 0.6344 0.6073 0.5870 0.7537 0.7411 0.7203 0.6799 0.5549 0.5335 0.5009 0.4988 

10 0.1 0.6502 0.6329 0.6057 0.5853 0.7524 0.7398 0.7190 0.6785 0.5532 0.5318 0.4991 0.4969 

PGV 0.7598 0.7552 0.7142 0.6475 0.8532 0.8489 0.8018 0.7228 0.6701 0.6653 0.6300 0.5750 
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Table 5.23 Coefficients of the CENA ergodic σ model-1 resulting from combining the CENA constant ϕSS model, the 
global τ model, and the CENA ϕS2S model. 

Period 
(sec) 

Frequency 
(Hz) 

Central High Low 

σ1 σ2 σ3 σ4 σ1 σ2 σ3 σ4 σ1 σ2 σ3 σ4 

0.01 100 0.8216 0.8081 0.7873 0.7711 0.9214 0.9107 0.8907 0.8651 0.7258 0.7097 0.6883 0.6808 

0.02 50 0.8222 0.8086 0.7879 0.7716 0.9218 0.9112 0.8912 0.8656 0.7264 0.7103 0.6889 0.6814 

0.03 33.33 0.8269 0.8135 0.7928 0.7767 0.9260 0.9154 0.8955 0.8700 0.7316 0.7156 0.6944 0.6869 

0.04 25 0.8367 0.8235 0.8031 0.7871 0.9352 0.9247 0.9050 0.8798 0.7420 0.7263 0.7053 0.6980 

0.05 20 0.8595 0.8466 0.8267 0.8113 0.9561 0.9458 0.9265 0.9021 0.7664 0.7511 0.7308 0.7237 

0.075 13.33 0.8942 0.8819 0.8629 0.8480 0.9883 0.9783 0.9598 0.9364 0.8034 0.7888 0.7695 0.7626 

0.1 10 0.9027 0.8905 0.8717 0.8569 0.9964 0.9865 0.9681 0.9450 0.8122 0.7978 0.7787 0.7718 

0.15 6.67 0.8887 0.8762 0.8571 0.8421 0.9831 0.9730 0.9543 0.9308 0.7975 0.7829 0.7634 0.7565 

0.2 5 0.8668 0.8540 0.8344 0.8190 0.9627 0.9525 0.9334 0.9092 0.7743 0.7592 0.7391 0.7320 

0.25 4 0.8478 0.8347 0.8146 0.7989 0.9453 0.9349 0.9154 0.8906 0.7540 0.7385 0.7179 0.7106 

0.3 3.33 0.8329 0.8196 0.7991 0.7831 0.9316 0.9210 0.9013 0.8760 0.7381 0.7222 0.7012 0.6938 

0.4 2.5 0.8123 0.7986 0.7776 0.7611 0.9126 0.9018 0.8816 0.8556 0.7160 0.6997 0.6780 0.6704 

0.5 2 0.7992 0.7853 0.7639 0.7472 0.9005 0.8896 0.8691 0.8427 0.7021 0.6854 0.6633 0.6556 

0.75 1.33 0.7814 0.7672 0.7452 0.7281 0.8843 0.8732 0.8524 0.8252 0.6829 0.6658 0.6430 0.6351 

1 1 0.7726 0.7581 0.7359 0.7186 0.8766 0.8654 0.8444 0.8169 0.6730 0.6557 0.6325 0.6245 

1.5 0.67 0.7638 0.7492 0.7267 0.7092 0.8694 0.8582 0.8370 0.8093 0.6629 0.6453 0.6218 0.6135 

2 0.5 0.7595 0.7448 0.7222 0.7045 0.8660 0.8548 0.8334 0.8057 0.6578 0.6400 0.6164 0.6080 

3 0.33 0.7553 0.7405 0.7177 0.6999 0.8629 0.8516 0.8302 0.8024 0.6526 0.6347 0.6108 0.6023 

4 0.25 0.7532 0.7383 0.7154 0.6976 0.8614 0.8501 0.8287 0.8009 0.6499 0.6319 0.6079 0.5993 

5 0.2 0.7519 0.7370 0.7141 0.6963 0.8607 0.8493 0.8279 0.8001 0.6482 0.6302 0.6061 0.5974 

7.5 0.13 0.7502 0.7353 0.7123 0.6945 0.8597 0.8483 0.8269 0.7991 0.6459 0.6279 0.6037 0.5949 

10 0.1 0.7494 0.7345 0.7115 0.6936 0.8590 0.8476 0.8262 0.7984 0.6450 0.6269 0.6027 0.5939 

PGV 0.7919 0.7875 0.7784 0.7699 0.8868 0.8827 0.8698 0.8607 0.7006 0.6960 0.6905 0.6826 
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Table 5.24 Coefficients of the CENA ergodic σ model-2 resulting from combining the CENA magnitude-dependent ϕSS 
model, the global τ model, and the CENA ϕS2S model. 

Period 
(sec) 

Frequency 
(Hz) 

Central High Low 

σ1 σ2 σ3 σ4 σ1 σ2 σ3 σ4 σ1 σ2 σ3 σ4 

0.01 100 0.8254 0.8119 0.7519 0.6653 0.9259 0.9153 0.8543 0.7476 0.7288 0.7127 0.6540 0.5863 

0.02 50 0.8259 0.8124 0.7526 0.6663 0.9263 0.9157 0.8549 0.7485 0.7294 0.7133 0.6548 0.5874 

0.03 33.33 0.8306 0.8172 0.7580 0.6726 0.9305 0.9200 0.8596 0.7541 0.7346 0.7186 0.6607 0.5942 

0.04 25 0.8404 0.8272 0.7689 0.6851 0.9396 0.9292 0.8697 0.7661 0.7449 0.7292 0.6724 0.6071 

0.05 20 0.8630 0.8502 0.7937 0.7129 0.9604 0.9501 0.8923 0.7923 0.7692 0.7540 0.6991 0.6365 

0.075 13.33 0.8977 0.8853 0.8317 0.7553 0.9925 0.9826 0.9272 0.8325 0.8061 0.7916 0.7397 0.6807 

0.1 10 0.9061 0.8939 0.8411 0.7662 1.0005 0.9907 0.9361 0.8433 0.8149 0.8005 0.7496 0.6917 

0.15 6.67 0.8921 0.8797 0.8274 0.7531 0.9873 0.9773 0.9234 0.8307 0.8003 0.7856 0.7351 0.6781 

0.2 5 0.8703 0.8576 0.8068 0.7346 0.9670 0.9568 0.9047 0.8141 0.7771 0.7620 0.7128 0.6580 

0.25 4 0.8514 0.8384 0.7893 0.7197 0.9497 0.9393 0.8891 0.8011 0.7569 0.7414 0.6936 0.6413 

0.3 3.33 0.8366 0.8233 0.7764 0.7104 0.9360 0.9255 0.8777 0.7937 0.7410 0.7252 0.6794 0.6304 

0.4 2.5 0.8161 0.8024 0.7601 0.7024 0.9171 0.9064 0.8635 0.7888 0.7190 0.7028 0.6613 0.6195 

0.5 2 0.8030 0.7892 0.7503 0.6992 0.9051 0.8943 0.8550 0.7879 0.7051 0.6885 0.6504 0.6142 

0.75 1.33 0.7853 0.7711 0.7386 0.7000 0.8890 0.8780 0.8452 0.7930 0.6861 0.6690 0.6369 0.6109 

1 1 0.7765 0.7622 0.7331 0.7017 0.8814 0.8703 0.8411 0.7978 0.6762 0.6590 0.6303 0.6099 

1.5 0.67 0.7678 0.7533 0.7284 0.7056 0.8742 0.8631 0.8381 0.8055 0.6661 0.6486 0.6239 0.6102 

2 0.5 0.7635 0.7489 0.7265 0.7088 0.8709 0.8596 0.8372 0.8111 0.6611 0.6434 0.6211 0.6113 

3 0.33 0.7593 0.7446 0.7220 0.7043 0.8677 0.8565 0.8340 0.8078 0.6559 0.6381 0.6156 0.6056 

4 0.25 0.7572 0.7425 0.7198 0.7020 0.8663 0.8550 0.8325 0.8063 0.6532 0.6354 0.6128 0.6027 

5 0.2 0.7560 0.7412 0.7185 0.7006 0.8655 0.8542 0.8317 0.8055 0.6515 0.6336 0.6110 0.6008 

7.5 0.13 0.7543 0.7395 0.7167 0.6988 0.8645 0.8532 0.8307 0.8045 0.6492 0.6313 0.6085 0.5983 

10 0.1 0.7535 0.7386 0.7159 0.6980 0.8638 0.8525 0.8300 0.8037 0.6483 0.6304 0.6076 0.5973 

PGV 0.8003 0.7960 0.7497 0.6717 0.9048 0.9008 0.8435 0.7561 0.7002 0.6955 0.6597 0.5907 
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Figure 5.43 Comparison of three candidate ergodic  models for CENA versus 
magnitude at PGV and F = 100, 10, 5, 2, and 1 Hz. Dashed lines 
represent the 5th and 95th percentiles of the models. 
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Figure 5.44 Comparison of three candidate ergodic  models for CENA versus 
magnitude at PGV and F = 0.33, 0.2, and 0.1 Hz. Dashed lines represent 
the 5th and 95th percentiles of the models. 
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Figure 5.45 Comparison of three candidate ergodic  models for CENA versus 
frequency for M = 5.0, 6.0, and 7.0. Dashed lines represent the 5th and 
95th percentiles of the models. 
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Figure 5.46 Comparison of three candidate ergodic global   models for CENA and 
NGA-West2 models versus frequency for M = 5.0, 6.0, and 7.0. Dashed 
lines represent the 5th and 95th percentiles of the CENA global model. 
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Figure 5.47 Comparison of three candidate ergodic CENA   model-1 and NGA-
West2 models versus frequency for M = 5.0, 6.0, and 7.0. Dashed lines 
represent the 5th and 95th percentiles of CENA model-1. 
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Figure 5.48 Comparison of three candidate ergodic CENA   model-2 and NGA-
West2 models versus frequency for M = 5.0, 6.0, and 7.0. Dashed lines 
represent the 5th and 95th percentiles of CENA model-2. 
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Figure 5.49 Comparison of three candidate ergodic   models for CENA to the 
EPRI 2013 and Atkinson et al. [2012]  models versus frequency for M 
= 5.0, 6.0, and 7.0. Dashed lines represent the 5th and 95th percentiles of 
the CENA models. 
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5.8 OTHER CONSIDERATIONS 

5.8.1 Application to Potentially Induced Earthquakes 

The candidate models for τ and ϕSS developed using the CENA data are based on CENA ground-
motion residuals from tectonic events; see Sections 5.2 and 5.3. The CENA dataset includes a 
large number of recordings from PIE, as shown in Section 2.1. All of the PIE data have 
magnitudes greater than 3.0. This section investigates the application of the candidate CENA 
standard deviation models shown in the preceding sections to ground motion from PIE in CENA. 

Figure 5.50 shows a comparison of the τ values obtained from the mixed effects 
regressions using all earthquakes in the CENA dataset with minimum M3.0 (54 earthquakes at F 
= 4 Hz) as well as PIE-only (a total of nine events at F = 4 Hz) and tectonic-only events with 
minimum M3.0 (45 earthquakes at F = 4 Hz). Figure 5.50 shows that τ for PIE is smaller than 
that for tectonic earthquakes in the frequency range of 1 to 10 Hz. The statistical significance of 
the difference between PIE and tectonic τ for magnitudes greater than or equal to 3.0 was 
evaluated. Specifically, an F-test of equality of variance was conducted to test against the null 
hypothesis of equal variance of event terms for PIE and tectonic events. Table 5.25 shows the p-
values of the F-test at frequencies of 1 to 10 Hz and shows relatively large p-values, indicating 
that the equality of τ2 for PIE and tectonic events with M larger than or equal to 3.0 cannot be 
rejected at 5% significance level. As a result, we concluded that the candidate τ models 
developed for tectonic events in CENA are applicable to PIE in CENA. 

Figure 5.51 compares ϕSS obtained from the mixed effects regressions using all 
earthquakes in the CENA dataset with a minimum M3.0 and maximum RRUP of 300 km (708 
recordings at F = 4 Hz) as well as PIE-only (315 recordings at F = 4 Hz) and tectonic-only 
events with minimum M3.0 and maximum RRUP of 300 km (393 recordings at F = 4 Hz). 
Stations with a minimum of three recordings within the magnitude and distance range of interest 
are used in the regression. Figure 5.51 indicates that ϕSS values are comparable between tectonic 
events and PIE in the frequency range of 1 to 10 Hz. Table 5.26 shows the p-values of the F-test 
of equality of variances of the single-station within-event residuals for PIE and tectonic events. 
Table 5.26 indicates that the equality of ϕSS

2 for PIE and tectonic events with M larger than or 
equal to 3.0 and RRUP distance of less than or equal to 300 km cannot be rejected at 5% 
significance level. As a result, we concluded that the candidate ϕSS models developed for tectonic 
events in CENA and discussed in Section 5.3 are applicable to PIE in CENA. 

Figure 5.52 presents a comparison of ϕS2S obtained from the mixed effects regressions off 
CENA data (275 stations at F = 4 Hz), tectonic events only (144 stations at F = 4 Hz), and PIE 
only (141 stations at F = 4 Hz). Figure 5.52 shows a significant difference in ϕS2S between PIE 
and tectonic events. Note that all CENA data (PIE and tectonic events) were used in deriving the 
ϕS2S model for CENA, as discussed in Section 5.4. All data were used in order to maximize the 
dataset used in the regression. Section 4.5 discussed the difference in ϕS2S between PIE and 
tectonic events, and concluded that the reduced ϕS2S values for PIE compared to tectonic events 
are likely due to the clustering of the stations that recorded PIE and the presence of more similar 
geologic conditions as opposed to stations that recorded tectonic events spanning a much larger 
area. Therefore, we consider the ϕS2S model derived for CENA to be applicable to PIE events in 
CENA. 
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Figure 5.50 Comparison of  values obtained from mixed effects regressions using 
all CENA earthquakes, PIE-only and tectonic-only events. Only 
earthquakes with minimum M of 3.0 were used. 

 

Figure 5.51 Comparison of ϕSS values obtained from mixed effects regressions 
using all CENA earthquakes, PIE-only and tectonic-only events. Only 
earthquakes with minimum M of 3.0 were used. 
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Figure 5.52 Comparison of ϕS2S values obtained from mixed effects regressions 
using all CENA earthquakes, PIE-only and tectonic-only events. 
Earthquakes with M greater than 2.0 were used. 

 

Table 5.25 P-values from the F-test of equality of 2 for PIE and the tectonic 
events for CENA. 

 

T0.100 T0.150 T0.200 T0.250 T0.300 T0.400 T0.500 T0.750 T1.00 

F10.00 F6.67 F5.00 F4.00 F3.33 F2.50 F2.00 F1.33 F1.00 

Tectonic 
versus 

PIE 
0.72 0.73 0.63 0.80 0.85 0.87 0.56 0.48 0.28 

 

Table 5.26 P-values from the F-test of equality of ࣘࡿࡿ
૛  for PIE and the tectonic 

events for CENA. 

 

T0.100 T0.150 T0.200 T0.250 T0.300 T0.400 T0.500 T0.750 T1.00 

F10.00 F6.67 F5.00 F4.00 F3.33 F2.50 F2.00 F1.33 F1.00 

Tectonic 
versus 

PIE 
0.54 0.71 0.94 0.61 0.62 0.83 0.64 0.61 0.06 
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5.8.2 Application to Gulf Region 

Ground-motion data from the Gulf Coast and Mississippi Embayment region (hereafter referred 
to as “Gulf” region) were not used in the derivation of the empirical ground-motion model 
presented in Chapter 3. Residuals from the Gulf region were not used in developing the standard 
deviation models for CENA presented in Section 5.2 to 5.7. The Gulf region is treated separately 
in the NGA-East project, and adjustment factors to the NGA-East median ground-motion models 
(GMMs) were developed to make the median models applicable to the Gulf region. This section 
presents the analysis of the standard deviations of the residuals of the Gulf data with respect to 
the two PEER-developed models for the Gulf region and the evaluation of the applicability of the 
developed standard deviation models for CENA to the Gulf region. The median GMMs for the 
Gulf region (referred to here as GULF_Model1 and GULF_Model2) are described in Chapter 4 
of PEER Report No. 2014/08 [PEER 2015b]. 

The Gulf data used to develop the median GMMs consist of eight tectonic events and one 
PIE with M between 3.4 and 4.7. The magnitude and distance distribution of the data is 
presented in Figure 5.53 at F = 4 Hz. We note that the PIE event with M4.7 has a large negative 
event term at short periods compared to the tectonic events. Figure 5.54 compares the global τ 
model for M5.0 to the τ values for the tectonic events in the Gulf region. The CENA constant τ 
model is also included in the plot. The CENA magnitude-dependent τ model is not shown in the 
plot because its values agree with the CENA model at M5.0. Figure 5.54 indicates that the τ 
values for the Gulf are within the range of the CENA constant model except for frequencies of 3 
to 4 Hz. The uncertainty in the estimates of τ for the gulf region is large because of the small 
number of events available for the analysis. Table 5.27 presents the p-values from the F-test of 
equality of variance of the event terms for the Gulf and non-Gulf tectonic data with M3.0 to 5.0. 
Values in red indicate cases where the equality of τ2 is rejected at a 5% significance level. Table 
5.27 indicates that the equality of τ2 for the Gulf and the rest of CENA cannot be rejected for 
most of the frequencies between 1 and 10 Hz for a 5% significance level. Based on these p-
values and since the available data from the Gulf region is insufficient to develop a τ model, we 
recommend the application of the global τ model to the Gulf region. 

Figure 5.55 compares the global and CENA constant ϕSS models for M less than or equal 
to 5.0 to the ϕSS values for the Gulf region obtained using tectonic data and consisting of 132 
recordings at F = 4 Hz. The CENA magnitude-dependent ϕSS model is not shown in Figure 5.55 
because it leads to similar values as the CENA constant model for M less than or equal to 5.0. 
We note that the single-station analysis of the Gulf region within-event residuals was performed 
using stations with a minimum of three recordings. As a result of this criterion, only recordings 
from tectonic events remained in the dataset for the single-station sigma analysis. Figure 5.55 
shows that the ϕSS values for the Gulf region are generally within the range of the ϕSS models 
developed for CENA. Table 5.28 shows the p-values of the F-test of equality of ϕSS

2
 for the Gulf 

region and the rest of CENA using tectonic data with M3.0 to 5.0 and maximum RRUP distance of 
400 km (comparable M and RRUP ranges for the Gulf region and the rest of CENA). Table 5.28 
indicates that the equality of ϕSS

2 cannot be rejected at a 5% significance level. As a result, we 
recommend the application of the CENA ϕSS models to the Gulf region. 

Figure 5.56 presents a comparison of the CENA ϕS2S model to the ϕS2S values obtained for 
the Gulf region, indicating that the ϕS2S values for the Gulf region are lower than those for the 
rest of CENA and have large error bars. Table 5.29 presents the p-values of the F-test of equality 
of ϕS2S

2 for Gulf region and the rest of CENA. Values in red indicate cases where the equality of 
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ϕS2S
2 is rejected at a 5% significance level at frequencies of 6.67 and 10 Hz. For the rest of the 

frequencies between 1 and 10 Hz, the equality of variances is not rejected at 5% significance 
level. Moreover, the small dataset for the Gulf region does not allow the development of a Gulf-
specific ϕS2S model. We, therefore, recommend the application of the CENA ϕS2S model to the 
Gulf region. Finally, the CENA single-station sigma models and total ergodic sigma models are 
considered applicable to the Gulf region. 

 

Table 5.27 P-values from the F-test of equality of 2 for tectonic events in the 
Gulf region and the rest of CENA. Values in red indicate cases 

where the equality of 2  is rejected at 5% significance level. 

 

T0.10 T0.15 T0.20 T0.25 T0.30 T0.40 T0.50 T0.75 T1.00 

F10.00 F6.67 F5.00 F4.00 F3.33 F2.50 F2.00 F1.33 F1.00 

CENA vs GULF_Model1 0.54 0.26 0.08 0.00 0.01 0.58 0.63 0.79 0.89 

CENA vs GULF_Model2 0.48 0.61 0.63 0.09 0.25 0.58 0.88 0.92 0.77 

 

Table 5.28 P-values from the F-test of equality of ࣘࡿࡿ
૛  for tectonic events in the 

Gulf region and the rest of CENA. 

 

T0.10 T0.15 T0.20 T0.25 T0.30 T0.40 T0.50 T0.75 T1.00 

F10.00 F6.67 F5.00 F4.00 F3.33 F2.50 F2.00 F1.33 F1.00 

CENA vs GULF_Model1 0.25 0.47 0.30 0.10 0.56 0.17 0.13 0.13 0.13 

CENA vs GULF_Model2 0.43 0.26 0.21 0.06 0.48 0.12 0.09 0.05 0.09 

 

Table 5.29 P-values from the F-test of equality of ࣘࡿ૛ࡿ
૛  for tectonic events in 

the Gulf region and the rest of CENA. Values in red indicate cases 
where the equality of ࣘࡿ૛ࡿ

૛  is rejected at 5% significance level. 

 

T0.10 T0.15 T0.20 T0.25 T0.30 T0.40 T0.50 T0.75 T1.00 

F10.00 F6.67 F5.00 F4.00 F3.33 F2.50 F2.00 F1.33 F1.00 

CENA vs GULF_Model1 0.00 0.00 0.09 0.51 0.28 0.21 0.35 0.38 0.16 

CENA vs GULF_Model2 0.00 0.01 0.14 0.68 0.40 0.28 0.60 0.97 0.41 
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Figure 5.53 Magnitude and distance distribution of the Gulf region data at F = 4 Hz. 

 

 

Figure 5.54 Comparison of CENA τ models at M5.0 to τ values for the Gulf region. 
Dashed lines represent the 5th and 95th percentiles of the CENA 
models. 
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Figure 5.55 Comparison of CENA ϕSS models at M5.0 to ϕSS values for the Gulf 
region. Dashed lines represent the 5th and 95th percentiles of the CENA 
models. 

 

 

Figure 5.56 Comparison of CENA ϕS2S model to ϕS2S values for the Gulf region. 
Dashed lines represent the 5th and 95th percentiles of the CENA ϕS2S 
model. 
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6 Conclusions 

Analysis of the components of the ground-motion variability (τ, ϕ, ϕSS, and ϕS2S) using the NGA-
East CENA dataset was presented, and results were compared to those obtained for other regions 
particularly the NGA-West2 dataset. Ground-motion data from CENA are limited to small-to-
moderate magnitudes and are limited in the frequency range to 1 to 10 Hz. As a result, CENA 
data cannot be reliably used to extrapolate standard deviation models to large magnitudes and to 
frequencies outside of 1 to 10 Hz. To address these limitations of the CENA data, standard 
deviation models and trends based on a global dataset were evaluated for applicability to CENA. 

Candidate standard deviation models were developed for CENA for each of the 
components of the ground-motion variability. Three models were presented for τ to address the 
uncertainty in the large magnitude extrapolation: CENA constant model, CENA magnitude-
dependent model, and global model. Similarly, three models were presented for ϕSS: CENA 
constant model, CENA magnitude-dependent model, and global model. Data from CENA were 
used to derive a CENA ϕS2S extrapolated to frequencies outside of 1 to 10 Hz using results from 
analysis of Japanese data. Mean and standard deviations of each of the candidate models were 
quantified. Finally, standard deviation models for single-station σ and ergodic σ were presented. 
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