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ABSTRACT

This report documents a series of adjustments developed for the median ground-motion models (GMMs) developed as part of the Next Generation Attenuation for Central and Eastern North America (CENA) project (NGA-East). NGA-East is a multi-disciplinary research project coordinated by the Pacific Earthquake Engineering Research Center (PEER) that involves a large number of participating junior and senior researchers, practitioners, and end-users. Various organizations have provided technical input to the project from academia, industry, and government agencies. The objective of NGA-East is to develop a new ground motion characterization (GMC) model for the CENA region. The tectonic region of interest reaches across into Canada; thus, the term CENA instead of CEUS is used. The GMC consists in a set of new models (GMMs, a.k.a. GMPEs) for median horizontal ground motions, a set of standard deviation models, and their associated weights in logic trees for use in probabilistic seismic hazard analyses (PSHA).

The current report documents a set of adjustments to median GMMs that are necessary so that NGA-East (1) is applicable to rupture distances in the range from 0 to 1500 km; (2) allows source depth effects to be incorporated; and (3) is applicable to the vast CENA region to include the Gulf Coast and the Mississippi Embayment. The three corresponding adjustment models are documented herein. This report can be considered as a supplemental report to the original NGA-East PEER report on median GMMs [PEER 2015].
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## LIST OF ACRONYMS

We provide a list of the most common acronyms and symbols below and alternative notations when applicable.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
<th>Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>1CCSP</td>
<td>Single Corner Constant Stress Parameter (DASG GMM)</td>
<td>1.2</td>
</tr>
<tr>
<td>1CVSP</td>
<td>Single Corner Variable Stress Parameter (DASG GMM)</td>
<td>1.2</td>
</tr>
<tr>
<td>2CCSP</td>
<td>Double Corner Constant Stress Parameter (DASG GMM)</td>
<td>1.2</td>
</tr>
<tr>
<td>2CVSP</td>
<td>Double Corner Variable Stress Parameter (DASG GMM)</td>
<td>1.2</td>
</tr>
<tr>
<td>ANC</td>
<td>Al Noman and Cramer GMM</td>
<td>1.2</td>
</tr>
<tr>
<td>B_a04</td>
<td>Boore GMM based on Atkinson [2004]</td>
<td>1.2</td>
</tr>
<tr>
<td>B_ab14</td>
<td>Boore GMM based on Atkinson and Boore [2014]</td>
<td>1.2</td>
</tr>
<tr>
<td>B_ab95</td>
<td>Boore GMM based on Atkinson and Boore [1995]</td>
<td>1.2</td>
</tr>
<tr>
<td>B_bca10d</td>
<td>Boore GMM based on Atkinson and Boore et al. [2010]</td>
<td>1.2</td>
</tr>
<tr>
<td>B-bs11</td>
<td>Boore GMM based on Boatwright and Seekins [2011]</td>
<td>1.2</td>
</tr>
<tr>
<td>B_sgd02</td>
<td>Boore GMM based on Silva et al. [2002]</td>
<td>1.2</td>
</tr>
<tr>
<td>CENA</td>
<td>Central and Eastern North America</td>
<td></td>
</tr>
<tr>
<td>CNA</td>
<td>Central North America</td>
<td></td>
</tr>
<tr>
<td>DASG</td>
<td>Darragh, Abrahamson, Silva and Gregor Model(s)</td>
<td>1.2</td>
</tr>
<tr>
<td>GC</td>
<td>Gulf Coast</td>
<td></td>
</tr>
<tr>
<td>GMC</td>
<td>Ground Motion Characterization</td>
<td></td>
</tr>
<tr>
<td>CEUS</td>
<td>Central and Eastern United States</td>
<td></td>
</tr>
<tr>
<td>CEUS SSC</td>
<td>Central and Eastern U.S. Seismic Source Characterization for Nuclear Facilities Project</td>
<td></td>
</tr>
<tr>
<td>DOE</td>
<td>United States Department of Energy</td>
<td></td>
</tr>
<tr>
<td>EPRI</td>
<td>Electric Power Research Institute</td>
<td></td>
</tr>
<tr>
<td>FAS</td>
<td>Fourier Amplitude Spectra</td>
<td></td>
</tr>
<tr>
<td>GMC</td>
<td>Ground Motion Characterization</td>
<td></td>
</tr>
<tr>
<td>GMM</td>
<td>Ground Motion Model is used preferably in the report, GMMs includes GMPEs and other model formats</td>
<td></td>
</tr>
<tr>
<td>GMPE</td>
<td>Ground Motion Prediction Equation is used for GMMs that have been parameterized into equations</td>
<td></td>
</tr>
<tr>
<td>GMIM</td>
<td>Ground Motion Intensity Measure (PSA, PGA, PGV)</td>
<td></td>
</tr>
<tr>
<td>HA15</td>
<td>Hassani and Atkinson GMM</td>
<td>1.2</td>
</tr>
<tr>
<td>M</td>
<td>Moment magnitude</td>
<td></td>
</tr>
<tr>
<td>NGA</td>
<td>Next Generation Attenuation</td>
<td></td>
</tr>
<tr>
<td>NGA-East</td>
<td>Next Generation Attenuation Relationship for the Central and Eastern North American Region</td>
<td></td>
</tr>
<tr>
<td>NGA-West</td>
<td>Next Generation Attenuation Relationship for shallow crustal earthquakes in active tectonic regions (original project)</td>
<td></td>
</tr>
<tr>
<td>NGA-West2</td>
<td>Next Generation Attenuation Relationship for shallow crustal earthquakes in active tectonic regions (phase 2 of NGA-West project)</td>
<td></td>
</tr>
<tr>
<td>NRC</td>
<td>United States Nuclear Regulatory Commission</td>
<td></td>
</tr>
<tr>
<td>PEER_EX</td>
<td>PEER GMM based on EXSIM simulations [Atkinson and Assatourians 2015]</td>
<td>1.2</td>
</tr>
<tr>
<td>PEER_GP</td>
<td>PEER GMM based on Graves and Pitarka [2015] simulations</td>
<td>1.2</td>
</tr>
</tbody>
</table>
PZCT_M1SS  Pezeshk, Zandieh, Campbell and Tavakoli GMM, simulations-based magnitude scaling, Table 1.2
PZCT_M2ES  Pezeshk, Zandieh, Campbell and Tavakoli GMM, empirical magnitude scaling, Table 1.2

PGA  Peak Ground Acceleration
PGV  Peak Ground Velocity
PIE  Potentially-Induced Event
PS  Point-Source
PSA  Pseudo-Spectral Acceleration (5% damping in this report)
PSHA  Probabilistic Seismic Hazard Analysis
Q  Quality factor
$R_{HYP}$  Hypocentral distance (km)
$R_{JB}$  Joyner-Boore distance: closest distance to the horizontal projection of the earthquake rupture plane (km)
$R_X$  The horizontal distance from the surface projection of the top edge of the earthquake rupture to the site, measured perpendicular to the strike of the earthquake rupture (km). $R_X$ is negative on the footwall side of the rupture and positive on the hanging-wall side
$R_{RUP}$  Rupture distance: closest distance to the earthquake rupture plane (km)
RotD50  Median value of resultants of two horizontal components of ground motions as computed over each angle of rotation from 1 to 180°

SSC  Seismic Source Characterization
$\Delta \sigma$  Stress Parameter
$T$  Spectral period (in seconds)
U.S.  United States
USGS  United States Geological Survey
$V_S$  Shear-wave velocity
$V_{S30}$  Time-averaged shear-wave velocity in top 30 meters of geomaterial
WNA  Western North America
YA15  Yenier and Atkinson GMM, Table 1.2

$Z_{HYP}, H_{hypo}$  Depth to hypocenter (km)
$Z_{TOR}$  Depth to top of rupture (km)
LIST OF TABLES

Table 1.1  Minimum 5%-damped PSA periods (and frequencies) for NGA-East GMM development.........................................................................................................................2
Table 1.2  Summary of NGA-East median GMMs. .........................................................................................................................3
Table 3.1  Fault widths (W) used in finding an average stress parameter (courtesy of R. Graves). ..................................................................................................................47
Table 3.2  Coefficients for proposed model [Equation (3.18)]. ..................................................................................................................61
Table 3.3  Magnitude dependence of $Z_{TOR}$ from the CEUS SSC (interim model). .........................65
Table 4.1  Summary of events recorded in Region 1 (GC), including station distance and site conditions. All events used for the PEER model development; only events marked with * next to the EQ I.D. used for the DASG model. .......69
LIST OF FIGURES

Figure 1.1 Four regions defined for Central and Eastern North America (CENA). The regions have been numbered as follows for the NGA-East database: (1) Mississippi Embayment/Gulf Coast region; (2) Central North America; (3) the Appalachian Province; and (4) the Atlantic Coastal Plain. Together, Regions 2, 3 and 4 form the larger mid-continent region. .................................................6

Figure 2.1 Z Toro values calculated for strike–slip and reverse faulting events for two hypocentral depths. ........................................................................................................11

Figure 2.2 Illustration of R RUP conversion for the DASG 1CVSP model at 1 Hz. ........11

Figure 2.3 Illustration of R RUP conversion for the HA15 model at 1 Hz. .................12

Figure 2.4 Illustration of R RUP conversion for the SP15 model at 1 Hz. .................12

Figure 2.5 Distance extensions for the B_a04, 1Hz PSA. The left frame shows the extended regions in blue and red; the right frame shows the final model. ..............15

Figure 2.6 Distance extensions for the B_a04, 10 Hz PSA. The left frame shows the original predictions in black and the extended regions in blue and red; the right frame shows the final model. The right panel shows the results of the algorithm used to prevent the crossover. ...............................................................15

Figure 2.7 Distance extensions for the DASG 1CCSP GMM, 1 Hz PSA. The left frame shows the original predictions in black and the fitted model in red; the right frame shows the final model.................................................................16

Figure 2.8 Large distance extensions for the YA15 GMM, 1 Hz PSA. The left frame shows the original predictions in black, and the green line shows the lower-bound limit of ground motions used to fit the model (in red); the right frame shows the final model. .................................................................16

Figure 2.9 Illustration of short-distance correction [Equations (2.6)–(2.9)] for the 25 Hz PSA example of YA15. The left frame shows the original predictions in black, the dashed green line is anchored at 15 km, the solid green line shows the lower-bound limit of ground motions used to fit the model at large distances, and the red line shows the model; the right frame shows the final model, including the short distance corrections and the large distance extrapolations.................................................................17

Figure 2.10 Large distance extrapolations for the PZCT_M1SS GMM, 1 Hz PSA. The left frame shows the original predictions in black, and the green line shows the lower-bound limit of ground motions used to fit the model (dashed red lines show model fit and solid red lines show the extrapolations); the right frame shows the final model. .................................................................20
Figure 2.11 Extrapolation of Frankel GMM, 0.1 Hz PSA, Case 1 example. The left frame shows open black circles for $Z_{TOR} = 5$ km simulations, solid black circles for $Z_{TOR} = 1$ km simulations, green circles for ground motions extrapolated to $R_{RUP} = 0$ km for $M7.5$ and $M8$ and open red circles for the extrapolations (short and large distances); the right frame shows the final model.

Figure 2.12 Extrapolation of Frankel GMM, 0.2 Hz PSA, Case 2 example. The left frame shows open black circles for $Z_{TOR} = 5$ km simulations, solid black circles for $Z_{TOR} = 1$ km simulations, green circles for ground motions extrapolated to $R_{RUP} = 0$ km for $M7.5$ and $M8$ and open red circles for the extrapolations (short and large distances); the right frame shows the final model.

Figure 2.13 Extrapolation of SP15 GMM, 1 Hz PSA. The left frame shows the original predictions in black, and the green line shows the lower-bound limit of ground motions used to fit the model at large distances (dashed red lines show the model fit and solid red lines show the extrapolations); the right frame shows the final model.

Figure 2.14 AND15 GMM ground motions for 1 Hz PSA. The model has not been extrapolated.

Figure 2.15 Graizer GMM ground motions for 1 Hz PSA. The model has not been extrapolated and is used as-is over the full distance range.

Figure 2.16 Illustration of extrapolation for the HA15 GMM, PSA 1 Hz. The left frame shows the original predictions in black, the dashed green line is anchored at 20 km, the solid green line shows the lower-bound limit of ground motions used to fit the model at large distances (anchored at 120 km), and the red lines show the model; the right frame shows the final model.

Figure 2.17 Illustration of extrapolation for the PEER_GP GMM, PSA 1 Hz. The left frame shows the original predictions in black and the extrapolations in red; the right frame shows the final model.

Figure 2.18 Example of spectral-shape correction showing the 1CCSP spectrum for $M8$ and $R_{RUP} = 1200$ km. The blue line is the original spectrum showing a trough-and-peak pair at high frequencies. The purple line shows the adjusted spectrum.

Figure 2.19 Example of spectral-shape correction showing the PEER_GP spectrum for $M8$ and $R_{RUP} = 1200$ km. The blue line is the original spectrum showing a trough at high frequencies. The purple line shows the adjusted spectrum.

Figure 3.1 Taken from Frankel in PEER [2015], Chapter 6, Figure 6.9: 3.0-sec PSA values from two of the $M5.5$ simulations showing the effect of changing the depth of the rupture.
Figure 3.2 Magnitude-depth distribution of events for which YA15 determined stress parameters. The heavy blue line indicates the depth used in deriving the ground motions provided to the NGA-East project. ..............................................34

Figure 3.3 YA15 stress parameters as a function of magnitude. The lines are their equations. ...............................................................................................................35

Figure 3.4 YA15 stress parameters as a function of focal depth. The lines are their equations. ...............................................................................................................36

Figure 3.5 Magnitude-depth distribution of events for which Boatwright determined stress parameters. ...................................................................................................37

Figure 3.6 Boatwright’s stress parameters as a function of magnitude. The eastern Quebec points are subdivided into events with focal depths less than and greater than 10 km. The lines are from Yenier and Atkinson for $M = 4$ and a subjective fit by David Boore to DASG values (see Section 3.2.2). ..................38

Figure 3.7 Boatwright’s stress parameters as a function of focal depth. The eastern Quebec points are subdivided into events with magnitudes less than and greater than 4. The western Quebec symbols have been enlarged so that two of the values at a depth near 5 km can be seen. The lines are from Yenier and Atkinson for $M = 4$ and a subjective fit by David Boore to Boatwright’s values. ..............................................................................................39

Figure 3.8 Magnitude-depth distribution of events for which Darragh et al. determined stress parameters. The horizontal blue lines show the depth range used in the simulations (it is our understanding that these depths were used to give a range of $R_{RUP}$ for a given $R_{JB}$; no depth dependence of $\Delta \sigma$ was used in the simulations). ...............................................................................41

Figure 3.9 DASG’s stress parameters as a function of magnitude. The lines are from YA15 for $M=4$ and a subjective fit by D.Boore to DASG’s values. Also shown by lines are the stresses used by DASG for $M=4.5$ and $M=5.5$, as well as for their magnitude-dependent stress model for larger magnitudes (the magenta line). .........................................................................................................42

Figure 3.10 DASG’s stress parameters as a function of focal depth. The solid lines are from Yenier and Atkinson for $M=4$ and a subjective fit by D. Boore to Boatwright’s values for eastern Quebec. Those lines were adjusted downward by the indicated factors to account for the differences in the values of $\Delta \sigma$ (see text for details). The horizontal dashed lines are values in DASG’s depth-dependent $\Delta \sigma$ model for two magnitudes; the vertical magenta lines show the range of depths used in DASG’s simulations (but they did not allow any depth dependence of $\Delta \sigma$ in their simulations—see caption to Figure 3.8). .......................................................................................44
Figure 3.11  The stress parameter–depth function used in the simulations. Shown is the \( \Delta \sigma(z) \) function from the inversions discussed earlier, as well as the stress parameters used in the simulations for three magnitudes (\( M = 4, 6, \) and 8); these parameters were derived by an averaging of a power of \( \Delta \sigma(z) \) over the width of the fault for each magnitude. .............................................................46

Figure 3.12  Ratio of simulated motions from point sources at depths \( z \) (in km) and 10 km, for \( M = 4 \) and two values of \( R_{RUP} \): (20 km and 200 km). The relation between \( \Delta \sigma \) and \( z \) discussed above was used in choosing the \( \Delta \sigma \) to be used for the point source at each depth \( z \). .............................................................49

Figure 3.13  Ratio of simulated motions from point sources at depths \( z \) (in km) and 10 km for \( M = 5 \) and two values of \( R_{RUP} \) (20 km and 200 km). The relation between \( \Delta \sigma \) and \( z \) discussed above was used in choosing the \( \Delta \sigma \) to be used for the point source at each depth \( z \). .............................................................50

Figure 3.14  Ratio of simulated motions from point sources at depths \( z \) (in km) and 10 km for \( M = 6 \) and two values of \( R_{RUP} \) (20 km and 200 km). The relation between \( \Delta \sigma \) and \( z \) discussed above was used in choosing the \( \Delta \sigma \) to be used for the point source at each depth \( z \). .............................................................51

Figure 3.15  Ratio of simulated motions from point sources at depths \( z \) (in km) and 10 km for \( M = 7 \) and two values of \( R_{RUP} \) (20 km and 200 km). The relation between \( \Delta \sigma \) and \( z \) discussed above was used in choosing the \( \Delta \sigma \) to be used for the point source at each depth \( z \). .............................................................52

Figure 3.16  Ratio of simulated motions from point sources at depths \( z \) (in km) and 10 km for \( M = 8 \) and two values of \( R_{RUP} \) (20 km and 200 km). The relation between \( \Delta \sigma \) and \( z \) discussed above was used in choosing the \( \Delta \sigma \) to be used for the point source at each depth \( z \). .............................................................53

Figure 3.17  Ratio of simulated \( T = 0.2 \) sec response spectra from point sources at the indicated depth \( Z_{TOR} = z \) and \( Z_{TOR} = 10 \) km for \( M = 4, 5, 6, 7, \) and 8, and \( R_{RUP} = 20 \) km. The stress parameter used in the simulations was from an average of \( \Delta \sigma(z) \) over the fault width for each magnitude event. .......................54

Figure 3.18  Focal depth—magnitude scatterplot for events in the 18 November 2014 NGA-East database flatfile [Goulet et al. 2014]..............................................55

Figure 3.19  Source-depth model scale factors for the three NGA-West2 models and the implied source-depth scaling factor from the PEER NGA-East model: CY14 in dark green, ASK14 in blue and, CB14 in black, PEER in magenta (top \( M = 5.0 \), middle \( M = 6.5 \), and bottom \( M = 8.0 \)). .............................................................59

Figure 3.20  Source-depth model scaling factors for the average of the three NGA-West2 models (cyan) and the proposed source-depth adjustment model (red). The NGA-West2 models and the implied source-depth scaling factor from the PEER NGA-East model are included for comparison: CY14 in dark green, ASK14 in blue and, CB14 in black, and PEER NGA-East in magenta (top \( M = 5.0 \) and bottom \( M = 6.5 \)). ..................................................................................62
Figure 3.21  Proposed source-depth model scale factors for $M = 5.0, 5.5, 6.0, \text{ and } 6.5$.

Figure 4.1  Magnitude ($M$) and rupture distance ($R_{RUP}$) ranges for records in the NGA-East database from Path Region 1 (i.e., both the earthquake source and the site are located in the GC region).

Figure 4.2  Number of events ($N_e$), stations ($N_{stat}$) and, records ($N_{rec}$) per frequency of PSA for Region 1 (GC).

Figure 4.3  Comparison of the number of events ($N_e$), stations ($N_{stat}$), and records ($N_{rec}$) available per PSA frequency from the NGA-East database (solid blue line) and the subset of records used by the PEER modeling group (dashed red line).

Figure 4.4  Total residuals plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz. Blue points are observations from tectonic events, and red points are observations from PIE. The black lines represent a linear fit to the data with ± standard error in dashed lines. The red lines represent a locally weighted least-squares fit to the data with ± standard error in dashed lines.

Figure 4.5  Comparison of model constant, $c_0$, for EM1 (black), EM2 (red), and the proposed model (green) plotted against frequency of PSA. Note that coefficient $c_0$ value is equal to zero for EM1 and the proposed model.

Figure 4.6  Comparison of model coefficient, $c_1'$, for EM1 (black), EM2 (red), and the proposed model (green) plotted against frequency of PSA. The $c_1'$ for the proposed model are taken as the average of points from EM1, taken in the 0.5–10 Hz range, where the data is deemed more reliable.

Figure 4.7  Between-event residuals for EM1 (black points) and EM2 (red points) plotted against magnitude for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz. The largest event ($M=4.71$) is a PIE, all other events are tectonic.

Figure 4.8  Between-event (squares), and within-event (triangles) standard deviations for EM1 (solid black points) and EM2 (open red points) plotted against frequency of PSA.

Figure 4.9  Model 1 within-event residuals plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz. Blue points are observations from tectonic events, and red points are observations from PIE.

Figure 4.10  Model 2 within-event residuals plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz. Blue points are observations from tectonic events, and red points are observations from PIE.

Figure 4.11  Within-event residuals for EM1 (black points) and EM2 (red points) plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz.
Figure 4.12  Gulf Coast adjustment ratios from EM (black), EM2 (red), and the proposed model (green) plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz.................................................................83

Figure 4.13  Gulf Coast adjustment ratios of the four DASG models along with the mean DASG ratios (solid blue) plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz........................................................................86

Figure 4.14  Comparison of Gulf Coast adjustment ratios between DASG model (blue) and the PEER model (green) plotted against distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz.................................................................88
**CONTENTS**

| ABSTRACT | iii |
| ACKNOWLEDGMENTS | v |
| LIST OF ACRONYMS | vii |
| LIST OF TABLES | ix |
| LIST OF FIGURES | xi |
| TABLE OF CONTENTS | xvii |

1 INTRODUCTION

**1.1 Purpose**

**1.2 Summary of the NGA-East Median GMMs**

**1.3 Adjustments to NGA-East: Rationale**

1.3.1 Distance Extrapolation

   - Short-Distance Extrapolation
   - Large-Distance Extrapolation

1.3.2 Spectral-Shape Adjustment at High Frequencies

1.3.3 Regional Adjustments for the Gulf Coast and Mississippi Embayment

2 EXTENSION OF MEDIAN GROUND-MOTION MODELS TO SHORT AND LARGE DISTANCES

**2.1 Conversion from $R_{JB}$ to $R_{RUP}$**

**2.2 Distance Extrapolation: General Approach**

2.2.1 Short-Distance Extrapolation ($< 10$ km)

2.2.2 Large-Distance Extrapolation (up to 1500 km)

**2.3 Extrapolation Specific to Each GMM**

2.3.1 Boore GMMs

2.3.2 Darragh, Abrahamson, Silva, and Gregor (DASG) GMMs

2.3.3 Yenier and Atkinson (YA15) GMM

2.3.4 Pezeshk, Zandieh, Campbell, and Tavakoli (PZCT) GMMs

2.3.5 Frankel GMM

2.3.6 Shahjouei and Pezeshk (SP15) GMM

2.3.7 Al Noman and Cramer (ANC) GMM

2.3.8 Graizer GMM

2.3.9 Hassani and Atkinson (HA15) GMM

2.3.10 PEER GMMs
2.4 Spectral-Shape Adjustments..............................................................................................................28

3 ADJUSTMENT FOR SOURCE DEPTH........................................................................................................31
3.1 Introduction.............................................................................................................................................31
3.2 Depth and Stress Parameter from CENA Data.....................................................................................32
  3.2.1 Depth-Dependence of the Stress Parameter: Evidence from Data Inversion Exercises..................33
    YA15’s Derived Stress Parameters .......................................................................................................33
    Boatwright’s Derived Stress Parameters ............................................................................................36
    DASG’s Derived Stress Parameters ......................................................................................................40
  3.2.2 Consequences of a Depth-Dependent Stress Parameter using the Point-Source Stochastic Model ..45
    The Stress Parameter–Depth Function, Δσ(z).......................................................................................45
    Simulated Motions using SMSIM ........................................................................................................47
    Discussion............................................................................................................................................55
3.3 Existing Source-Depth models..............................................................................................................56
    Chiou and Youngs 2014 .......................................................................................................................56
    Abrahamson, Silva, and Kamai 2014 .....................................................................................................57
    Campbell and Bozorgnia 2014 ..............................................................................................................57
    PEER NGA-East Median GMM .............................................................................................................58
    Comparisons of Source-Depth Scaling Models ...................................................................................58
3.4 Development of Source-Depth Adjustment Model ..........................................................................60
  3.4.1 Source-Depth Scaling ....................................................................................................................60
  3.4.2 Centering of Source-Depth Adjustment Model .............................................................................63
    CEUS SSC-Based Magnitude Dependence of ZTOR (Interim Model)..................................................64

4 ADJUSTMENT FOR GULF COAST AND MISSISSIPPI EMBAYMENT REGION ........................................67
4.1 Introduction..............................................................................................................................................67
  4.1.1 Overview of Available Gulf Coast Data in the NGA-East Database ......68
4.2 PEER Gulf Coast Adjustment Model .................................................................................................70
  4.2.1 Overview of PEER NGA-East Median GMM..............................................................................71
  4.2.2 Selection of Data............................................................................................................................71
  4.2.3 Model Development......................................................................................................................73
4.3 DASG Gulf coast Adjustment Model....................................................................................................84
  4.3.1 Overview of DASG NGA-East Median GMM ............................................................................84
  4.3.2 Updated Point-Source Inversions .................................................................................................84
  4.3.3 PSA Ratio Model ..........................................................................................................................85
4.4 Comparison of Gulf Coast Adjustment Models...................................................................................87
1 Introduction

Christine A. Goulet, Yousef Bozorgnia
Pacific Earthquake Engineering Research Center (PEER)
University of California, Berkeley

Norman A. Abrahamson
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1.1 PURPOSE

This report presents a summary of adjustments to be applied to the median Ground Motion Models (GMMs) developed as part of the Next Generation Attenuation for Central and Eastern North America (CENA) project (NGA-East). The twenty-one new GMMs are documented in a separate report [PEER 2015] and are introduced below.

The objective of NGA-East is to develop a new ground motion characterization (GMC) for the CENA region. The GMC consists of a set of new GMMs (a.k.a., GMPEs) for median horizontal ground motions, a set of standard deviation models, and their associated weights in logic trees. The NGA-East GMC is to be used in conjunction with the Central and Eastern U.S. Seismic Source Characterization (CEUS SSC) products [EPRI/DOE/NRC 2012] to conduct probabilistic seismic hazard analyses (PSHA).

Over the course of the NGA-East Project, the goals for the GMC evolved to include the following: (1) it should be applicable from the source to 1500 km; (2) it should allow source-depth effects to be modeled; and (3) it should be applicable to the vast CENA region to include the Gulf Coast and the Mississippi Embayment. The median GMMs documented in the previous PEER report [2015] did not address these specific issues, and the NGA-East Project undertook the development of three types of adjustments to address them. This chapter presents a brief summary of the available GMMs, which is followed by a short description of the motivation for each of the three adjustments. The subsequent chapters are dedicated to each of these adjustments.
1.2 SUMMARY OF THE NGA-EAST MEDIAN GMMS

This report uses the term GMM as a general term (as some models have been parameterized into equations), and the term “ground-motion prediction equations (GMPE)” is applicable; other models consist of sets of ground-motion tables [PEER 2015]. The more general term GMM is applicable to all the models in their various forms.

The median GMMs provide “average” horizontal ground motions on very hard-rock (VHR) sites located up to 1500 km from future earthquakes in CENA, with \( M \) in the 4.0 to 8.2 range. The VHR reference site conditions have been defined by the NGA-East Geotechnical Working Group as corresponding to shear-wave velocity \( V_S = 3000 \text{ m/sec} \) and a kappa \((\kappa)\) of 0.006 sec [Hashash et al. 2014]. The preferred “average” horizontal ground-motion intensity measure (GMIM) is RotD50 [Boore 2010]. RotD50 is the median value of resultants of two horizontal components of ground motions as computed over each angle of rotation from 1 to 180°. RotD50 is computed independently for each spectral period/frequency. The minimum requested GMIMs are peak ground acceleration (PGA), peak ground velocity (PGV), and 5%-damped linear pseudo-spectral acceleration (PSA) for oscillator periods listed in Table 1.1.

**Table 1.1** Minimum 5%-damped PSA periods (and frequencies) for NGA-East GMM development.

<table>
<thead>
<tr>
<th>( T ) (sec)</th>
<th>( F ) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>100</td>
</tr>
<tr>
<td>0.02</td>
<td>50</td>
</tr>
<tr>
<td>0.025</td>
<td>40</td>
</tr>
<tr>
<td>0.03</td>
<td>33.33</td>
</tr>
<tr>
<td>0.04</td>
<td>25</td>
</tr>
<tr>
<td>0.05</td>
<td>20</td>
</tr>
<tr>
<td>0.075</td>
<td>13.33</td>
</tr>
<tr>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>0.15</td>
<td>6.67</td>
</tr>
<tr>
<td>0.2</td>
<td>5</td>
</tr>
<tr>
<td>0.25</td>
<td>4</td>
</tr>
<tr>
<td>0.3</td>
<td>3.33</td>
</tr>
<tr>
<td>0.4</td>
<td>2.5</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
</tr>
<tr>
<td>0.75</td>
<td>1.33</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1.5</td>
<td>0.67</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.33</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
</tr>
<tr>
<td>7.5</td>
<td>0.13</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
</tr>
</tbody>
</table>
The twenty-one models are listed in Table 1.2. They are documented in detail in the previous PEER report [2015]; the title, authorship and chapter number listed in Table 1.2 refer to that specific report. The acronyms are used in the text and in various figures in the current report and are provided for convenience. All the GMMs are for footwall conditions, with adjustments for hanging-wall conditions developed in a separate task. In addition, GMM developers have focused on limiting their developed models to the mid-continent region (CENA region that excludes the Gulf Coast, as defined in Section 1.3.3).

Table 1.2 Summary of NGA-East median GMMs.

<table>
<thead>
<tr>
<th>Title (Authorship), chapter number in PEER Report 2015/04 [2015]</th>
<th>Acronym(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point-Source Stochastic-Method Simulations of Ground Motions for the PEER NGA-East Project (D.M. Boore), Chapter 2.</td>
<td>Six GMMs from Boore, each based on a different Q and geometrical spreading model: B_a04 B_ab14 B_ab95 B_bca10d B-bs11 B_sg02</td>
</tr>
<tr>
<td>Development of Hard Rock Ground-Motion Models for Region 2 of Central and Eastern North America (R.B. Darragh, N.A. Abrahamson, W.J. Silva, and N. Gregor), Chapter 3.</td>
<td>Four GMMs from DASG, each based single or double point source and on constant or variable stress parameter: 1CCSP 1CVSP 2CCSP 2CVSP</td>
</tr>
<tr>
<td>Regionally-Adjustable Generic Ground-Motion Prediction Equation based on Equivalent Point-Source Simulations: Application to Central and Eastern North America (E. Yenier and G.M. Atkinson), Chapter 4.</td>
<td>YA15</td>
</tr>
<tr>
<td>Ground-Motion Predictions for Eastern North American Earthquakes Using Hybrid Broadband Seismograms from Finite-Fault Simulations with Constant Stress-Drop Scaling (A. Frankel), Chapter 6.</td>
<td>Frankel</td>
</tr>
<tr>
<td>Hybrid Empirical Ground-Motion Model for Central and Eastern North America using Hybrid Broadband Simulations and NGA-West2 GMPEs (A. Shahjouei and S. Pezeshk), Chapter 7.</td>
<td>SP15</td>
</tr>
<tr>
<td>Ground-Motion Prediction Equations for the Central and Eastern United States (V. Graizer), Chapter 9.</td>
<td>Graizer</td>
</tr>
<tr>
<td>Referenced Empirical Ground-Motion Model for Eastern North America (B. Hassani and G.M. Atkinson), Chapter 10.</td>
<td>HA15</td>
</tr>
<tr>
<td>PEER NGA-East Median Ground-Motion Models (J. Hollenbach, N. Kuehn, C.A. Goulet and N.A. Abrahamson), Chapter 11.</td>
<td>Two GMMs from PEER, based on alternate finite-fault models: PEER_GP PEER_EX</td>
</tr>
</tbody>
</table>
1.3 ADJUSTMENTS TO NGA-EAST: RATIONALE

This section summarizes the motivations for developing the three types of adjustments discussed in this report.

1.3.1 Distance Extrapolation

Short-Distance Extrapolation

The GMC is to be implemented in hazard analysis codes and should cover the complete range of distances in the CEUS SSC, including 0 km or values very close to 0 km, in terms of closest distance to the rupture plane, $R_{RUP}$. As source depth tends to be magnitude-dependent, it is very unlikely to have a M4 event rupture to the surface, but making this source depth and M combination possible and defined in the GMC may prevent computational problems in hazard codes.

The various GMMs listed in Table 1.2 cover a wide range of distances based on two main distance metrics: the Joyner-Boore Distance, $R_{JB}$, and the closest distance to the rupture plane, $R_{RUP}$. The $R_{JB}$ distance is defined as the horizontal distance from the projection of the earthquake rupture plane on the Earth’s surface. It is therefore zero everywhere above the rupture plane and does not include depth. However, the GMMs that use $R_{JB}$ often incorporate a “fictitious depth” to allow for the near saturation of ground-motion levels at very short distances observed in empirical data. Note that GMMs that use $R_{RUP}$ also include such terms to model ground-motion saturation at very short distances.

The NGA-East Project decided to include both $R_{RUP}$ and source depth as parameters for the final GMC, implying that the ground motions from all the $R_{JB}$-based models had to be converted to $R_{RUP}$. This is a simple correction if the average depths used in the assumption of the models are known or are in the dataset used to constrain the models. However, when this simple conversion is applied, it is possible that the resulting extensions to $R_{RUP}$ near and at 0 km may not be reasonable, depending on the specific modeling assumptions. For that reason, an extrapolation scheme based on fitting of ground-motion values with (converted) $R_{RUP}$ values at larger distances, typically 10 km and larger, was developed. These topics are discussed in Sections 2.1 and 2.2.

Large-Distance Extrapolation

As documented in the previous PEER report [2015], the NGA-East team requested that all the GMMs provide ground motions up to 1200 km. Following recent hazard analysis runs and based on experience in assessment of hazard for nuclear facilities, the NGA-East Project team extended the distance range from 1200 to 1500 km. This large distance allows for application of the GMMs at sites in regions with low seismicity where ground motions from a large, distant earthquake (such as from the New Madrid fault zone) contribute significantly to the site hazard. Because the intent for the NGA-East Project team was to have evaluated the model over the full range of distances to which it is likely to be applied, extrapolation of all the models to 1500 km was therefore required.

In addition, most models were not strongly calibrated for distances beyond about 400 or 600 km. The difficulty of calibration at large distance using data (NGA-East database [Goulet et
al. 2014]) is primarily due to the lack of ground-motion records at large magnitudes. Because most of the data is from earthquakes smaller than \( M_6 \), the ground motions at large distances are fairly weak and often below the noise threshold for a wide frequency band. The only ground motions that remain are those motions that are “exceptionally high” for the given magnitude and distance, effectively biasing the dataset. This effect is denoted as distance censoring of the data and has been discussed in the literature with respect to development of GMPEs from empirical data; see, for example, Abrahamson et al. [2014] and Chiou and Youngs [2014]. NGA-East therefore proposed to develop “reasonable” extrapolation rules for large distances as an alternative to the original GMM ground motions. This extrapolation is discussed in Section 2.3.

**Spectral-Shape Adjustment at High Frequencies**

The extrapolated models went through one additional adjustment to correct for spectral-shape issues at high frequencies. The description of the observed trends and the solution, which affect spectra from some GMMs at large-distance earthquake scenarios (beyond 400 km), are described in Section 2.4.

The electronic appendix includes the median GMMs as modified, with the extrapolations and spectral-shape adjustments described in Chapter 2. The output files have the same format and layout as those provided in the original NGA-East GMPE report [2015].

**1.3.2 Modeling of Source-Depth Effects**

The issue of source-depth effects was discussed in NGA-East workshops and working meetings. Various researchers, including Dr. Boatwright, presented data-based evidence of this important contribution to ground motions in CENA. The importance of source depth on the ground-motion prediction has already been established for crustal earthquakes in NGA-West1 [Power et al. 2008] and NGA-West2 [Bozorgnia et al. 2014]. However, the scaling of ground motions with source depth was not specifically addressed in the original NGA-East median GMMs [PEER, 2015]. Of the ten developers who provided ground motions for the NGA-East project, only two [Yenier and Atkinson (YA15) and PEER] included a focal-depth dependence of the motions as a fundamental part of their methodology. The motions provided by those developers were for nominal focal depths, however, and did not include a focal-depth as a variable (such as hypocentral depth \( Z_{hyp} \) or the depth to the top of rupture \( Z_{tor} \)). The depth issue is summarized in Chapter 3, which covers the evidence of source-depth effects, the evaluation of depth effects’ potential impact on ground motions beyond the recorded events (larger \( M \)), and the development of a source-depth effects model based on a combination of NGA-West2 models and NGA-East data.

**1.3.3 Regional Adjustments for the Gulf Coast and Mississippi Embayment**

A separate task in NGA-East was to regionalize CENA on the basis of systematic differences in simulated ground motions and their attenuation. From this task four distinct regions were defined as follows [Dreiling et al. 2014]:

1. Mississippi Embayment/Gulf Coast region (MEM or GC, both acronyms used)
2. Central North America (CNA)
3. The Appalachian Province (APP)
4. The Atlantic Coastal Plain (ACP)

These four regions are shown in Figure 1.1; numbering protocol is consistent with that used in the NGA-East flatfile [Goulet et al. 2014]. The flatfile includes three separate fields for regionalization. The first two correspond to the “Event and Station Region Number,” respectively. For these two fields, the number directly corresponds to the region containing the epicenter (Event Field) and the station (Station Field). If the epicenter or the station is outside these four regions, the flag is set to -999.

The third and last regionalization field is called “Path Region Number” and aims to define a region containing the full propagation path (from the epicenter to the Station). If the full path is contained within any of the four regions above, the field is populated with the region number directly. If either or both of the Event or Station Region Number are outside the four regions (at least one of the fields is -999), then the Event Station Field is also -999.

Figure 1.1 Four regions defined for Central and Eastern North America (CENA). The regions have been numbered as follows for the NGA-East database: (1) Mississippi Embayment/Gulf Coast region; (2) Central North America; (3) the Appalachian Province; and (4) the Atlantic Coastal Plain. Together, Regions 2, 3 and 4 form the larger mid-continent region.
The regionalization task also demonstrated that the four regions could be aggregated into two distinct attenuation groups:

**Mid-continent (Group 1):** Central North America (CNA), Appalachians (APP), and Atlantic Coastal Plain (ACP)

**Gulf Coast (Group 2):** Mississippi Embayment/Gulf Coast (MEM or GC)

Two new regions were created to accommodate this grouping. Region 5 includes paths that cross any or many of the boundaries of Regions 2, 3, and 4 (i.e., within the mid-continent group). Region 6 allows for paths crossing the boundary between any sub-region of the mid-continent group and the Gulf Coast group.

All the GMMs from Table 1.1 were developed for the mid-continent region. There is very limited data in the Gulf Coast region, making the development of stand-alone GMMs impractical (see Section 4.1.1). Therefore, the NGA-East team favored developing two models to provide adjustments to the existing GMMs for applicability to the Gulf Coast region. With these two new models, which can be applied to any of the existing mid-continent GMMs, it is possible to cover the complete CENA region. The model development is presented in Chapter 4. Adjustments for the Gulf Coast region are provided in the form of tables in the electronic appendix.
2 Extension of Median Ground-Motion Models to Short and Large Distances
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As mentioned in Section 1.3.1, most median GMMs required extrapolations at close and/or large distances to cover the full range of $R_{RUP}$ (0–1500 km). This chapter summarizes the extrapolation procedures for each of the median GMMs documented in the previous PEER report [2015]. A series of interactions with the GMM developers facilitated refinement of the extrapolation schemes documented here, and the final ground-motion estimates have been approved by the model developers. Plots of results and tables containing all the ground motions are available in Electronic Appendix A associated with this report.

2.1 CONVERSION FROM $R_{JB}$ TO $R_{RUP}$

The median GMMs listed in Table 1.2 are available as electronic appendices to the previous PEER report [2015]. Each GMM includes an EXCEL workbook with a worksheet that provides ground motions for either PGA, PGV, or PSA at a given frequency. Each worksheet includes ground-motion values for different magnitudes and distances. The full magnitude range covers $M = 4–8.2$, and the distance range covers 0 to 1500 km. Different modeling groups provide ground motions for two different distance metrics: $R_{JB}$ and $R_{RUP}$. The Joyner-Boore distance $R_{JB}$ is the shortest distance to the horizontal projection of the rupture plane, while the rupture distance $R_{RUP}$ is the shortest distance to the rupture plane. Because the final NGA-East models are required to provide ground-motion values for $R_{RUP}$, ground motions from GMMs using $R_{JB}$ need to be converted.

The following GMMs provide ground-motion values for $R_{JB}$:

- The Darragh et al. (DASG) suite of models:
  - Single-Corner Constant Stress Parameter (1CCSP)
- Single-Corner Variable Stress Parameter (1CVSP)
- Double-Corner Constant Stress Parameter (2CCSP)
- Double-Corner Variable Stress Parameter (2CVSP)

- Hassani and Atkinson (HA15)
- Shahjouei and Pezeshk (SP15)

The conversion from $R_{JB}$ to $R_{RUP}$ assumes that the ground motions provided by the developers are valid for the footwall. For a given value for the depth to the top of the rupture, $Z_{TOR}$, the corresponding rupture distance value for a given $R_{JB}$ value can be calculated by

$$R_{RUP} = \sqrt{R_{JB}^2 + Z_{TOR}^2}$$  \hspace{1cm} (2.1)

This provides a corresponding $R_{RUP}$ value for each prediction. Then, interpolation is conducted in $\log R_{RUP} / \log Y$ space to calculate ground-motion values for other values of $R_{RUP}$ (where $\log Y$ is the natural logarithmic value of ground motions).

A $Z_{TOR}$ value is calculated for each magnitude as follows: for a given a hypocentral depth, average hypocenter depth ratios, a dip of the rupture, a rupture area relationship, and the aspect ratio of the rupture, the nominal depth to the top and bottom can be calculated. The rupture area relationship is from Somerville [2014]:

$$\log_{10}A = M - 4.25$$  \hspace{1cm} (2.2)

The aspect ratio is 1:1 (Table 5.4-1 in EPRI/DOE/NRC [2012]). For strike–slip events, a dip of 75° is used; for reverse events the dip is 45° (Table 5.4-1 in EPRI/DOE/NRC [2012]). The average depth ratio is computed using the Chiou and Youngs [2008] model (Appendix B in report); they are 0.6375 for strike–slip events and 0.628 for reverse events.

For the DASG models, a fixed hypocentral depth of 8 km is assumed, which is concordant with the development of their model (Chapter 3 of PEER [2015]). For the HA15 model, a fixed hypocentral depth of 10 km is used as an average of the depths of events in the NGA-East flatfile (12 km) and the depth suggested by Chapter 5 of EPRI/DOE/NRC [2012] (8 km). With these inputs, $Z_{TOR}$ values can be calculated for strike–slip and reverse faulting events. For the conversion, the mean value of the two is used. In Figure 2.1, the $Z_{TOR}$ values for each magnitude are shown for two hypocentral depths. Figures 2.2–2.4 show the models originally developed for $R_{JB}$ after their conversion to $R_{RUP}$. 

Figure 2.1  $Z_{TOR}$ values calculated for strike–slip and reverse faulting events for two hypocentral depths.

Figure 2.2  Illustration of $R_{RUP}$ conversion for the DASG 1CVSP model at 1 Hz.
Figure 2.3  Illustration of $R_{RUP}$ conversion for the HA15 model at 1 Hz.

Figure 2.4  Illustration of $R_{RUP}$ conversion for the SP15 model at 1 Hz.
2.2 DISTANCE EXTRAPOLATION: GENERAL APPROACH

2.2.1 Short-Distance Extrapolation (< 10 km)
For models that require extrapolation to $R_{RUP} = 0$ km, one of two functional forms is fit to the median predictions in the distance range where the geometric spreading term in the original model development is approximately constant (except for near-source saturation effect), and where the conversion from $R_{JB}$ has not introduced unphysical effects (notably, upward curvature). This distance varies depending on the specific GMM, but is usually within 50–70 km. For large magnitudes, the original model data at very short distances was used, while for smaller magnitudes, the original data was typically limited to distances of 10–15 km and greater. The two functional forms are as follows:

$$\ln(GMIM) = c_1 + c_2 \ln(R_{RUP} + c_3)$$  \hspace{1cm} (2.3)

$$\ln(GMIM) = c_1 + c_2 \ln(R_{RUP} + h)^{1/2}$$  \hspace{1cm} (2.4)

where $GMIM$ is the ground motion intensity measure (such as PGA, PGV, or PSA), $h$ is a “fictitious depth” used for ground-motion saturation at close distances, and $c_1$, $c_2$, and $c_3$ are coefficients obtained from regression. For each GMM, the equation that best fits the predictions is selected.

2.2.2 Large-Distance Extrapolation (up to 1500 km)
For models that require extrapolation to $R_{RUP} = 1500$ km, a single functional form is fit to the median predictions in a relatively large distance range where they are deemed usable, again where the geometric spreading term in the original model development is approximately constant and where the effects of $Q$ appear to be physically reasonable. This distance varies depending on the specific GMM, but is usually beyond 400 km. The functional form for large distance extrapolation is provided by:

$$\ln(GMIM) = c_1 + c_2 \ln(R_{RUP}) + c_3 R_{RUP}$$  \hspace{1cm} (2.5)

2.3 EXTRAPOLATION SPECIFIC TO EACH GMM
The following sub-sections summarize the process used to extrapolate the median GMMs. The GMM-specific constraints described below were developed through extensive interaction with each GMM development team. Issues discussed included close-in attenuation shape and whether or not to allow oversaturation and are reflected below. The intermediate and final extrapolated curves were all reviewed and approved by the GMM developers.

For most of the GMM extensions described below, figures are presented to illustrate the process. For a given frequency, the left panel shows the extension process, and the right panel shows the final extended model results. Each line in the plots corresponds to a specific magnitude. Most of the plots span a range from $M_4$ or 4.5 to $M_8$ or 8.2, with spacings of either 0.1 or 0.5 magnitude units. This variable set of lines was selected to highlight specific features of
the GMMs. Note that in all the plots provided below, ground-motion values at $R_{RUP} = 0$ km are plotted at $R_{RUP} = 0.1$ km.

### 2.3.1 Boore GMMs

The six original GMMs are documented in Chapter 2 of the previous PEER report [2015], with the original tables in the corresponding electronic appendices (2B-2G).

The $R_{RUP}$ versions of the Boore GMMs require extrapolation to zero distance for the smaller magnitudes. This extrapolation was performed by fitting Equation (2.4) to the predictions for distances in the range of 15–65 km. The blue curves in Figure 2.5 show example results. As indicated on the figure, the conversion from $R_{JB}$ to $R_{RUP}$ and the process of extrapolation led to crossing of attenuation curves at small distances in which $M_4$ predictions are larger than $M_8$ predictions at distances less than a few kilometers (e.g., see left panel of Figure 2.6). In general, this occurred for higher frequency ground motions, especially those using an $R^{-1.3}$ geometrical spreading at short distances, such as B_a04 and B_ab14. Dr. Boore indicated that this is an unintended effect, and that the ground-motion predictions should increase monotonically with magnitude. To implement this intent, the following algorithm was applied to all the Boore GMMs (see example right panel of Figure 2.6):

- The $M_8$ are defined as the upper limit of ground motions for all lower magnitudes.
- Proceeding downward in $M$ from $M_8$ if the ground motions at zero distance (extended as described above) exceed those for larger magnitudes, they are capped at the predictions for the next largest magnitude; if not, they are retained.
- Having fixed the value at $R_{RUP} = 0$ from the previous step, the data in the distance range of 20–65 km was refit with Equation (2.4), applied with added constraint of the fixed value at zero distance. The fitted curves were adjusted to match the original predictions at 20 km. The results are the red curves shown on Figure 2.5.

For large distances, Equation (2.5) was fitted from predictions in the $R_{RUP} = 14–1000$ km range.
Figure 2.5  Distance extensions for the B_a04, 1Hz PSA. The left frame shows the extended regions in blue and red; the right frame shows the final model.

Figure 2.6  Distance extensions for the B_a04, 10 Hz PSA. The left frame shows the original predictions in black and the extended regions in blue and red; the right frame shows the final model. The right panel shows the results of the algorithm used to prevent the crossover.
2.3.2 Darragh, Abrahamson, Silva, and Gregor (DASG) GMMs

The four original GMMs are documented in Chapter 3 of the previous PEER report [2015], with the original tables in the corresponding electronic appendices (3C–3F).

The four GMMs in this suite already provide ground motions up to 1500 km and were converted from $R_{JB}$ to $R_{RUP}$, as described in Section 2.1. The process used for short distances was to fit the data for individual magnitudes over the whole distance range using a combination of Equations (2.3) and (2.5). This model was then used to predict ground motions at distances less than the minimum provided. The red curves on the first plot for each frequency show the results: the solid red curves show the extrapolation, and the dashed red curves show the fitted model compared to the provided ground motions.

The predictions at short $R_{RUP}$ were then scaled so that the prediction at the minimum distance provided by the developed model matched the value provided by the developer to remove any offset. For large magnitudes, the minimum distance provided by the developers was $R_{RUP} = 0.5$ km, and the fitted model matches the provided model very well over all distances. For smaller magnitudes, there is an upward curvature in the provided data at very short distances. These points with upward curvature were discarded. In order to maintain smooth model, the number of discarded distances increased for decreasing magnitude. Figure 2.7 shows an example of the process and final extrapolated model.

![Figure 2.7](image)

**Figure 2.7** Distance extensions for the DASG 1CCSP GMM, 1 Hz PSA. The left frame shows the original predictions in black and the fitted model in red; the right frame shows the final model.
2.3.3 Yenier and Atkinson (YA15) GMM

The original GMM is documented in Chapter 4 of the previous PEER report [2015], with the original tables in the corresponding electronic appendix (4A).

This model is only defined up to 600 km. Figure 2.8 shows an example of extrapolation from 600 to 1500 km. For each frequency and each magnitude, the ground-motion values beyond 50 km (vertical green line) were fitted with Equation (2.5). The red dashed curves show the fit, and the red solid curves show the extrapolation. The extrapolated values were then scaled so that the value at 600 km predicted by the fitted model matched the value provided by YA15 at 600 km.

The YA15 model provided ground-motion values at $R_{RUP} = 0$ km for all magnitudes. However, for frequencies of 25 Hz and higher, the values for the lower magnitudes show kinks in the distance scaling at $R_{RUP} < 15$ km (see left pane of Figure 2.9), which are likely artifacts of the adjustments from $R_{JB}$ to $R_{RUP}$; these adjustments were completed during the model development by Yenier and Atkinson. These breaks were removed as follows (using the 25 Hz PSA as an example):

![Figure 2.8](image)

**Figure 2.8** Large distance extensions for the YA15 GMM, 1 Hz PSA. The left frame shows the original predictions in black, and the green line shows the lower-bound limit of ground motions used to fit the model (in red); the right frame shows the final model.
- The highest frequency without the kinks is 20 Hz. Predictions for 20 Hz at $R_{RUP} < 15$ km were used as a template for the distance scaling at higher frequencies, using the predictions for $M_{8.2}$ as the reference ground motions.

- The ratio of ground motions for any magnitude $M(i)$, and the ground motions for $M_{8.2}$ is computed at 15 km for 20 Hz PSA:

$$PSARatio_{20Hz,15km}[M(i)] = \ln \left\{ \frac{PSA_{20Hz,15km}[M(i)]}{PSA_{20Hz,15km,M_{8.2}}} \right\} \quad (2.6)$$

An equivalent ratio can be computed using the 25 Hz ground motions:

$$PSARatio_{25Hz,15km}[M(i)] = \ln \left\{ \frac{PSA_{25Hz,15km}[M(i)]}{PSA_{25Hz,15km,M_{8.2}}} \right\} \quad (2.7)$$

Taking the ratio of Equations (2.7) and (2.6), we obtain a magnitude-scaling factor (MSF):

$$MSF_{25Hz}[M(i)] = \ln \left\{ \frac{PSARatio_{25Hz,15km}[M(i)]}{PSARatio_{20Hz,15km}[M(i)]} \right\} \quad (2.8)$$

which provides the difference in magnitude scaling between 20 and 25 Hz.

- Then for each magnitude $M(i) < 8.2$ and distance $R_{RUP}(j)$ less than 15 km, the ground motions are computed from the prediction for $M_{8.2}$ as follows

$$PSA_{25Hz}[M(i), R_{RUP}(j)] = PSA_{25Hz,M_{8.2}}[M_{8.2}, R_{RUP}(j)] \ast \exp \left\{ \ln \left[ \frac{PSA_{20Hz}[M(i), R_{RUP}(j)]}{PSA_{20Hz,15km,M_{8.2}}} \right] \right\} \ast (2.9)$$

The same computations are applied to frequencies above 25 Hz and to PGA. This process preserves the predictions for $M_{8.2}$ and produces similar magnitude scaling at each distance less than 15 km, as that seen in the 20 Hz motions (Figure 2.9).
2.3.4 Pezeshk, Zandieh, Campbell, and Tavakoli (PZCT) GMMs

The two original GMMs are documented in Chapter 5 of the previous PEER report [2015], with the original tables in the corresponding electronic appendix (5A-5B).

Figure 2.10 shows the large-distance extrapolation from 1000 to 1500 km. For each frequency and each magnitude, the ground-motion values beyond 120 km (vertical green line) were fitted with Equation (2.5). The red dashed curves show the fit, and the red solid curves show the extrapolation. The extrapolated values were then scaled so that the value at 1000 km predicted by the fitted model matched the value provided by PZCT at 1000 km.

Although difficult to see on the left frame of Figure 2.10, there is some oversaturation at close distance for the upper magnitude range, which was not a feature intended by the GMM developers. The right frame in Figure 2.10 shows fewer curves, and one can see the adjustment applied at close distances to prevent oversaturation. This is achieved as follows: for each frequency, the magnitude curve that produces the highest ground motions at $R_{\text{RUP}} = 0$ km is identified as the upper-limit ground motions. Then starting in sequence with the next highest magnitude, the ground motions at each distance are taken to be the maximum of the values for
that magnitude and the magnitude below. In this way, full saturation is achieved. Both models were extrapolated using Equation (2.5) and the approach described above.

![Figure 2.10](image)

**Figure 2.10** Large distance extrapolations for the PZCT_M1SS GMM, 1 Hz PSA. The left frame shows the original predictions in black, and the green line shows the lower-bound limit of ground motions used to fit the model (dashed red lines show the model fit and solid red lines show the extrapolations); the right frame shows the final model.

### 2.3.5 Frankel GMM

The original GMM is documented in Chapter 6 of the previous PEER report [2015], with the original tables in the corresponding electronic appendix (6A). The Frankel model is simulations-based and provided for a series of discrete magnitudes (4.5, 5.5, 6.5, 7.5, and 8.0) and distances. The final ground motion tables developed and documented in Chapter 6 of the previous PEER report [2015] are based on a suite of simulations with $Z_{TOR} = 5$ km. Following discussions with the developer, and in order to capture the effect of shallower ruptures for larger magnitudes, NGA-East opted to use a modified version of the GMM. The Frankel GMM, as used by NGA-East, is defined by the simulations for $Z_{TOR} = 1$ km for $M \geq 7.5$ and for $Z_{TOR} = 5$ km for all the other magnitudes.

The large distance extrapolation from 1000 to 1500 km was performed by fitting Equation (2.5) to the ground motions from the model in the 200–1000 km range. Because of the limited number of data points and their somewhat irregular nature, coefficient $c_2$ in Equation (2.5) was fixed at -0.5.
The following steps were taken for the extension to $R_{RUP} = 0$ km (see Figures 2.11 and 2.12):

- Fit the $M7.5$ and $M8$ ground motions for distances $\leq 10$ km with Equation (2.4). Parameter $h$ is set to a small value (0.2 km) that prevents singularity at $R_{RUP} = 0$ km while producing essentially a linear trend with $\ln(R_{RUP})$.

- Case 1: the ground-motion value at $R_{RUP} = 0$ km for $M7.5$ is smaller or equal to the equivalent ground motion at $M8$:
  - Both ground-motions values are kept for $R_{RUP} = 0$ km (one value for each magnitude, as shown by green dots in Figure 2.11).
  - For each of the two magnitudes, use the fit to predict ground motions to obtain missing values for distances less than those provided by the developer (red dots in Figure 2.11).

- Case 2: the ground-motion value at $R_{RUP} = 0$ km for $M7.5$ is larger than the equivalent ground motion at $M8$:
  - Combining the data from both magnitudes and refit the data for distances $\leq 10$ km with the added constraint that the ground motion $R_{RUP} = 0$ km is the same for both magnitudes (full saturation is shown as a single green dot in Figure 2.12).
  - For each of the two magnitudes, apply the constrained fit to the combined data to predict ground motions at all distances less than those provided by the developer (see red dots in Figure 2.12).

- For $M6.5$, $5.5$, and $4.5$, the ground motions at $R_{RUP} < 5$ km are computed as the extended values for $M7.5$ (from above) multiplied by the ratio of the predictions for $M6.5$, $5.5$, or $4.5$ divided by the prediction for $M7.5$ from the $Z_{TOR} = 5$ km simulations. In other words, the slope in ground motions from the $M7.5$ is applied to the lower magnitudes for $R_{RUP} < 5$ km. The results are shown by the red open circles in Figures 2.11 and 2.12.

The ground-motion values were then extrapolated to $M4$ and $M8.2$, and interpolated to fill-up the intermediate magnitudes and distances composing the table.
Figure 2.11  Extrapolation of Frankel GMM, 0.1 Hz PSA, Case 1 example. The left frame shows open black circles for $Z_{TOR} = 5$ km simulations, solid black circles for $Z_{TOR} = 1$ km simulations, green circles for ground motions extrapolated to $R_{RUP} = 0$ km for $M7.5$ and $M8$ and open red circles for the extrapolations (short and large distances); the right frame shows the final model.
Figure 2.12 Extrapolation of Frankel GMM, 0.2 Hz PSA, Case 2 example. The left frame shows open black circles for $Z_{TOR} = 5$ km simulations, solid black circles for $Z_{TOR} = 1$ km simulations, green circles for ground motions extrapolated to $RRUP = 0$ km for $M = 7.5$ and $M = 8$ and open red circles for the extrapolations (short and large distances); the right frame shows the final model.

2.3.6 Shahjouei and Pezeshk (SP15) GMM

The original GMM is documented in Chapter 7 of the previous PEER report [2015], with the original tables in the corresponding electronic appendix (7B).

Before SP15 GMM was extrapolated, it was first converted from $R_{JB}$ to $RRUP$, as described in Section 2.1. Figure 2.13 shows the extrapolation from 1000 to 1500 km. For each frequency and each magnitude, the ground-motion values beyond $RRUP = 120$ km (vertical green line) were fitted with Equation (2.5). The red dashed curves show the fit, and the red solid curves show the extrapolation. The extrapolated values were then scaled so that the value at $RRUP = 1000$ km predicted by the fitted model matched the value provided by SP15 at 1000 km.

Also shown on Figure 2.13 is the extrapolation from the minimum $RRUP$ provided by SP15 to $RRUP = 0$ km. This is performed assuming that there is no change in amplitude at $RRUP$ values smaller than the smallest $RRUP$ provided by SP15.
Figure 2.13 Extrapolation of SP15 GMM, 1 Hz PSA. The left frame shows the original predictions in black, and the green line shows the lower-bound limit of ground motions used to fit the model at large distances (dashed red lines show the model fit and solid red lines show the extrapolations); the right frame shows the final model.

2.3.7 Al Noman and Cramer (ANC) GMM

The original GMM is documented in Chapter 8 of the previous PEER report [2015], with the original tables in the corresponding electronic appendix (9A). This GMM was not deemed ready for use in the NGA-East project, and ground motions were not extrapolated. For completeness, we provide the same ground-motion table that was published with the original GMM report. Figure 2.14 shows the distance scaling for 1 Hz PSA.
2.3.8 Graizer GMM

The original GMM is documented in Chapter 9 of the previous PEER report [2015], with the original tables in the corresponding electronic appendix (9A). Median ground motions were provided for the complete distance range and did not require extrapolations (Figure 2.15). For completeness, we provide the same ground-motion table that was published with the original GMM report.
2.3.9 Hassani and Atkinson (HA15) GMM

The original GMM is documented in Chapter 10 of the previous PEER report [2015], with the original tables in the corresponding electronic appendix (10A).

Before HA15 GMM was extrapolated, it was first converted from $R_{JB}$ to $R_{RUP}$, as described in Section 2.1. Figure 2.15 shows an example of extrapolation. Starting with $M_8$, the curves for $M_8$ to $M_6.9$ from the HA15 results were extended from $R_{RUP} = 0.5$ km to $R_{RUP} = 0$ km, using a fit to Equation (2.4), with the ground motions for each magnitude capped by the predictions for the next largest magnitude.

After capping, predictions for $M_6.9$ were fitted with Equation (2.4) to obtain the value of $h$ for $M_6.9$. For $M_6.8$ and lower, $h$ was set using the following equation from YA15:

$$h = h(M6.9) \times 10^{0.235(M-6.9)} \tag{2.10}$$

Equation (2.4) was fitted against (for each magnitude below 6.8), using the $h$ obtained with Equation (2.10) and the ground motions for $R_{RUP}$ values between 20 and 50 km. The resulting fitted model was extrapolated back to $R_{RUP} = 0$ km, capping the predictions with those for the next highest magnitude (Figure 2.16).
Figure 2.16  Illustration of extrapolation for the HA15 GMM, PSA 1 Hz. The left frame shows the original predictions in black, the dashed green line is anchored at 20 km, the solid green line shows the lower-bound limit of ground motions used to fit the model at large distances (anchored at 120 km), and the red lines show the model; the right frame shows the final model.

2.3.10 PEER GMMs

The two original GMMs are documented in Chapter 11 of the previous PEER report [2015], with the original tables in the corresponding electronic appendix (11A-11B).

For both PEER GMMs, ground-motion predictions beyond 400 km were discarded, and the ground-motion values in the 140 to 400 km $R_{RUP}$ range were fitted with Equation (2.5). The fitted model was adjusted to match the ground motions at $R_{RUP} = 400$ km and then used to extrapolate to 1500 km. The ground-motion values for $R_{RUP} < 10$ km were discarded, and those in the distance range of 10 to 50 km were fitted by Equation (2.4). The fitted model was scaled to match the ground motions at 10 km and used to extrapolate to $R_{RUP} = 0$ km. Some degree of oversaturation was allowed for higher frequency ground motions, as provided by the fitted model. Figure 2.17 illustrates the extrapolation scheme.
Figure 2.17  Illustration of extrapolation for the PEER_GP GMM, PSA 1 Hz. The left frame shows the original predictions in black and the extrapolations in red; the right frame shows the final model.

2.4  SPECTRAL-SHAPE ADJUSTMENTS

The adjustment of the GMMs to large distances was performed independently for each frequency. This can lead to an unphysical spectrum at large distances, with a trough at high frequencies beyond the peak of the spectrum. This observation was also made for some of the initial NGA-East GMMs (before extrapolation) and was noticed for large distances in some of the NGA-West2 GMMs (R. Youngs and N. Abrahamson, personal communication). Examples are shown for the 1CCSP and the PEER_GP models (blue lines in Figure 2.18 and 2.19). This effect is not observed for all models, but when it occurs, it is typically for distances larger than 400 km (specific range is model dependent).

To correct these unphysical spectra, the high-frequency part is essentially replaced by a linear trend. If there is a trough at frequencies beyond the peak, the high-frequency ground-motion values are fixed to a specific value, following two possible cases. If there is a secondary peak beyond the trough, then the ground-motion values are fixed at the geometric mean of the trough value and the secondary peak value (Figure 2.18). Otherwise, the spectrum is fixed at the geometric mean of the trough value and the PGA value (anchored at 200 Hz in the plots, for illustration), as shown in Figure 2.19. After the distance extrapolation is completed, the process is applied systematically to all the spectra from all the GMMs.
Figure 2.18  Example of spectral-shape correction showing the 1CCSP spectrum for $M_8$ and $R_{RUP} = 1200$ km. The blue line is the original spectrum showing a trough-and-peak pair at high frequencies. The purple line shows the adjusted spectrum.

Figure 2.19  Example of spectral-shape correction showing the PEER_GP spectrum for $M_8$ and $R_{RUP} = 1200$ km. The blue line is the original spectrum showing a trough at high frequencies. The purple line shows the adjusted spectrum.
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3.1 INTRODUCTION

The scaling of PSA, PGA, and PGV with source depth was not specifically addressed in the previous PEER report [2015]. Of the ten developers who provided ground motions for the NGA-East project, only two (YA15 and PEER) included a focal-depth dependence of the motions as a fundamental part of their methodology. The motions provided by those developers were for nominal focal depths, however, and did not include a depth variable (such as focal depth or the depth to the top of rupture \(Z_{TOR}\)). Frankel has shown that there is a significant depth dependence for longer period motions (see Figure 3.1), which he attributes to the excitation of surface waves for shallow sources. But short-period motions in his model were obtained from stochastic model simulations, which use a depth-independent stress parameter and therefore have no depth dependence.

Empirical evidence suggests that the scaling of ground-motion intensity measures with source depth may be a non-negligible effect. Section 3.2.1 discusses empirical evidence of a relationship between source depth and stress parameter. Section 3.2.2 discusses how a relationship between stress parameter and source depth would affect the forward computations of ground motions; and Section 3.3 discusses the development of a simple scaling model for application to the NGA-East Median GMMs.
3.2 DEPTH AND STRESS PARAMETER FROM CENA DATA

This section consists of two distinct parts. The first part looks at stress parameters obtained by several teams in the NGA-East Project from inversions of data. One team (YA15) found a depth dependence to the stress parameter of earthquakes, particularly for depths less than about 10 km. This depth dependence is largely driven by shallow natural events and by shallow potentially-induced earthquakes (PIEs); both types of events have relatively low stress parameters. There is a slight suggestion of a weaker dependence of stress with depth for depths greater than 10 km from independent work of Boatwright (not one of the GMM developers, personal communication). Guided by these studies, as well as that of DASG, we constructed a depth-dependent stress parameter model and then performed simulations to make quantitative assessments of the differences in ground motions for events of varying $M$ at different depths. For small events, we find that the depth dependence of stress at depths less than 10 km leads to a depth scaling of ground motions that is much larger than the depth dependence in the PEER NGA-East models or several NGA-West2 models. Averaging the depth-dependent stress over a fault width, however, decreases the depth-dependence of motions for larger events, and then the results are in better agreement with those from NGA-West2 models.

This section was written by David M. Boore
3.2.1 Depth-Dependence of the Stress Parameter: Evidence from Data Inversion Exercises

DASG and YA15 inverted stress parameters for CENA earthquakes. In addition, Dr. Boatwright provided a spreadsheet with stress parameters for CENA earthquakes [personal communication, 2014 and 2015]. In this section we summarize the results of these three studies.

**YA15’s Derived Stress Parameters**

It is well known (e.g., Boore et al. [2010] and Boore [2012]) that stress parameters \(\Delta \sigma\) derived from the absolute values of either Fourier amplitude spectra (FAS) or PSA at certain frequencies or periods can be quite sensitive to the model parameters used to predict the amplitudes of the FAS or PSA. In particular, different attenuation models (geometrical spreading and anelastic attenuation) can lead to very different stress parameters when inverting motions from the same dataset (e.g., see Chapter 2 in the previous PEER report [2015]). To overcome this dependence, YA15 determined \(\Delta \sigma\) by fitting the shape of the response spectra, not the absolute levels. In essence, this determined the corner frequency from which \(\Delta \sigma\) can be derived.

The hypocentral depth \((Z_{\text{HYP}}, H_{\text{Hypo}})\) and magnitude dependence of the events analyzed by YA15 are shown in Figure 3.2. They used events from all but the Gulf Coast region, and they include PIEs in their equation for \(\Delta \sigma\) as a function of focal depth and magnitude. In Figure 3.2, tectonic (or natural) events are distinguished from PIEs, and for both cases, events for which their derived \(\Delta \sigma\) is less than and greater than 200 bars are also plotted using different symbols (this is close to the median stress of 212 bars for natural events).

One thing that is clear from Figure 3.2: PIEs are generally small, shallow, and have \(\Delta \sigma\) less than 200 bars. It is worth noting, however, that a number of naturally occurring events are also small, shallow, and have \(\Delta \sigma\) less than 200 bars. There are few events with \(M > 5\), and of those, all of the natural events have focal depths greater than 10 km and \(\Delta \sigma\) greater than 200 bars.

YA15 included PIEs in their analysis. They found a small magnitude dependence to \(\Delta \sigma\) (Figure 3.3) and a larger dependence of \(\Delta \sigma\) on focal depth (Figure 3.4). The depth dependence of \(\Delta \sigma\) is driven both by natural events and PIE events. Both types of events have similar \(\Delta \sigma\)’s for the same focal depth.
Figure 3.2 Magnitude-depth distribution of events for which YA15 determined stress parameters. The heavy blue line indicates the depth used in deriving the ground motions provided to the NGA-East project.
Figure 3.3  YA15 stress parameters as a function of magnitude. The lines are their equations.
Figure 3.4  YA15 stress parameters as a function of focal depth. The lines are their equations.

**Boatwright’s Derived Stress Parameters**

Dr. Boatwright provided spreadsheets containing the results of his analyses of a number of events in CENA [personal communication]. It is our understanding that he determined $\Delta \sigma$ by fitting both the shape of the FAS to determine the corner frequency, from which he determined $\Delta \sigma$. Figure 3.5 shows the magnitude-focal depth distribution of the events he used.

Boatwright’s analysis of events was more restrictive than YA15 (DASG). He used events from southeastern Canada and northeastern U.S. He used no PIEs, and he subdivided the events into three regions, as indicated in Figure 3.5. The overall distribution with magnitude is about the same for the three regions, with eastern Quebec having a few more small magnitude events. Note that all but one of the northeastern U.S. events has focal depths less than 10 km; in contrast, most of the events in Quebec occur at depths greater than 10 km. This means that if there are regional differences in stress, it will be difficult to draw definitive conclusions about the depth variation of $\Delta \sigma$ for events in regions for which the depths do not span a large range.
There is little or no support in Figure 3.6 for a magnitude dependence in Quebec similar to that found by either YA15 or by DASG. Indeed, the results for events in eastern Quebec with depths greater than 10 km suggest a decrease, rather than an increase, of $\Delta\sigma$ with magnitude. The results for northeastern U.S. are somewhat scattered, but they could be taken as being broadly consistent with the YA15 and DASG magnitude dependence of $\Delta\sigma$. The distribution of $\Delta\sigma$ with focal depth is shown in Figure 3.7.

**Figure 3.5** Magnitude-depth distribution of events for which Boatwright determined stress parameters.
Figure 3.6  Boatwright’s stress parameters as a function of magnitude. The eastern Quebec points are subdivided into events with focal depths less than and greater than 10 km. The lines are from Yenier and Atkinson for $M = 4$ and a subjective fit by David Boore to DASG values (see Section 3.2.2).
Figure 3.7  Boatwright’s stress parameters as a function of focal depth. The eastern Quebec points are subdivided into events with magnitudes less than and greater than 4. The western Quebec symbols have been enlarged so that two of the values at a depth near 5 km can be seen. The lines are from Yenier and Atkinson for $M = 4$ and a subjective fit by David Boore to Boatwright’s values.
The most striking results in Figure 3.7 are the low values of $\Delta\sigma$ for events in western Quebec. We note that none of the developers of GMMs for the NGA-East project have subdivided southeastern Canada as was done by Boatwright, and thus the regional differences shown in Figure 3.7 will be mapped into increased scatter in the stresses inverted from the NGA-East data by others. For depths less than 10 km, the northeastern U.S. and the eastern Quebec $\Delta\sigma$ are consistent with one another and also suggest a depth dependence similar to that found by YA15. It is interesting to note that the absolute levels of $\Delta\sigma$ as well as the trends with depth for the two studies are similar to one another, although the distance attenuation functions are quite different. This is contrary to what David Boore found in his own inversions (see Chapter 2 in the previous PEER report [2015]). This may be a result of both studies relying on spectral shape to determine corner frequencies from which $\Delta\sigma$ are derived. One other point: given the obvious regional differences of $\Delta\sigma$ in Quebec, it could be that the similarity of $\Delta\sigma$ for shallow events in northeastern U.S. and eastern Quebec is a coincidence. If so, this removes some support for the apparent depth dependence of $\Delta\sigma$.

**DASG's Derived Stress Parameters**

Darragh et al. (DASG) used data from Region 2 to determine their stress parameters. They fit the shape and the absolute levels of FAS to find simultaneously many of the model parameters, including source, path, and site parameters. Interestingly, they find a much lower $\kappa$ (0.005 sec) for BC sites than used by YA15 (0.025 sec) (and perhaps by Boatwright, but this has not been verified). This may be a partial explanation for the large differences, shown later, in the absolute values of $\Delta\sigma$ found by DASG, compared with those found by the other two studies (whose values of $\Delta\sigma$ are similar to one another). The magnitude—focal depth distribution of the events used by DASG—is shown in Figure 3.8.

The most obvious feature in Figure 3.8 is that the majority of the events at depths less than 10 km are from PIEs. There is not an obvious correlation of focal depth and $M$ for either the natural events or the PIEs. The similar $H_{HYPO}$ distribution for natural events for stress parameter less than and greater than 20 bars suggests that there is not a strong dependence of $\Delta\sigma$ on focal depth (see later plot). (A note on notation: SP is the term used by DASG for the stress parameter; for consistency with the previous figures, we use $\Delta\sigma$ in the plots.) However, the events with $\Delta\sigma$ less than 20 bars are generally for small $M$, suggesting an $M$ dependence of $\Delta\sigma$. This is shown in Figure 3.9.

Also, note that the events are not centered in the depth range used in the simulations. But excluding the PIEs, there does not appear to be a strong depth dependence to $\Delta\sigma$, so maybe this is not an issue.
Figure 3.8  Magnitude-depth distribution of events for which Darragh et al. determined stress parameters. The horizontal blue lines show the depth range used in the simulations (it is our understanding that these depths were used to give a range of $R_{RUP}$ for a given $R_{JB}$; no depth dependence of $\Delta \sigma$ was used in the simulations).
Figure 3.9  DASGs stress parameters as a function of magnitude. The lines are from YA15 for $M_4$ and a subjective fit by D. Boore to DASG’s values. Also shown by lines are the stressed used by DASG for $M_{4.5}$ and $M_{5.5}$, as well as for their magnitude-dependent stress model for larger magnitudes (the magenta line).
In addition to generally having the smallest values of $\Delta \sigma$, the $M$ dependence of $\Delta \sigma$ is clearest for PIEs. The $M$ dependence is not as clear for shallower natural events, but there are only two shallow ($z < 10$ km) natural events with $M > 4$, so it would difficult to conclude anything about a $M$ dependence for shallow natural events. The case for an $M$ dependence of $\Delta \sigma$ is somewhat stronger for the natural events with $z > 10$, but again the lack of many large events makes it difficult to draw firm conclusions. DASG realized this, so they used an $M$ dependence of $\Delta \sigma$ from Western North America (WNA) data, centering it on their derived value of $\Delta \sigma$ for CENA natural events with a magnitude near 4.5. Figure 3.9 shows their $M$-dependent $\Delta \sigma$ for larger events.

Also shown in Figure 3.9 is the $M$-dependence found by YA15. Because of the large difference in the amplitudes of $\Delta \sigma$ from the two studies, the YA15 curve was adjusted downward by a factor of 80/300 in order for it to coincide at $M = 5$ (with the subjective relation between $\Delta \sigma$ and $M$ for the DASG results). It appears that DASG’s $M$-dependent $\Delta \sigma$ is stronger than found by YA15. The dependence of $\Delta \sigma$ on focal depth for the DASG study is shown in Figure 3.10.

There seems to be no depth dependence of $\Delta \sigma$ for small magnitude ($M < 4$) natural events, and there are too few larger natural events with focal depths less than 10 km to conclude anything about the depth dependence of $\Delta \sigma$ for larger, shallow events. On the other hand, excluding the smaller natural events, the depth dependence of the DASG’s $\Delta \sigma$, including the PIEs, is roughly consistent with the depth dependence from the YA15 study (adjusted for the difference in absolute values of $\Delta \sigma$ between the two studies).
Figure 3.10  DASG’s stress parameters as a function of focal depth. The solid lines are from Yenier and Atkinson for $M_4$ and a subjective fit by D. Boore to Boatwright’s values for eastern Quebec. Those lines were adjusted downward by the indicated factors to account for the differences in the values of $\Delta \sigma$ (see text for details). The horizontal dashed lines are values in DASG’s depth-dependent $\Delta \sigma$ model for two magnitudes; the vertical magenta lines show the range of depths used in DASG’s simulations (but they did not allow any depth dependence of $\Delta \sigma$ in their simulations—see caption to Figure 3.8).
3.2.2 Consequences of a Depth-Dependent Stress Parameter using the Point-Source Stochastic Model

The three studies of $\Delta \sigma$ reviewed in the previous section do not all reach the same conclusions about the magnitude and depth dependence of $\Delta \sigma$. We do find, however, that the evidence for an increasing $\Delta \sigma$ with depth for depths less than 10 km is fairly convincing. It seems that this increase is consistent both for natural events and PIEs. It does not seem to be a magnitude effect, as the depth distribution for a given range of magnitudes extends from shallow depths to over 20 km. The next steps for the analysis are to determine a depth dependence of $\Delta \sigma$ and then to use this dependence to do simulations of ground motions for varying depth but fixed values of $R_{RUP}$. Using simulations allows us to propagate those effects to a wider range of $M$, depth and distances, and to draw conclusions on the importance to ground motions of a depth dependence of $\Delta \sigma$.

The Stress Parameter–Depth Function, $\Delta \sigma(z)$

The selected stress parameter–depth function $\Delta \sigma(z)$ combines the YA15 function for depths less than 10 km and the subjective fit to Boatwright’s data for deeper depths (these functions are shown in Figures 3.7 and 3.10). Because the simulations will use the Boatwright and Seekins [2011] (BS11) attenuation model and the other model parameters developed for the Boore GMMs (see Chapter 2 of the PEER NGA-East GMM report [2015]), the functions were adjusted to give the median value of 172 bars consistent with the GMM development [this value was obtained from inverting nine well-recorded earthquakes in Eastern North America (ENA)]. In the original work, this value of $\Delta \sigma$ was assigned to a depth of 13 km, which is the median value of the focal depths of the earthquakes used in the inversion. The selected $\Delta \sigma(z)$ function is shown in Figure 3.11; also shown in the figure are averages of the stress parameter over various ranges of depth, as discussed in the next section.
Figure 3.11 The stress parameter–depth function used in the simulations. Shown is the $\Delta \sigma(z)$ function from the inversions discussed earlier, as well as the stress parameters used in the simulations for three magnitudes ($M = 4, 6,$ and $8$); these parameters were derived by an averaging of a power of $\Delta \sigma(z)$ over the width of the fault for each magnitude.
Simulated Motions using SMSIM

The SMSIM stochastic-method program *tmrs_loop_rv_drvr* [Boore 2005] was used to simulate motions for \( \Delta \sigma \) at a number of depths. In addition to \( \Delta \sigma \), the other depth-dependent parameters were the source velocity and density, and the crustal amplifications. The velocity profile shown in Figure 5 of Boore and Thompson [2015] (BT15), for which \( V_{S30} = 3 \) km/sec, was used. The BT15 amplifications were modified by multiplying the values by the square root of the seismic impedance at each depth by that for the reference depth of 8 km used by BT15. This resulted in only small increases (less than 5%) of the crustal amplifications for depths less 8 km. We assumed no changes in the amplifications for sources at deeper depths (the BT15 model is constant below about 9 km).

The BT15 finite-fault adjustment factors for stable continental regions were used to convert \( R_{RUP} \) to the point-source distance \( R_{PS} \) (note that \( h \) on the left side of BT15’s equation (3) for the finite-fault adjustment factor should be \( \log h \)).

The motions were simulated for \( M = 4, 5, 6, 7, \) and \( 8, R_{RUP} = 20 \) km and 200 km, and depths from 0 km to 30 km. Note that although a point-source simulation method was used, finiteness of the fault was accounted for in several ways. The most important aspect is that the stress parameter used for the simulations of motions for each magnitude was taken as an average of the \( \Delta \sigma(z) \) over a fault width, assuming a dip of 45°. The fault widths were those used in the Graves and Pitarka [2015] simulations developed for the NGA-East median GMMs (Appendix 1B in the previous PEER report [2015]). They are given in Table 3.1.

Table 3.1  Fault widths (W) used in finding an average stress parameter (courtesy of R. Graves).

<table>
<thead>
<tr>
<th>M</th>
<th>W (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.8</td>
</tr>
<tr>
<td>5</td>
<td>2.5</td>
</tr>
<tr>
<td>6</td>
<td>6.5</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>40</td>
</tr>
</tbody>
</table>

Assuming that high-frequency motions from various points on the rupture surface add incoherency, and in view of the high-frequency portion of the FAS (above the corner frequency) where \( \text{FAS} \approx \Delta \sigma^{\frac{2}{3}} \), the effective stress parameter was given by

\[
\Delta \sigma(Z_{TOR}, M) = \left[ \frac{1}{N} \sum_{i=1}^{N} (\Delta \sigma(z_i))^{2/3} \right]^{3/2}
\]

(3.1)

where the sum is over depths spanned by the width of the fault, starting at the depth \( Z_{TOR} \). The width depends on magnitude \( M \) (Table 3.1). The source velocity and density were taken from the Boore and Thompson [2015] (BT15) \( V_{S30} = 3 \) km/sec velocity model at a depth corresponding to
the midpoint of the fault width for each $Z_{TOR}$. This velocity and density were also used to adjust the BT15 crustal amplifications. In general the effect of using these $M$- and $Z_{TOR}$-dependent velocities and densities was small compared to the effect of averaging $\Delta \sigma$ over the fault width. One other modification to capture finite-fault effects was to use the BT15 finite-fault adjustment factor. As ratios of motions for a fixed $R_{rup}$ were of primary interest, the effect of the finite-fault adjustment to distance was minor.

Before showing the results, we note from Figure 3.11 that there is an over-a-factor-of-10 increase in $\Delta \sigma$ from 0 to 10 km for small earthquakes. This will obviously result in a large increase in the simulated ground motions. For example, equation A10a in Boore [1983] shows that

$$\log PGA \approx 0.8 \log \Delta \sigma$$  \hspace{1cm} (3.2)

therefore, an increase of a factor of 10 in $\Delta \sigma$ will result in an increase factor of more than 6 in ground motions.

The ratios of motions (PSA) at different $Z_{TOR}$ depths $z$ to those at $Z_{TOR} = 10$ km are shown in Figures 3.12–3.16 (one magnitude per figure). Because of the changing corner frequency with magnitude and stress parameter, the ratios are period dependent. As magnitude increases, the period range of essentially constant ratios increases. There is little difference in the ratios for $R_{rup} = 20$ km and 200 km, as expected (as all parameters related to the path are being held constant, and the figures only show ratios of motions).

Although the figures above contain a complete summary of the results, what is often wanted is an idea of what change of motions with depth occurs for a fixed period and magnitude. To satisfy this desire, Figure 3.17 shows that dependence for $T = 0.2$ sec and magnitudes of $M = 4, 5, 6, 7,$ and 8.
Figure 3.12  Ratio of simulated motions from point sources at depths $z$ (in km) and 10 km, for $M = 4$ and two values of $R_{rup}$: (20 km and 200 km). The relation between $\Delta \sigma$ and $z$ discussed above was used in choosing the $\Delta \sigma$ to be used for the point source at each depth $z$. 
Figure 3.13  Ratio of simulated motions from point sources at depths $z$ (in km) and 10 km for $M = 5$ and two values of $R_{RUP}$ (20 km and 200 km). The relation between $\Delta \sigma$ and $z$ discussed above was used in choosing the $\Delta \sigma$ to be used for the point source at each depth $z$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.13.png}
\caption{Ratio of simulated motions from point sources at depths $z$ (in km) and 10 km for $M = 5$ and two values of $R_{RUP}$ (20 km and 200 km). The relation between $\Delta \sigma$ and $z$ discussed above was used in choosing the $\Delta \sigma$ to be used for the point source at each depth $z$.}
\end{figure}
Figure 3.14  Ratio of simulated motions from point sources at depths $z$ (in km) and 10 km for $M = 6$ and two values of $R_{RUP}$ (20 km and 200 km). The relation between $\Delta \sigma$ and $z$ discussed above was used in choosing the $\Delta \sigma$ to be used for the point source at each depth $z$. 
Figure 3.15  Ratio of simulated motions from point sources at depths $z$ (in km) and 10 km for $M = 7$ and two values of $R_{RUP}$ (20 km and 200 km). The relation between $\Delta \sigma$ and $z$ discussed above was used in choosing the $\Delta \sigma$ to be used for the point source at each depth $z$. 
Figure 3.16  Ratio of simulated motions from point sources at depths \( z \) (in km) and 10 km for \( M=8 \) and two values of \( R_{RUP} \) (20 km and 200 km). The relation between \( \Delta \sigma \) and \( z \) discussed above was used in choosing the \( \Delta \sigma \) to be used for the point source at each depth \( z \).
Figure 3.17  Ratio of simulated $T = 0.2$ sec response spectra from point sources at the indicated depth $Z_{TOR} = z$ and $Z_{TOR} = 10$ km for $M=4, 5, 6, 7,$ and $8,$ and $R_{RUP} = 20$ km. The stress parameter used in the simulations was from an average of $\Delta \sigma(z)$ over the fault width for each magnitude event.
Figure 3.17 also compares the results with those from two NGA-West2 models (Abrahamson et al. [ASK14] and Campbell and Bozorgnia [CB14]). The models show a much weaker depth dependence to the motions for depths less than 10 km for small events, and most show a stronger dependence at greater depths. For larger events and depths less than about 10 km, the simulated depth dependence is somewhat similar to scaling shown by the NGA-West2 models (especially ASK14).

**Discussion**

There appears to be a depth dependence to the stress parameter for small events at depths less than about 10 km. This includes almost all PIEs and some natural earthquakes, as seen in Figures 3.2, 3.5, and 3.8, and in Figure 3.18, made from the complete 18 November 2014 NGA-East flatfile [Goulet et al. 2014].

If the depth dependence $\Delta \sigma$ found in the inversion studies reviewed above, there is a significant depth dependence to ground motions for depths less than 10 km that is not captured in the NGA-East ground-motion models. On the other hand, this depth dependence might only be of practical importance for shallow, small-magnitude events. As the figure above shows, most natural events occur at depths greater than 10 km, even those with small magnitudes. For this reason, although the effect of the depth variation on ground motions is substantial, it is primarily of importance mostly for PIEs.

![Focal depth—magnitude scatterplot for events in the 18 November 2014 NGA-East database flatfile](image)

**Figure 3.18** Focal depth—magnitude scatterplot for events in the 18 November 2014 NGA-East database flatfile [Goulet et al. 2014].
3.3 EXISTING SOURCE-DEPTH MODELS

The distribution of depth for $M > 5.5$ in the NGA-East database is not well populated. Therefore, the scaling of ground motion with source depth for $M > 5.5$ cannot be derived empirically from the NGA-East data. Rather, existing models developed for data-rich regions are used as the basis for the development of a model appropriate for CENA. This section presents existing models for source-depth scaling, which will be used to guide the development of a source-depth adjustment model for CENA. There are four source-depth scaling models presented here: three from NGA-West2 [Bozorgnia et al., 2014]: Chiou and Youngs [2014] (CY14), Campbell and Bozorgnia [2014] (CB14), and Abrahamson, Silva and, Kamai [2014] (ASK14), and one from the PEER NGA-East Median GMM [2015]. The four source-depth scaling models are not all a function of the same source-depth metric (CY14 $Z_{TOR}$, ASK14 $Z_{TOR}$, CB14 $Z_{HYP}$ and, PEER NGA-East $Z_{HYP}$). This can present challenges when comparing them to one another. However, if the magnitude ranges these are applicable to is taken into consideration, informed decisions can be made. Additionally, we present a model for the expected value of $Z_{TOR}$ as a function of $M$, which will be considered when centering the proposed source-depth adjustment model.

**Chiou and Youngs 2014**

The CY14 model, which predicts peak ground-motion values and PSA values for a range of frequencies, includes a source-depth scaling model that is magnitude dependent. The basic form of this GMM, including depth scaling is:

$$\ln(y_{ref,i,j}) = f_{RV} + f_{NM} + f_{ZTOR} + f_{\delta} + f_{M} + f_{geom} + f_{\gamma} + f_{D} + f_{HW}$$

(3.3)

where $y_{ref,i,j}$ is the predicted ground-motion intensity measure for the $i^{th}$ event at the $j^{th}$ station for the reference site condition, $f_{RV}$ is the reverse mechanism scaling model, $f_{NM}$ is the normal mechanism scaling model, $f_{ZTOR}$ is the source-depth scaling model, $f_{\delta}$ is the fault-dip scaling model, $f_{M}$ is the magnitude scaling model, $f_{geom}$ is the geometrical spreading model, $f_{\gamma}$ is the anelastic attenuation model, $f_{D}$ is the directivity model, and $f_{HW}$ is the hanging-wall model. The source-depth scaling model is given by:

$$f_{ZTOR} = f_{ZTOR,M} \Delta Z_{TORi}$$

(3.4)

where $f_{ZTOR,M}$ is the magnitude-dependent scaling factor, and $\Delta Z_{TORi}$ is the centered $Z_{TOR}$. The magnitude-dependent scaling factor, $f_{ZTOR,M}$, is given by,

$$f_{ZTOR,M} = \left\{ c_{7} + \frac{c_{7b}}{\cosh\left[2 \cdot \max\left(M_{i} - 4.5, 0\right)\right]} \right\}$$

(3.5)

where $c_{7}$ and $c_{7b}$ are frequency-dependent coefficients. $\Delta Z_{TORi}$ is given by,

$$\Delta Z_{TORi} = Z_{TORi} - E(Z_{TOR})$$

(3.6)

where $E(Z_{TOR})$ is the mean $Z_{TOR}$ as a function of both magnitude and earthquake focal mechanism. For reverse and reverse-oblique mechanisms, $E(Z_{TOR})$ is given by,
\[ E[Z_{TOR}] = \max \left[ 2.704 - 1.226 \max (M - 5.849, 0), 0 \right]^2 \]  
(3.7)

and for strike-slip and normal mechanisms \( E(Z_{TOR}) \) is given by,

\[ E(Z_{TOR}) = \max \left[ 2.673 - 1.136 \max (M - 4.790, 0), 0 \right]^2 \]  
(3.8)

**Abrahamson, Silva, and Kamai 2014**

The ASK14 model, which predicts peak ground-motion values and PSA values for a range of frequencies, includes a source-depth scaling model that is magnitude independent. The basic form of this GMM, including depth scaling, is:

\[
\ln \left( y_{ij} \right) = f_B + f_{RV} + f_{NM} + f_{AS} + f_{HW} + f_{z_{TOR}} + f_{Z} + f_{Reg}
\]  
(3.9)

where \( y_{ij} \) is the predicted ground-motion intensity measure for the \( i \)th event at the \( j \)th station, \( f_B \) is the base model, which includes magnitude and distance scaling, \( f_{AS} \) is the aftershock scaling model, \( f_{VS} \) is the nonlinear site response model, \( f_{z1} \) is the soil-depth model, and \( f_{Reg} \) is the regional adjustment model to the site response model and the anelastic attenuation for Taiwan, China, and Japan. The source-depth scaling model is given by:

\[
f_{z_{TOR}} = \begin{cases} 
a_{15} \frac{Z_{TOR}}{20} & \text{for } Z_{TOR} < 20 \text{ km} \\
a_{15} & \text{for } Z_{TOR} \geq 20 \text{ km} 
\end{cases}
\]  
(3.10)

where \( a_{15} \) is a frequency-dependent coefficient.

**Campbell and Bozorgnia 2014**

The CB14 model, which predicts peak ground-motion values and PSA values at a range of frequencies, includes a source-depth scaling model that is magnitude dependent. The basic form of this GMM, including depth scaling, is:

\[
\ln \left( y_{ij} \right) = f_M + f_{geom} + f_{fl} + f_{HW} + f_{YS} + f_{sed} + f_{Z_{HYP}} + f_{Z} + f_{f}
\]  
(3.11)

where, \( f_{fl} \) is the style of faulting model, \( f_{sed} \) is the basin response model, and, \( f_{Z_{HYP}} \) is the source-depth scaling model. The source-depth scaling model is given by:

\[
f_{z_{HYP}} = f_{z_{HYP,H}} f_{z_{HYP,M}}
\]  
(3.12)

where \( f_{z_{HYP,H}} \) is the centered hypocentral depth (\( Z_{HYP} \)) given by,

\[
\begin{align*}
f_{z_{HYP,H}} &= Z_{HYP} & 0 \leq Z_{HYP} < 7 \\
f_{z_{HYP,H}} &= Z_{HYP} - 7 & 7 < Z_{HYP} \leq 20 \\
f_{z_{HYP,H}} &= 13 & Z_{HYP} > 20
\end{align*}
\]  
(3.13)

and \( f_{z_{HYP,M}} \) is the magnitude-dependent scaling factor given by,
where $c_{17}$ and $c_{18}$ are frequency-dependent coefficients.

**PEER NGA-East Median GMM**

The PEER NGA-East Median GMM, described in detail in the previous PEER report [2015], included $Z_{HYP}$ as a predictive parameter in the empirical portion of the model. The empirical portion of this model was developed on the FAS of acceleration; thus the source-depth scaling model was not developed specifically for PSA or other peak ground motions. The source depth-scaling portion of the FAS GMM is given by

$$f_{Z_{tor},FAS} = c_{9} \frac{Z_{HYP}}{20} \quad (3.15)$$

where $c_{9}$ is a frequency-dependent coefficient. This coefficient is not directly comparable to the source-depth scaling factors of the NGA-West2 models. To make a more direct comparison, the PEER team predicted PSA for a range of oscillator frequencies from 0.1–100 Hz, $Z_{HYP} = 5, 10, 20, \text{ and } 30 \text{ km}$, $M = 5$, $R_{RUP} = 20 \text{ km}$, and $V_{S30} = 760 \text{ m/sec}$. These were then fit to a simple model, given by

$$f_{Z_{tor}} = b_{9}' \frac{Z_{HYP}}{20} \quad (3.16)$$

where $b_{9}'$ is a frequency-dependent coefficient. This coefficient is more comparable to the NGA-West2 source-depth scaling factors.

**Comparisons of Source-Depth Scaling Models**

These four models are not all directly comparable (two have magnitude-dependent scaling, two are based on $Z_{TOR}$), but in order to illustrate how the NGA-East depth-scaling adjustment model will behave, it is important to know how similar/different they are from one another. Figure 3.19 shows a comparison of their depth-scaling factors ($f_{Z_{tor},M}$ for CY14, $a_{15}/20$ for ASK14, $f_{Z_{hys},M}$ for CB14 and, $b_{9}'/20$ for PEER NGA-East) for various magnitudes as a function of frequency. These scale factors represent how much the natural log of the median prediction of ground motion would change given a unit change in source-depth parameter (either $Z_{TOR}$ or $Z_{HYP}$).

For $M \geq 6.5$, the source-depth scaling factors are comparable; the magnitude-dependent models stop changing (CB14) or change very little (CY14) above this magnitude. However at $M5$, the range of scale factors between models is a factor of two or greater for frequencies above 10 Hz. The PEER source-depth scale factor compares reasonably with the three NGA-West2 scale factors. Similar to the ASK14 model, the PEER source-depth scale factor is not magnitude-dependent. This is driven by the fact that the distribution of depth for $M > 5.5$ in the NGA-East database is not well populated.
Figure 3.19  Source-depth model scale factors for the three NGA-West2 models and the implied source-depth scaling factor from the PEER NGA-East model: CY14 in dark green, ASK14 in blue and, CB14 in black, PEER in magenta (top $M = 5.0$, middle $M = 6.5$, and bottom $M = 8.0$).
3.4 DEVELOPMENT OF SOURCE-DEPTH ADJUSTMENT MODEL

This section presents a simplified model for adding source-depth scaling to the NGA-East median GMMs, including a source-depth scaling and its proposed model centering. The formulation of this model is based on the models presented in the previous section. The model developed here is parameterized with \( Z_{TOR} \). The main motivation for choosing \( Z_{TOR} \) is that it is a less computationally intensive parameter to integrate into PSHA computations.

3.4.1 Source-Depth Scaling

The shape of the three NGA-West2 source-depth scaling models with frequency and magnitude guides the proposed source-depth adjustment model. Additionally, the proposed model is constrained by the source-depth scaling implied by PEER NGA-East Median GMM [2015].

The proposed source-depth adjustment model for the suite of NGA-East median GMMs is given by

\[
Z_{TOR} = Z_{TOR, M} f_{ZTOR, Z}
\]

where \( f_{ZTOR, M} \) is the magnitude-dependent source-depth scaling factor, and \( f_{ZTOR, Z} \) is the centered \( Z_{TOR} \). The magnitude-dependent source-depth scaling factor, \( f_{ZTOR, M} \), is given by

\[
f_{ZTOR, M} = b_1 + \frac{b_2 (M - 5.0)}{1.5} \quad 5 < M \leq 6.5
\]

\[
f_{ZTOR, M} = b_1 + b_2 \quad M \leq 5.0
\]

\[
f_{ZTOR, M} = b_1 + b_2 \quad 6.5 < M
\]

where \( b_1 \) and \( b_2 \) are frequency-dependent coefficients, see Table 3.2. The coefficients \( b_1 \) and \( b_2 \) were set by averaging the three NGA-West2 models over the range of low to intermediate frequencies and by following the PEER model at high frequencies. The threshold of high and low frequency was magnitude-dependent, reflecting the magnitude-dependence trends from two of the NGA-West2 models. The functional form was selected to offer a simple, smooth transition between the source-depth scaling factor for \( M = 5 \) and \( M = 6.5 \). Figure 3.20 shows the average of the NGA-West2 models for the full frequency range and for \( M = 5 \) and \( M = 6.5 \), as well as the proposed model. Figure 3.21 shows the proposed source-depth scale factors plotted against frequency for a range of \( M \).

For all magnitudes, the average of the NGA-West2 source-depth scaling factors was taken for the proposed model between 0.33 and 5 Hz. For simplicity, the source-depth scale factors are flat at frequencies above 5 Hz and below 0.33 Hz to avoid adopting a more complicated shape that is not informed by NGA-East data. Above 5.0 Hz the proposed model was held constant at the 5-Hz value. This constraint was imposed because 5.0 Hz is where the average of the NGA-West2 models reaches the level of scale factor implied by the PEER model at high frequencies. Below 0.33 Hz the proposed model was set at the NGA-West2 average for all the frequencies below 0.33 Hz, allowing the model to go to negative values. The same rule was applied to all magnitudes. Table 3.1 provides the model coefficients for Equation (3.18).
Table 3.2  Coefficients for proposed model [Equation (3.18)].

<table>
<thead>
<tr>
<th>Frequency/GMIM</th>
<th>$b_1$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>-0.01653</td>
<td>0.0173</td>
</tr>
<tr>
<td>0.13</td>
<td>-0.01653</td>
<td>0.0173</td>
</tr>
<tr>
<td>0.20</td>
<td>-0.01653</td>
<td>0.0173</td>
</tr>
<tr>
<td>0.25</td>
<td>-0.01653</td>
<td>0.0173</td>
</tr>
<tr>
<td>0.33</td>
<td>-0.01351</td>
<td>0.02875</td>
</tr>
<tr>
<td>0.50</td>
<td>-0.00607</td>
<td>0.03055</td>
</tr>
<tr>
<td>0.67</td>
<td>-0.00111</td>
<td>0.03174</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00479</td>
<td>0.02996</td>
</tr>
<tr>
<td>1.33</td>
<td>0.01003</td>
<td>0.02646</td>
</tr>
<tr>
<td>2.00</td>
<td>0.02279</td>
<td>0.0161</td>
</tr>
<tr>
<td>2.50</td>
<td>0.03069</td>
<td>0.00821</td>
</tr>
<tr>
<td>3.33</td>
<td>0.03958</td>
<td>-0.00069</td>
</tr>
<tr>
<td>4.00</td>
<td>0.04658</td>
<td>-0.00768</td>
</tr>
<tr>
<td>5.00</td>
<td>0.05346</td>
<td>-0.01457</td>
</tr>
<tr>
<td>5.88</td>
<td>0.05346</td>
<td>-0.01457</td>
</tr>
<tr>
<td>6.67</td>
<td>0.05346</td>
<td>-0.01457</td>
</tr>
<tr>
<td>8.33</td>
<td>0.05346</td>
<td>-0.01457</td>
</tr>
<tr>
<td>10.00</td>
<td>0.05346</td>
<td>-0.01457</td>
</tr>
</tbody>
</table>
Figure 3.20  Source-depth model scaling factors for the average of the three NGA-West2 models (cyan) and the proposed source-depth adjustment model (red). The NGA-West2 models and the implied source-depth scaling factor from the PEER NGA-East model are included for comparison: CY14 in dark green, ASK14 in blue and, CB14 in black, and PEER NGA-East in magenta (top $M = 5.0$ and bottom $M = 6.5$).
3.4.2 Centering of Source-Depth Adjustment Model

The mechanism for centering the source-depth adjustment model is required for its implementation in PSHA. A result of selecting $Z_{TOR}$ as the source-depth metric is that large magnitude events will have shallow $Z_{TOR}$. In other words, large magnitude events will tend to rupture the entire seismogenic thickness of the crust, and thus have $Z_{TOR}$ that are close to 0 km. If the source-depth adjustment model is centered on $Z_{TOR}$ values not compatible with the magnitude and data used in the median GMM development, then the resulting ground motions could be adjusted in an inappropriate way. Therefore a magnitude-dependent centering is recommended for application. The form of the recommended centered $Z_{TOR}$ model, $\Delta Z_{TOR}$, is adopted from CY14, given by,

$$\Delta Z_{TOR} = Z_{TOR} - E(Z_{TOR})$$

(3.19)

where $E(Z_{TOR})$ is the magnitude-dependent centering depth (magnitude-dependent expected $Z_{TOR}$), and $Z_{TOR}$ is the actual depth-to-top-of-rupture of the earthquake source, as provided in a SSC model. Based on the results presented in Section 3.2, the recommendation is to cap the depth adjustment to a maximum of 10 km $\Delta Z_{TOR}$ (i.e., provide the maximum depth-effect adjustments when $\Delta Z_{TOR}$ reaches 10 km).

The median NGA-East GMMs did not explicitly include a depth term, requiring the model development described above. Rather, the GMMs are deemed applicable to the expected range of depths in CENA. Separate tasks are currently underway to (1) quantify the depth ranges from the CEUS SSC and (2) further evaluate the impact of differences in median GMM depth assumptions. The results of these tasks will be documented in the NGA-East project final report. Meanwhile, the interim model described below was developed to address this issue, and is recommended for use.
CEUS SSC-Based Magnitude Dependence of $Z_{\text{TOR}}$ (Interim Model)

A relationship to predict the mean $Z_{\text{TOR}}$ as a function of magnitude was developed [Youngs, personal communication, 2015] based on: rupture geometries from NUREG-2115 Chapter 5, earthquake source depths from the NGA-East database, a distribution of hypocentral depth ratios from Chiou and Youngs [2008], and the rupture-area relationship from Somerville [2014]. This relationship was originally developed to convert median GMMs that used $R_{\text{JB}}$ to $R_{\text{RUP}}$. The relationship is used here to help guide how the source-depth adjustment model is centered. The development of this model is as follows

1. An average hypocentral depth of 10 km is assumed for CENA. This assumption is based on the average of hypocentral depths in the NGA-East flatfile, 12 km, and the mode of the hypocentral depth distribution published in Chapter 5 of NUREG-2115, 8 km.

2. A dip angle for events in CENA is assumed to be 75° for strike–slip and 45° for reverse earthquakes. This is based on Table 5.4-1 of NUREG-2115, which states that the default characteristics of CENA earthquakes are a mixture of strike-slip and reverse at a ratio of 2 to 1 with median dip angles of 75° and 45°, respectively.

3. The location of the hypocenter and down dip on the rupture plane is defined based on the distribution of the fractional depth from the top of rupture of the hypocenter given in Appendix B of Chiou and Youngs [2008]. The mean of this distribution is used and is 0.6375 for strike–slip and 0.628 for reverse earthquakes.

4. The thickness of the seismogenic crust in CENA is assumed to be 17 km. This is the central branch of the of the seismogenic thickness logic tree in NUREG-2115.

5. Rupture area as a function of magnitude is assumed to follow the Somerville [2014] relationship. The rupture aspect ratio is assumed to be 1:1 (from Table 5.4-1 of NUREG-2115).

6. Using a hypocenter depth of 10 km, the specified dips, average hypocenter depth ratios, rupture area relationship, and aspect ratio, the nominal depth to the top and bottom of ruptures is calculated a range of magnitude from $M = 4.0–8.0$.

The results of this model are summarized in Table 3.3 and plotted in Figure 3.22 along with $E(Z_{\text{TOR}})$, the mean $Z_{\text{TOR}}$ used for centering in the CY14 source-depth scaling model. Based on the assumptions listed above, $Z_{\text{TOR}}$ reaches 0 before the bottom of the rupture reaches the full seismogenic thickness of the crust. Therefore, for large-magnitude events the mean value of $Z_{\text{TOR}}$ reaches 0. The two relationships plotted in Figure 3.20 have significantly different shapes. For strike–slip events both relationships predict a 0 $Z_{\text{TOR}}$ at similar magnitudes (~6.7) but have differing predictions below this magnitude. For reverse earthquakes, the relationships have similar predictions in the $M = 6.0–6.7$ range but differ outside that range.
Table 3.3  Magnitude dependence of $Z_{TOR}$ from the CEUS SSC (interim model).

<table>
<thead>
<tr>
<th>M</th>
<th>$Z_{TOR}$ strike-slip (km)</th>
<th>$Z_{TOR}$ reverse (km)</th>
<th>$Z_{TOR}$ average (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>9.54</td>
<td>9.67</td>
<td>9.60</td>
</tr>
<tr>
<td>4.1</td>
<td>9.48</td>
<td>9.63</td>
<td>9.55</td>
</tr>
<tr>
<td>4.2</td>
<td>9.42</td>
<td>9.58</td>
<td>9.50</td>
</tr>
<tr>
<td>4.3</td>
<td>9.35</td>
<td>9.53</td>
<td>9.44</td>
</tr>
<tr>
<td>4.4</td>
<td>9.27</td>
<td>9.47</td>
<td>9.37</td>
</tr>
<tr>
<td>4.5</td>
<td>9.18</td>
<td>9.41</td>
<td>9.29</td>
</tr>
<tr>
<td>4.6</td>
<td>9.08</td>
<td>9.34</td>
<td>9.21</td>
</tr>
<tr>
<td>4.7</td>
<td>8.97</td>
<td>9.25</td>
<td>9.11</td>
</tr>
<tr>
<td>4.8</td>
<td>8.84</td>
<td>9.16</td>
<td>9.00</td>
</tr>
<tr>
<td>4.9</td>
<td>8.70</td>
<td>9.06</td>
<td>8.88</td>
</tr>
<tr>
<td>5</td>
<td>8.54</td>
<td>8.95</td>
<td>8.74</td>
</tr>
<tr>
<td>5.1</td>
<td>8.36</td>
<td>8.82</td>
<td>8.59</td>
</tr>
<tr>
<td>5.2</td>
<td>8.16</td>
<td>8.67</td>
<td>8.42</td>
</tr>
<tr>
<td>5.3</td>
<td>7.94</td>
<td>8.51</td>
<td>8.22</td>
</tr>
<tr>
<td>5.4</td>
<td>7.69</td>
<td>8.33</td>
<td>8.01</td>
</tr>
<tr>
<td>5.5</td>
<td>7.40</td>
<td>8.13</td>
<td>7.77</td>
</tr>
<tr>
<td>5.6</td>
<td>7.09</td>
<td>7.90</td>
<td>7.49</td>
</tr>
<tr>
<td>5.7</td>
<td>6.73</td>
<td>7.64</td>
<td>7.19</td>
</tr>
<tr>
<td>5.8</td>
<td>6.33</td>
<td>7.35</td>
<td>6.84</td>
</tr>
<tr>
<td>5.9</td>
<td>5.88</td>
<td>7.03</td>
<td>6.46</td>
</tr>
<tr>
<td>6</td>
<td>5.38</td>
<td>6.67</td>
<td>6.03</td>
</tr>
<tr>
<td>6.1</td>
<td>4.82</td>
<td>6.26</td>
<td>5.54</td>
</tr>
<tr>
<td>6.2</td>
<td>4.19</td>
<td>5.81</td>
<td>5.00</td>
</tr>
<tr>
<td>6.3</td>
<td>3.48</td>
<td>5.30</td>
<td>4.39</td>
</tr>
<tr>
<td>6.4</td>
<td>2.68</td>
<td>4.72</td>
<td>3.70</td>
</tr>
<tr>
<td>6.5</td>
<td>1.79</td>
<td>4.08</td>
<td>2.93</td>
</tr>
<tr>
<td>6.6</td>
<td>0.79</td>
<td>3.36</td>
<td>2.07</td>
</tr>
<tr>
<td>6.7</td>
<td>0.00</td>
<td>2.55</td>
<td>1.27</td>
</tr>
<tr>
<td>6.8</td>
<td>0.00</td>
<td>1.64</td>
<td>0.82</td>
</tr>
<tr>
<td>6.9</td>
<td>0.00</td>
<td>0.61</td>
<td>0.31</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7.1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7.2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7.3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7.4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7.5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7.6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7.7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7.8</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7.9</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>8.1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>8.2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Figure 3.22  Expected values of $Z_{TOR}$ from NGA-West2 (Chiou and Youngs [2014]) and for the CEUS region.
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4.1 INTRODUCTION

This chapter summarizes the development of a pair models for adjusting the suite of NGA-East GMMs [PEER 2015] to be applicable in the Gulf Coast/Mississippi Embayment (Gulf Coast, GC) region. The NGA-East regionalization task [Dreiling et al. 2014] confirmed that the Gulf Coast region (Region 1) had crustal properties leading to significantly different ground motions when compared to the other three regions in CENA (Section 1.3.3, Figure 1.1). These findings are consistent with previously published work by EPRI [1993, 2004], although the specific geographic boundaries of the various regions are not exactly the same in all the studies.

The NGA-East GMMs were developed for the vast CENA region that excludes the Gulf Coast, referred to as the mid-continent (MC) region, with most models developed or calibrated using Region 2 data (Figure 1.1). This chapter provides alternate models for adjusting the median GMMs to be applicable for use in the Gulf Coast. The two models adopt slightly different approaches. One uses an empirically based approach and models differences in ground motions between data collected in the Gulf Coast region and the PEER NGA-East median ground
motions (developed for the mid-continent, using data from Region 2). The other is a theoretical-based approach using the point-source stochastic model, which is constrained by data inversions from the Gulf Coast region.

Both suites of adjustments are provided in the form of ratios of PSA, which are defined as:

\[ f(\theta) = \frac{PSA_{GC}}{PSA_{MC}} \]  

(4.1)

where \( PSA_{GC} \) and \( PSA_{MC} \) are the PSA values from the GC and MC regions, respectively, and \( \theta \) is the set of predictive parameters. The two development groups for GC adjustment models are the PEER group (authors of Chapter 11, PEER [2015]) and, DASG (authors of Chapter 3 in the previous PEER report [2015]). Both of these adjustment models are described in later sections of this chapter. The ratios from each group are provided in Electronic Appendix B in tabular form. To adjust ground-motion values from the mid-continent to the Gulf Coast region requires multiplying the original median GMM predictions by the Gulf Coast ratios provided in the appendix.

The Gulf Coast models can be used as-is when the complete path (source, travel path, and site) is contained in the Gulf Coast. Rules for the treatment of paths including a regional boundary crossing (between the mid-continent and the Gulf Coast) are being developed in a separate task. The recommendations for boundary crossing cases will be published in the final NGA-East report.

### 4.1.1 Overview of Available Gulf Coast Data in the NGA-East Database

The data available in the NGA-East database [Goulet et al. 2014] that are in Path Region 1 (both the earthquake source and the site located in the GC) are relatively sparse. Figure 4.1 shows the magnitude and distance ranges covered in the NGA-East database for the GC region.

Table 4.1 lists the events that occurred in the GC region along with the respective moment magnitudes (\( M \)), hypocentral depths (\( Z_{HYP} \)) in kilometers, whether or not the event was designated as “Potentially Induced” by the USGS, the range of rupture distances (\( R_{RUP} \)) in kilometers, and the range of average shear-wave velocities in the upper 30 m of the site (\( V_{S30} \)) in meters per second.

In addition to limited coverage of observed ground motion in magnitude and distance, the number of records available is dependent on the frequency of PSA. Figure 4.2 shows the number of events, stations, and records available at each frequency of PSA. The paucity of data made the development of GMM models directly from the GC region data difficult. Instead, the NGA-East team favored developing two models to provide adjustments to the existing GMMs for applicability to the GC, effectively borrowing the correlations built into the median GMMs for the MC region. With these two new models, which can be applied to any of the existing GMMs for the GC region, the complete CENA region can be covered, providing the same range of epistemic uncertainty as the GMMs for the MC. The two models are described in detail below.
Figure 4.1  Magnitude (M) and rupture distance ($R_{RUP}$) ranges for records in the NGA-East database from Path Region 1 (i.e., both the earthquake source and the site are located in the GC region).

Table 4.1  Summary of events recorded in Region 1 (GC), including station distance and site conditions. All events used for the PEER model development; only events marked with * next to the EQ I.D. used for the DASG model.

<table>
<thead>
<tr>
<th>EQ Name</th>
<th>EQ I.D.</th>
<th>M</th>
<th>$Z_{HYP}$ (km)</th>
<th>PIE</th>
<th>$R_{RUP}$ (km)</th>
<th>$V_{S30}$ (m/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blytheville 2003-04-30</td>
<td>22</td>
<td>3.6</td>
<td>23</td>
<td>No</td>
<td>60.62 - 255.93</td>
<td>235.2 - 1288</td>
</tr>
<tr>
<td>Bardwell 2003-06-06</td>
<td>23</td>
<td>4.05</td>
<td>1.25</td>
<td>No</td>
<td>42.58 - 382.1</td>
<td>235.2 - 1288</td>
</tr>
<tr>
<td>MilliganRdg 2005-02-10</td>
<td>31</td>
<td>4.14</td>
<td>15</td>
<td>No</td>
<td>75.91 - 603.34</td>
<td>235.2 - 1288</td>
</tr>
<tr>
<td>ShadyGrove 2005-05-01</td>
<td>33*</td>
<td>4.25</td>
<td>8</td>
<td>No</td>
<td>20.68 - 614.84</td>
<td>185 - 1288</td>
</tr>
<tr>
<td>Miston 2005-06-02</td>
<td>34*</td>
<td>4.01</td>
<td>15</td>
<td>No</td>
<td>15.49 - 683.17</td>
<td>185 - 1288</td>
</tr>
<tr>
<td>Ridgely 2006-09-07</td>
<td>38*</td>
<td>3.35</td>
<td>7</td>
<td>No</td>
<td>19.8 306.21</td>
<td>185 - 1288</td>
</tr>
<tr>
<td>Marston 2006-10-18</td>
<td>41*</td>
<td>3.41</td>
<td>8.2</td>
<td>No</td>
<td>12.79 - 313.1</td>
<td>210 - 1288</td>
</tr>
<tr>
<td>Whiting 2010-03-02</td>
<td>58*</td>
<td>3.4</td>
<td>5</td>
<td>No</td>
<td>13.64 - 518.85</td>
<td>160 - 1288</td>
</tr>
<tr>
<td>Comal 2011-10-20</td>
<td>92*</td>
<td>4.71</td>
<td>4</td>
<td>Yes</td>
<td>32.68 - 1216.91</td>
<td>217.6 - 1288</td>
</tr>
</tbody>
</table>
4.2 PEER GULF COAST ADJUSTMENT MODEL

The PEER Gulf Coast adjustment model (PEER GC) is based on observed differences between the PEER NGA-East median GMM and data from Path Region 1 (GC) in the NGA-East database. This model, similar to traditional GMMs, is fit one frequency at a time. The main motivation of this approach was to derive an adjustment model that was empirically driven.
4.2.1 Overview of PEER NGA-East Median GMM

The PEER NGA-East median GMM is described in detail in the NGA-East Median GMM Report [PEER 2015] and is summarized briefly here. The primary feature of the model is that it is empirically derived on the FAS of acceleration for the limited magnitude, distance, and frequency range provided in the NGA-East database. The model is then extended to frequencies above and below the band limitations present in the data using simple point-source shapes and extrapolated to large-magnitude and close-distance earthquakes using finite-fault simulations from the Southern California Earthquake Center (SCEC) broadband platform. All of the extrapolation and extension is performed on the FAS of acceleration. Random vibration theory (RVT) is then used to predict PSA for any magnitude–distance combination; RVT is a technique that uses the frequency content of a recorded ground motion to calculate the peak response of single-degree-of-freedom damped oscillators. This technique required the development of a calibrated duration model. The PEER NGA-East median GMM is a model that predicts PSA and PGA for CENA Region 2 out to 400 km and for $M = 4–8.2$.

4.2.2 Selection of Data

The PEER modeling group selected all events in the GC region for the analysis, which includes eight tectonic events and one event designated “potentially induced” by the USGS. Records used in analysis were limited to $R_{rup} \leq 400$ km. No limits were specified for $V_{S30}$ in order to retain as many records as possible and to be consistent with the MC PEER NGA-East GMM. Figure 4.3 shows the numbers of events, stations, and records used plotted against frequency. This plot illustrates the amount of data that is lost by screening records based on distance.
Figure 4.3  Comparison of the number of events ($N_e$), stations ($N_{stat}$), and records ($N_{rec}$) available per PSA frequency from the NGA-East database (solid blue line) and the subset of records used by the PEER modeling group (dashed red line).
4.2.3 Model Development

The PEER GC adjustment model is an empirically-based model. It was derived by modeling the total residual of the selected ground-motion records from the GC region relative to the PEER NGA-East median GMM. The total residual is defined as:

$$\delta_{1,j} = \ln(y_{1})_{i,j} - \ln\left[ Y_{2}\left( M_{i}, Z_{HYP,i}, R_{RUP,i,j}, V_{S30,j} \right) \right]_{i,j}$$

$$\delta_{1,j} = \ln\left[ \frac{y_{1}}{Y_{2}\left( M_{i}, Z_{HYP,i}, R_{RUP,i,j}, V_{S30,j} \right)} \right]_{i,j}$$

(4.2)

where $\delta_{1,j}$ is the total residual of GC data from event $i$ and station $j$, $y_{1,i,j}$ is the observed PSA of GC data, and $Y_{2,i,j}$ is the median estimate of PSA at event $i$ and station $j$ using the PEER NGA-East median GMM. The total residuals are plotted against $R_{RUP}$ in Figure 4.4 for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz.

The total residuals, $\delta_{1,j}$, plotted against $R_{RUP}$ (Figure 4.4) reveal two prominent trends that are common across frequency:

1. The slope of the locally weighted least-squares fit (red curve) does not deviate much from 0 for $R_{RUP} \leq 100$ km.
2. Beyond 100 km, the slope of the locally weighted least-squares fit is generally linear and is negative with respect to $R_{RUP}$.

Based on these observations the following functional was selected to fit to $\delta_{1,j}$:

$$\Delta_{1} = \frac{c_{0}}{c_{0} + c'_{7}(R_{RUP} - 100)} \begin{cases} R_{RUP} < 100 \text{ km} \\ R_{RUP} \geq 100 \text{ km} \end{cases}$$

(4.3)

where $\Delta_{1}$ is the predicted geometric difference in the ground motion between Regions 1 and 2, which is equivalent to the natural log of the PSA ratio in Equation (4.1), and $c_{0}$ and $c'_{7}$ are empirically-derived model coefficients. This functional form assumes that any differences present between the two regions is entirely attributable to a difference in the linear distance attenuation and ignores any potential differences related to source or site effects. This somewhat simplistic assumption is required because of the sparse nature of the data available.

The coefficients in Equation (4.3) were obtained using mixed-effects regression and included a random effect on the coefficient $c_{0}$ grouped by event (the between-event residual). Regression was applied in two different ways:

- **Empirical Model 1 (EM1):** Forcing the fixed effect $c_{0} = 0$ (fixed effect is known a priori) and solving for the random effects on $c_{0}$ and the fixed effect $c_{7}$.
- **Empirical Model 2 (EM2):** Allowing the fixed effect $c_{0}$ to be a free parameter in the regression along with the event terms and the fixed effect $c'_{7}$.
The fitting of the data was performed in these two ways in an attempt to deal with the sparse amount of data from $R_{RUP} < 100$ km. These data have a large influence on the coefficient $c_0$ but may not be representative of real differences in ground motion between the two regions.

Figures 4.5 and 4.6 show the model coefficients plotted against frequency for the two regressed models EM1 and EM2 as well as those for the proposed model discussed below. Figure 4.7 shows the between-event residuals for frequencies 0.5, 1.0, 5.0, and 10 Hz for the same models.

Figure 4.7 shows that the between-event residuals for EM1 for 5.0 and 10.0 Hz are significantly different from those of EM2 and exhibit non-zero average trend. This lack of centering causes $\tau_1$ to be larger for EM1 than for EM2 (Figure 4.8), which has a non-zero $c_0$ term.

Figures 4.9 and 4.10 show the within-event residuals for a range of frequencies of PSA and for EM1 and EM2, respectively. In general for both models, the within-event residuals show no significant trend with $R_{RUP}$. Figure 4.11 shows that there are negligible differences in the within-event residuals between the two models. This trend is also observed in Figure 4.6, which shows negligible differences in the model coefficient $c'_3$ with frequency.
Figure 4.4  Total residuals plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz. Blue points are observations from tectonic events, and red points are observations from PIE. The black lines represent a linear fit to the data with ± standard error in dashed lines. The red lines represent a locally weighted least-squares fit to the data with ± standard error in dashed lines.
Figure 4.5  Comparison of model constant, $c_0$, for EM1 (black), EM2 (red), and the proposed model (green) plotted against frequency of PSA. Note that coefficient $c_0$ value is equal to zero for EM1 and the proposed model.

Figure 4.6  Comparison of model coefficient, $c_1'$, for EM1 (black), EM2 (red), and the proposed model (green) plotted against frequency of PSA. The $c_1'$ for the proposed model are taken as the average of points from EM1, taken in the 0.5–10 Hz range, where the data is deemed more reliable.
Figure 4.7  Between-event residuals for EM1 (black points) and EM2 (red points) plotted against magnitude for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz. The largest event (M4.71) is a PIE, all other events are tectonic.
Figure 4.8  Between-event (squares), and within-event (triangles) standard deviations for EM1 (solid black points) and EM2 (open red points) plotted against frequency of PSA.
Figure 4.9  Model 1 within-event residuals plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz. Blue points are observations from tectonic events, and red points are observations from PIE.
Figure 4.10  Model 2 within-event residuals plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz. Blue points are observations from tectonic events, and red points are observations from PIE.
Figure 4.11  Within-event residuals for EM1 (black points) and EM2 (red points) plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz.

The computed residuals for the Gulf Coast records show a dip in the mean residuals in the vicinity of 10 Hz, which is visible in the $c_0$ trends in EM2 (Figure 4.5). This dip is attributed to a systematic site effect. The ground-motion residuals were computed with respect to the mid-continent model. Systematic differences in ground motions will manifest themselves as trends in the mean event terms. Such trends can be attributed to systematic differences in the earthquake
source between Gulf Coast earthquakes and mid-continent earthquakes, or systematic differences in site effects between the two regions for the same $V_{s30}$ classification, or both. Random-effects regression cannot distinguish between the two. Because the dip in mean residuals is somewhat narrow banded, it is judged to be much more likely to be due to differences in the average site effect rather than average differences in the earthquake sources (i.e., differences in stress parameter); it should not be used to model differences in ground motions for hard-rock site conditions.

Based on these observations and interpretations, a new proposed model was developed based on EM1 where:

1. The coefficient $c_0$ follows the shape of EM1 for the whole frequency range (fixed at 0).
2. The coefficient $c'_\gamma$ is the average of $c'_\gamma$ across EM1 and across frequency from 0.5 to 10 Hz.

This proposed model is shown on Figures 4.5 and 4.6 and provides apparent advantages over the fully regressed EM1 for several reasons. First, there is a relatively large drop in the number of records available below 0.5 Hz. In the low-frequency range, there is also potentially a data truncation issue, where only larger ground motions have high enough signal-to-noise ratio to pass through record processing. Second, above 40 Hz there is not sufficient data to empirically model the differences in ground motions. Third, the averaging of $c'_\gamma$ is selected to be over a frequency range where the data is relatively plentiful. Averaging was preferred given the lack of information beyond the 0.5–10 Hz band to inform the modeling of the complex shape apparent in Figure 4.6. Although the simplification might not reflect potentially real trends in the deviation of linear attenuation with frequency, it was selected to represent an average adjustment. Figure 4.12 shows comparisons of the PSA ratios for all three models plotted against $R_{RUP}$ for a range of frequencies of PSA.
Figure 4.12 Gulf Coast adjustment ratios from EM (black), EM2 (red), and the proposed model (green) plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz.
4.3 DASG GULF COAST ADJUSTMENT MODEL

The Gulf Coast model developed by Darragh, Abrahamson, Silva, and Gregor (DASG) is based on point-source stochastic simulations, as was their original model presented in Chapter 3 of the previous PEER report [2015]. The input parameters are inverted for using the NGA-East data from Path Region 1. These simulations are then used to update the DASG median GMM developed for use in Region 2. The ratio of the PSA predictions from these two GMMs is then calculated [Equation (4.1)] for a range of frequencies, magnitude, and distance. These ratios are the DASG GC adjustment model and are provided for a range of frequencies and $R_{RUP}$ as an electronic appendix to this document.

4.3.1 Overview of DASG NGA-East Median GMM

The DASG NGA-East Median GMM is describe in detail in the NGA-East Median GMM Report [PEER 2015] and is summarized briefly here. The approach provides a suite of four separate GMMs, all of which are based on point-source stochastic simulations. The four sets of models are grouped into single- and double-corner point source models. Within each group there is a constant stress parameter model and a magnitude-dependent stress parameter model. The methodology can be summarized in three steps:

1. Invert recorded data for a subset of point source parameters: stress parameter, $Q_0$, and $\kappa$.
2. Generate simulations of ground-motion intensity measures PSA (for a range of oscillator frequencies), PGA, and PGV beyond the magnitude and distance range covered by the empirical data.
3. Parameterize the simulations into equations and generate PSA for required magnitude and distances.

The inversions were performed on the FAS of acceleration for the frequency range of 0.5–20 Hz. The results of the inversion were used to generate simulated values of PSA, PGA, and PGV for $M$ from 4.5 to 8.5, an $R_{JB}$ from 1 to 1000 km, and for the NGA-East Project reference site condition. The results of the four sets of simulations were fit to a simple functional form used to predict PSA at any magnitude distance combination. As was the case for the PEER models, the original DASG GMMs were developed using data from Region 2 (CNA) but were deemed applicable to the larger mid-continent region.

4.3.2 Updated Point-Source Inversions

To generate an updated suite of models for the Gulf Coast, inversions for the DASG mid-continent model were re-ran using NGA-East data from Path Region 1. Six events were selected for the inversions, one of which was designated as PIE (Table 4.1). The same crustal amplifications were used for the inversions of Region 1 data as was used for Region 2 data. The results from these inversions provide approximately a 50% reduction in $Q_0$ from that of Region 2. This updated $Q_0$ was used to generate point source stochastic simulations, which were used to develop the adjustment for the linear distance attenuation coefficient of the mid-continent model.
4.3.3 PSA Ratio Model

Ratios of the DASG model updated for GC to the original DASG CNA model were calculated for all four DASG models and for a range of PSA frequencies, magnitude, and distances. These ratios are plotted in Figure 4.13 for various frequencies, for $M = 4.0, 5.0, 6.0, 7.0, \text{ and } 8.0$, and for all four DASG models against $R_{RUP}$. There is very little difference in the ratio between the four DASG models, and there is no difference in the ratios with varying magnitudes. This lack of variation with magnitude is expected since the only adjustment to the DASG models for the GC predictions was on the linear distance attenuation term. For application, it is recommended that the average ratio across the four DASG models be used. This is plotted in Figure 4.13 in blue.
Figure 4.13  Gulf Coast adjustment ratios of the four DASG models along with the mean DASG ratios (solid blue) plotted against rupture distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz.
4.4 COMPARISON OF GULF COAST ADJUSTMENT MODELS

Figure 4.14 compares the PEER GC adjustment model with the DASG GC adjustment model. The two models show substantial differences, especially at low frequencies and large distances. At 0.5 Hz and 1000 km there is approximately a factor-of-five difference between the two adjustment models. This large difference in the models is partly a result of the difference in approach each group took in developing their adjustment models and partly due to the lack of quality data for Region 1 in the NGA-East Database. With this lack of data, a large range in median adjustments appears appropriate for application.
Figure 4.14  Comparison of Gulf Coast adjustment ratios between DASG model (blue) and the PEER model (green) plotted against distance for PSA at frequencies 0.5, 1.0, 5.0, and 10.0 Hz.
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Electronic Appendix A

The adjusted median GMM tables are included as an electronic appendix to this report. There is one Excel workbook per GMM, with each worksheet corresponding to a specific GMIM. The tabulated data reflect all the adjustments described in Chapter 2.

A.1 Adjusted Model Output for B_A04
A.2 Adjusted Model Output for B_AB14
A.3 Adjusted Model Output for B_AB95
A.4 Adjusted Model Output for B_BCA10D
A.5 Adjusted Model Output for B_BS11
A.6 Adjusted Model Output for B_SGD02
A.7 Adjusted Model Output for DASG 1CVSP
A.8 Adjusted Model Output for DASG 1CCSP
A.9 Adjusted Model Output for DASG 1CVSP
A.10 Adjusted Model Output for DASG 2CCSP
A.11 Adjusted Model Output for YA15
A.12 Adjusted Model Output for PZCT_M1SS
A.13 Adjusted Model Output for PZCT_M2ES
A.14 Adjusted Model Output for Frankel
A.15 Adjusted Model Output for SP15
A.16 Model Output for ANC15 – no adjustment performed
A.17 Model Output for Graizer – only spectral shape adjustment performed
A.18 Adjusted Model Output for HA15
A.19 Adjusted Model Output for PEER_EX
A.20 Adjusted Model Output for PEER_GP
Electronic Appendix B

The two Gulf Coast adjustment models described in Chapter 4 are provided below in Excel workbooks.

B.1 PEER Gulf Coast Adjustment Model
B.2 DASG Mean Gulf Coast Adjustment Model
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